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ABSTRACT

In the synthesis of control systems, first the design goals 

are often specified. Then appropriate compensators are chosen 

to achieve the design goals. In order to design a control sys­

tem more effectively, the practicing engineers are quite often 

required to construct a standard mathematical model by using 

industrial specifications which are assigned. In this thesis, 

a new method is presented to construct the standard mathemati­

cal model for single variable and multivariable systems.

The steps of research are listed as follows: First, a sec­

ond-order model with a phase advance factor is established to 

investigate the relationship between the time domain specifica­

tions and frequency domain specifications. Next, an original 

synthesis method is established to construct a high order stan­

dard model by using industrial specifications. Two elegant 

methods are derived to improve the convergence of the Newton- 

Raphson multidimensional method. Finally, a method is presented 

to formulate a multivariable control system in the frequency 

domain and in the time domain by using industrial specifications.



TABLE OF CONTENTS

Chapter Page

I. Introduction  1

II. The Relationship Between Time-Domain and 
Frequency Domain Specifications. ..... 5

2.1 Introduction . . . ....................................... 5

2.2 Maximum Value of Unit Step Response,
Frequency Response, and Phase Margin. . 5

2.3 Crossover Frequency and Maximum Error
Signal  16

2.4
19

2.5

Peak Frequency w and Gain Crossover
Frequency 

Maximum Value of Impulse Response and 
Crossover Frequency 

2.6 Crossover Frequency and Time-Domain
Specifications.......................................................... 31

2.7 Illustrative Example  44

III. Modelling Control Systems  58

3.1 Introduction  58

3.2 The Second-Order Model with Phase-
Advance Factor  59

3.3 The Third-Order Control System Model. . 61

3.4 The High-Order Model Control Systems. . 66

3.5 Modelling Multivariable Control Systems
in Frequency-Domain  72

3.6 Modelling Multivariable Control Systems
in the Time-Domain  76

IV. Conclusions. ..................................................................... 85

Appendix . , ..... ....... i

Bibliography...............................................................  . . ii



1

CHAPTER I

INTRODUCTION

In the synthesis of control systems, the design goals 

are often specified first. Then, appropriate compensators 

are chosen to achieve the goals. A. set of industrial specifi­

cations suggested by Gibson and Rekasius^ has been used for 

the design goals of the single-input-single-output systems. 

These specifications can be classified into two major groups, 

one is the specifications defined in the frequency domain; 

the other is the specifications defined in the time doiftain. 

The systematic study of the relationships between these two 

kinds of specifications has been done by several researchers.
2Seshadri has found empirical relations between them by using 

analog simulation of a large number of systems. The simplest 

summary and clearest presentation of these rules were con-
3 

tributed by Axelby which are shown as follows

1. M. =-- M = 1 (1.1)
P sin <|>rm

maximum value of unit step response.

M : maximum value of the closed loop frequency response 
P

phase margin

2. M = -1™ (1.2)
e to c

M : maximum value of the error of the unit ramp function e
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when 
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the time 
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error of 
s input occurs

using the well-known second order model. The transfer func­

4 
Concerning Axelby's rules. Park did a theoretical study by

2I n

C(s)
R(s)

1.8
toc



where

Damping Ratio in the complex domain 

o)n: System natural angular frequency

5 and w are the specifications used to specify transient re­

sponse. Obviously the steady-state characteristic is ignored
5in this second order model. So Shieh and Huang established

a second order model with a phase-advance factor. The trans­

fer function is

r (<s TU)r>S+LklL = n n (1 o'
R(s) e2 2s + £>+(*)

In order to synthesize a control system which meets the 
g 

design goals, Chen and Shieh developed an original synthesis 

technique to determine the transfer function. However their 

methods deal only with a low order single-input-single-output 

system. The extended research should be done for the high 

order systems and the multivariable systems.

This thesis involves the following steps:

Chapter II deals mainly with Axelby's rules by using 

the new second order model with a phase-advance factor. An 

example will be shown to compare the specifications of a high 

order system with its simplified second order model.

Chapter III gives a method to construct a standard multi­

variable model in the frequency domain. The corresponding 

state equations can be obtained by an algebraic method which 

used matrix continued fraction. The processes of constructing 
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a standard model are described as follows.

First, a multivariable system with various numbers of in­

put and output is viewed as a composite system of single-input- 

single-output subsystems in the s plane, and the least com­

mon denominator of a multivariable system is constructed from 

the eigenvalues assigned in the s plane.

Second, the numerator polynomial of each subsystem is 

determined by using the basic definitions of the industrial 

specifications, and the coefficients of the common denominator 

assigned. Then, the properties of the composite system, which 

are formed from each subsystem, are examined.

Finally, the corresponding state-space equations which 

are the minimal realizations of the standard multivariable 

model are constructed by means of the matrix continued frac- 
g 

tion. An example will be used to demonstrate these methods.

The last chapter will be the summary of this research.
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CHAPTER IT

THE RELATIONSHIP BETWEEN TIME DOMAIN AND 
FREQUENCY DOMAIN SPECIFICATIONS

2.1. Introduction

The primary purpose of this chapter is to derive a number

of the relationships between the time-domain specifications 

and the frequency-domain specifications by using the new second 

order model presented in Chapter I and Chapter III, which is 

written as follows:

C_(s)_ 
R(s)

, 2TO) S + (0 n n
2 2s + 2Ew s + w n n

(2.1)

where ? - damping ratio.

0)^ = natural angular frequency

By using the new model shown in Eq.(2.1) and following the basic 

definition of each control specification, we derive the mathe­

matical expression for each specification. A set of curves will 

be plotted in the figures to show the relationship among the 

specifications. Based on the curves plotted, we will discuss 

and verify Axelby's rules.

2.2 Maximum Value of Unit Step Response, Frequency Response, 
and Phase Margin

(1) Derivation of the relationship among M^, and t.

Based on the feedback system shown in Fig. 2.1.
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C(s)

Fig. 2.1

we derive the relationship among M z E,, and t. By applying a 

unit step signal to the system, or letting r(t) = 1, we can cal­

culate the output of the system c^(s), in the frequency domain 

which is written as follows: 
, 2

TO) S + CO
c(s) = ----- 2^--------- - ------- 2 (2'2)

s (s + 2^uj s + co ) n n

Using the Heaviside expansion we obtain the following equation
k k k3

c(s) = ^ + ---------------- ----------------+------------------ - -------------- (2.3)
S s + ?wn - j(on/1_^2 s + + ja)n/^2

where

k1 = c(s) x s|g 0 = 1

k.. c(s) X (s + ?co - jco /Z "2") I r , • !--------- n2 n J n 1 - E, 1 s = - £(0 + jco _2

1 - g t j(T-g)

n J n 1 - E,

1 _ 1 *k3 x2 j(T-g)
-2/" 21 - g

The inverse Laplace transformation of c(s). Eq. (2.3), is as fol­

lows :
i -gw^ttcos to V3 -2 A S E_- /--------- 1c(t) = 1 - e n n 1 - g t +-----------sm w /- j

,/--------- 2 L" ’ 12
'-1 ~ (2.4)
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In order to find t , we differentiate C(t), Eq. (2.4), obtaining

Eq.(2.5)

= Tto^ e‘=,ti)ntcosa)n>£7^t4- ------EL_ sinwn^_^2 t

v'
■L-5 (2.5)

Setting Eq.(2.5) equal to zero and simplifying, we have

n -It ’1-52
H + tan ----- p-2—=------

tE - 1

Substituting Eq.(2.6) into Eq.(2.4), we finally obtain the max­

imum value of unit step response

M = l-e^n^p[cosw / ,'2~t - ———sinw nf ,2 t ] (2.7)
t nl-? P ------— nl-?; p

VY-^Z

Eq.(2.7) shows the relationship of M , Z, and t.

(2) Derivation of the relationship among , and t. 

By definition, means the maximum value of the closed loop 

frequency response. In order to find the relationship among M 

5, and t, we must follow Higgins and Siegel’s^-8 technique 

which uses complex variable differentiation. The closed-loop 

frequency response is expressed as follows:

M(ju)) =|M(jw) |e3^((1)) = M(to)ej<{!(w) (2.8)

where M(w)and ^(o)) denote the magnitude and the phase of the 

frequency response respectively. The derivative of M(ju)) with 

respect to w is:
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aMUffll . aMM ej4,(«» + (2 9)

Dividing each of the terms of Eq. (2.9) by M(jw) = M(w) e^ 

yields
1 dM(jco) = 1 dM(cu) .dd> (w) in.

M(jw) do) M((n) to J dw * \ • )

From Eq.(2.10), we obtain

Re[-1 aMljMlj = 1 ffito
M(jw) atd M(w) dm

and
Tmr__l__  dM(ja)) n = dj; (m)

lM(jm) dm J dm . (2.12)

From Eq.(2.11) we observe that if the left hand side of the 

equation vanishes for a particular value of m- m , then so does 

part of the right hand side. According to the definition of M 

and m , we have the equation as follows:

idM(m) i  
1 dm * m=m

P

Comparing Eqs.(2.13) and (2.11) yields

R * ^151] . = 0 (2.14)
e JM(s) ds s=3m

The closed-loop transfer function M(s) is expressed by the ratio 

of two polynomials, which is shown as follows: 

Mls) - g||f- (2.15)

Taking the derivative of Eq.(2.15) we have

dM(s)  1 dA(s) A(s) dB(s) ,9
'"ds " B(s) ds " 32(s) ds
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Substituting Eq.(2.15) and Eq. (2.16) into Eq. (2.14), we have

r . r_1  dA(s)  1 dB(s) ] , 
e jlA(s) ds B(s) ds J-rs=ju) (2.17)

If we apply Eq.(2.17) to the second-order model by making the

following substitutions

ds

as follows:

a)

(2.18)
1

(2.19)

2 22

(3) and t .

Since the

(2.20)

M
P

to
P

TlO n

2 
to n

M
P

2£(o s + n

= 2s + 2^0)n

co are found
P

2 + (0 nA(s) = TW s n

to
P

2B(s) = sZ

when t 7^ 0 

1/2

Derivation of the relationship among E,

1
- [

closed-loop transfer function is 
a. 2 TO) S + ton n

2 , , 2S -r ZE,to T * ton n

2E,l-52
to 1/2

= _21(-1 + /7~2t1. 2 . 2_2 Vt (t -H) -4t £

then M and 
P

dB(s)
ds

’nl-252
} when t = 0

By definition, we can express the open-loop transfer function 

as follows:
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(2.21)

1

+ n

The phase margin 4> is defined as follows

where w is called the gain crossover frequency, or

+ m2
n

(i) TS + 0) n______n____
2 + (2C-t) to s

n

<l> = /G(s) IYm -—'5=1 wJ c

Tto S 
| G (s) | . = |- x n ,

s=:1“c s2+(2^-t)<j> s ’e=’“ 
n

By squaring Eq.(2.22) and performing the multiplication, we have

4 , ,.r2 . 2 2 4 n0) + (4 £ — 4 £ t ) to to - tox ~ 0c n Is; (2.23)

Solving Eq.(2.23) yields 
to n „ _____________

= "2^T)+>/(2?,2- 2<t) 2 + 1 (2.24)

1_______________ } V2
V 2 "2 2VC- 2Et) + 1- UV- 2?t)

2-2?t))1/2]} (2.25)

Therefore the phase margin is

d = tan_1{----- -------2-[(2C-t)
m 1-2£t+t

+ T(/;"r2\^ o , , - (2

(4) Summary of the results which were obtained in sec­

tions 2.2-(l), 2.2-(2), 2.2-(3). Based on the foregoing deriva­

tion, several plots can be presented shown in Fig. 2.2, Fig.

2.3, Fig. 2.4, Fig. 2.5, and Fig. 2.6. The coordinates of these 

plots are M versus the damping ratio E,, and the para­

meter T.

.^.xelby suggested that the relationship of M^, M and
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12

M M-------- p -t
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14



15
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can be expressed by the following equation

M. " M =E p
__1___
sin -#m- (2.26)

Inspecting the plots which we have, we found that Axelby's rule 

holds only if the damping ratio is larger than 0.4 and for any 

T.

2.3 Crossover Frequency and Maximum Error Signal

(1) Derivation of the relationship among C and t. If

a ramp input is applied to the second-order system shown in Fig.

2.7, the Laplace transform of the output function C(s) can be

written as follows: 
2

(1) TS + 0)
 C(s) =-- --5----§-----------2--------- (2.27)

S (S + s + 03 ) n n

= a :. + bi + ------------ si-------------------+-------------------y---------------- 2 s 
s s+Ccu -jw /TT2 s+^o) +joj _ 2n J n l~t n n 1

vzhere A*  = C(s) x s I n = 1 1 s=o

*D' = C

C = C(s) x (s4-?o) -jo) VL 12) r ,----- =—n J n 1-? *s=-^u)  +jci) V_ _2n J n 1-5

2 2 V 2~(25-T) (1-5 )+j(1-25 +TE) ]-5z  B+jC
= n fl 20) A2a)n(l~5 ) n

where B = (25-t) (1-5 ) , A=(l-5 ), C=/TT2 (1-25"'+t5)
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Fig. 2-8. Error Signal
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Taking the inverse Laplace transformation of Eq.(2.27) yields

C(t) = t t (~^) + cos//' 2 a) t
a) (uA j.-£ nn n

+ C sin/Z /2—U) t) (2.28)1-5 n

The error signal eft) is defined as follows:

e(t) = r(t) - C(t) (2.29)

Substituting Eq. (2.28) into Eq. (2.?9), the result is:

e (t) = T ■ - e^Wnt(B cos// co t+C sinvC 2 co t)
wn A«n 1-5 n 1-5 n

(2.30)
The error signal e(t) is shown in Fig. 2.8.

Differentiating the error signal with respect to time, we 

have

e' (t) = ----- e^ n [cos/ r2 co t(5« B-C/Z 2 to )
Aco^ 1-5 n n 1-5 nn

(2.31)
+ sin/Z ~2 co t(C5'.o +B/Z r2 co )] 1-5 n n 1-5 n

Setting e*  (t) = 0, we obtain
5B-C///Z2-

tan 1-B/r/2” - 5C

t = -------------- -------------------- (2.32)v
to Z"2n 1-5

where t is the time at which the maximum value, M occurs, v e ’
Substituting Eq. (2.32) into Eq. (2.30), yields

25-t 1 -5w t , ,----- ,= "V" ' 6 cos/l-C2 Sln/r^“ntv’

(2.33)
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(2) Derivation of the relationship among F. and t.

By definition, w is the gain crossover frequency cf the open­

loop frequency response, on other words, the following relation 

holds when u) = w .c
J 2to TS + W

-----------5----- =1 (2.34)
sz+(2?-T)(tins s=jw

From Eq. (2.34), co is obtained as follows: c

“c ’ "n[(??^T)2+ 1 * (2«2 - 25'1 * * * * * r>! 1/2 <2‘35>

(1) Relation between m and co . Based on section 2.2 P c

co = to /, when t- 0P n 1-e
(2.37)

wr _______________ s 1/2
w —(-l-’-sZ 2.2 . 2..2 ) when t / 0p t (t +1) -4t t, .

(3) Summary of the results which are obtained from sections 

2.3-(l), 2.3-(2). Based on the; previous derivations, we can pre­

sent the plots shown in Fig. 2.9, Fig. 2.10, Fig. 2.11, Fig. 2.12 

and Fig. 2.13. On the basis of the criterion #2 of Axelby's 

rule, we can obtain the following equation

M =-i-
e to (2.36)

Comparing the Eq.(2.36) with the plots, we found that Axelby’s 

criterion #2 can hold only when t is very small, in other words, 

there is a factor which is affected by t which needs to be added 

when the zero of the second-order system occurs.

2.4 Peak Frequency to and Gain Crossover Frequency to■g
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2.5

------------ 1------------ 1------------ 1_______ J.--------- _L---------- 1___ —J__ ™_-.|----------- J------------L.
0 .1 .2 .3 .4 .5 .6 .7 .8 .9 1.0
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Fig. 2.11 Relationship between M and -----

w c

0) =1 n.
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c
-i- M .---------------- y ---- --- ----- ----- --- e 
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and also from section 2.3

“c = "n [<2C2-2Et)2 + 1 - <252-25t))1/2 (2.38)

Plotting these two equations versus the damping ratio and the 

parameter t, we found the relationship between w and 

Axelby's criterion #3 gives us the following equation

to = to (2.39)P c

Again, we inspect the plots according to Eq.(2.39) It is easy 

to find that these two quantities are almost the same in a cer­

tain region when T is small. When a zero occurs in the trans­

fer function,the rule in Eq. (2.19) suggested by Axelby should 

be modified. The plots of Eqs.(2.37) and (2.38) are shown in 

Fig. 2.14, Fig. 2.15, Fig. 2.16, Fig. 2.17, and Fig. 2.18.

2.5 Maximum Value of Impulse Response and Crossover Frequency

M^ is the maximum value of the unit impulse response of 

a system. To derive the relationship among M^_, E,, and t is 

a straight forward process. We start with the closed-loop trans­

fer function 
a 2 TO) S + to

M(s) = -2  --------- - ----y (2.40)
s +2^0) + w n n

It can be considered as the Laplace transform of unit impulse 

response. In order to find the maximum value of the impulse 

response, we differentiate Eq.(2.40) obtaining the following 

eauaticn
t 2xs ( T u) S + to )

sM(s)-"- -1--H---------(2.41)
s +2Eo) s + w n n



26

Fig. 2.14 Relationship between w and coc
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The inverse Laplace transformation of Eq.(2.41) is

M ’(t) = e^Unt [ + (1-£t) 0)2) costo vC ,-2 t
t n n n 1~C

Cwhl-fT) 2 _____ (2-42>
- (-7==r-+ ^n-'l-S1 2 

vl-c

1. Time-domain specifications

The specifications used in the time-domain can be summar­

2. The relationship between t and co .p c

!

Setting M^=0 and solving this equation, we find the time t 

at which the maximum value occurs

t = --------- —1_I— (2.43)
c to -2n 1-5

Substituting Eq. (2.43) into c'(t), we obtain the following equa­

tion.

M = to e^d’ntc[Tcos a) /7~z-2 t + ——
t n n 1-5 c /----- x—

i _rz1 (2.44)

sin to /I _2 t ]n 1-5 c

In order to inspect the result which we got from the previous 

derivation, the plots of Eqs.(2.44) and (2.38) are shown in Fig. 

2.19, Fig. 2.20, Fig. 2.21, Fig. 2.22 and Fig. 2.23. From these 

plots we found that M and to^ are not exactly the same rule 

as suggested by Axelby which is = to^ when 5 varies 

2.6 Crossover Frequency and Time Domain Specifications

ized by t and t shown p c in the graph. Fig. 2.24.
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Based on section 2.3, we knew that

Mc = Mn^2C1 2-2;T)2 + 1 " <2E2 - 2eT>!1/2 <2-45>

1 r2 n 1-5

Also,we know the relationship between crossover frequency, 5> 

and t which is written as follows:

“c = VW-2W2 + 1 * (2F'2- ^)1V2 (2-49>

The approximate criterion of Axelby’s rule is

t (2.50)c U)

Based on section 2.2, we have

11 + tan Tg - 1
t =------------=-------- (2.46)

(0 /Z Z2n 1-5

According to Axelby's rule, the approximate criterion is

In order to inspect this criterion, we plot Eq.(2.45) and Eq.

(2.46) in Fig. 2.25, Fig. 2.26, Fig. 2.27, Fig. 2.28, and Fig..
Mc2.29 by using t , and -y as the vertical coordinate. From these 

plots we found that the equality in Eq.(2.47) holds approximately

in a region of 5 < 0.7

(2.48)t c

3. The relationships between t and

From section 2.5 we find the time t c

1
0) c
at which the maximum

value occurs is
, (1-25t)/T72 

tan --------------
5 - 2t5 + t
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n
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If we use Eq. (2.49) and Eq.(2.50) to plot the curves shown in 

Fig. 2.30, Fig. 2.31, Fig. 2.32, Fig. 2.33, and Fig. 2.34, it 

is observed that this approximate formula suggested by Axelby 

is not highly accurate.

4. The relationship between t and m . vc
From section 2.3 we knew that the time t at which the maxi- v

mum value of error signal occurs is:

_n 5B-C/ 2
tan -----:-----

-B/ £2 - CC
t = -------------------- ------------ (2.51)

V oj Z7 c2n 1-C

2where B = (2£-t)(1- ^ ) 

_______ *)
C = (1 - 2V+ )

and the crossover frequency is: 

“c ■ “n!652-25T)2 + 1 - (2^2 - 25t)11/2 (2.52)

To compare Eq.(2.51) and Eq.(2.52) we plot two curves which are 

shown in Fig. 2.35, Fig. 2.36, Fig. 2.37, Fig. 2.38, and Fig. 

2.39. It is noted that the higher the damping ratio the worse 

the criterion.

2.7 Illustrative Example

Consider a high order system 
3 2b sJ+ b sz+ b„s+ b.

T (s) =______________ —___ __ -______ -_____-_________________7 6 5 4 3 2a.s 4- ans 4- aos 4- a.s 4- ars 4- a^s 4- a_s4- anJL 2 o 4 56/8

where
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al =1 bjL = 1464.786701

a2 = 112.04 b2 = 7958

a3 = 3755.92 b3 = 533760.7473

a. = 39736.624 b. = 617497.3754

t = 1.6v

(2.53)
ac = 363650.56 D

= 759894.19 6

a? = 683656.25

ao = 617497.375
o

It is required to compare the specifications obtained from the 

original system and the reduced model.

From the exact response curves in the time domain and the 

frequency domain, we found a set of specifications for this 

high order system which are written as follows:

M = 0.8925 e

M = 1.497

M =2.22p

= -153° rm

M = 0.84899
t (2.54)

co = 1p
to =1.01 c
t = 2.8P
t = 1.05 c t
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The simplified second-order model of this high order system is

, x 0.254407s + 1.051966 T (s) = ------------------------------------------
s + 0.509768s + 1.051966

(2,55)

From this second-order model we know that

a) = 1.02565 n

T = .24804 (2.56)

s = .248508

From Eq.(2.54), we obtain the relationships between time-domain 

specifications and frequency domain specifications of this high 

order system which are written as follows.

M, r M I—;—I M.t p 1 sxn 1 tm

14,.= 0.84 w t c

M = 0.9 — e to c

to = 0.99 to (2.57)
P c

t = 2.8/toP c

t = 1. 6/toV c

By using the equivalent specifications obtained from the reduced 

model in Eq.(2.56) and the curves shown in Figs. 2.3, 2.10, 2.15, 

2.20, 2.26, 2.31, 2.36, we can determine the following equiva­

lent relationships between the time domain and frequency domain 

specifications of the reduced second order model.
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M. M [■ I £ M. t p 1 sm q> 1 t m 

= 0.75 0) t c
M = 0.88-^- 

e w c

to = 0.9 io
P c

t = 3.0/toP c

when E, < 0.4

t = 1.7/to v ' c

t - 1.1/toc c

(2.58)

Comparing the results obtained in Eq.(2.57) and Eq. (2.58) 

we observe that the rules, which are used to express the relation­

ships among specifications, hold in both the original system and 

the reduced system. In other words, we can determine the speci­

fications of a high order system by using the equivalent speci­

fications obtained from the reduced model and the rules devel­

oped in this research.
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CHAPTER III

MODELLING CONTROL SYSTEMS

3.1 Introduction

Model reference tecnnique is successfully used in many 

control systems designs, particularly in the field of model 

reference adaptive control systems. Wilkie and Perkins^ have 

proposed a simple method to minimize an algebraic function, 

thus the minimization of the integral square error can be avoid­

ed. when a reference model, whose order is equal to that of the 
11 system to be designed, can be established. In that paper, 

they have indirectly exposed the advantages and necessity of 

a high-order reference model. For example, if a high-order 

reference model is used, no system simulations are required 

in the design of a model control system. While in state-space 

control system design, the need of a high-order standard model 

is most urgent, particularly on the pole-zero assignment prob­

lems. In order to construct a high-order standard model, Shieh 
5

and Huang developed another technique to construct a low- 

order system based on the limited number of industrial specifi­

cations which are available, then, expand the low-order model 

into an approximate high-order one. In their technique, the 

Newton-Raphson multidimensional method (see Appendix) is applied 

to solve the resulting in non-linear simultaneous equations. 

However, if the order of the non-linear equation is higher 

than two, the initial guess gives some trouble. Shieh and
5 . . 15Huang dealt with this problem by using Ausman's approximation 



and Bode’s as^aptotes. In this chapter we first review the 

single-input-singla-output low order system, and develop a new 

method to estimate the initial guess of the Newton-Raphson 

multidimensional method, then we concentrate on the multivaria­

ble control system model construction, and finally, the corres­

ponding state-space equations which are the minimal realization 

of the multivariable standard model are constructed by means 

of the matrix continued fraction.

3.2 The Second-Order Model with Phase-Advance Factor

Consider the well-known second-order model, the transfer 

function is
2 „ . . coC (s)  n_______  ,n.

R(s) 2 , 2s + 2S(o s + con n

where R(s) = Laplace transform of the system input signal.

C(s) = Laplace transform of the system output signal.

c, = the damping ratio in complex domain.

co = the system natural angular frequency in the fre­
quency domain.

E, and con are the specifications used to specify transient re­

sponse. Obviously, the steady-state is ignored in the formula­

tion of equation (3.1). In a servomechanism design, or a fol­

low-up control system design, the most desirable property is 

that the controlled system follow the variation in the refer­

ence input rapidly and accurately. Therefore, the velocity 

error constant Kv, a specification of steady-state response, 

is an important element to be prescribed. Taking the velocity
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error constant into consideration, the modified form of Eq.(3.1) 

can be written as
, 2„ , x bs + a)

\ =--------------- 2  (3 9)
R(s) 2 n, c 2 kd-Z)s + 2t,a) s + to

where b is an unknown constant to be determined, we simply

follow the definition of K or v

K = lim sG(s) v « s ■*  0

G (s) (3.3)b)

We have

(3.4)

the modified second-order model is

(3.5)

2 
n

where G(s) is the open-loop transfer function 
bs + a)^ 

__________ n 
s(s + 2£o>n

b = <o(25 ~
Il A

0)
0) (25 - 5^")s + to

C(S) n K-
R(s) 2 2s + 2 5<o s + to n n

Thus the follow-up velocity in the model reference design can 

be prescribed. The appearance of a zero in Eq. (3.5) is very 

significant since the transient and steady-state response of 
17a system are greatly affected by the zero. For example, the 

zero in a transfer function can be used to control overshoot 

and steady-state velocity error, etc.; on the other hand, the 

zero of Eq.(3.5) will contribute a leading phase angle in the 

frequency response analysis. Therefore, the pole assignment is 

not only the determinative factor to be considered in design 
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control systems. In other words, in ignoring the role of zeros 

in a linear control system it is impossible to obtain the satis­

factory dynamic properties.

The control system designs, often the specifications other 

than Kv and E, are specified. The equivalent specification in 

Eq. (3.5) can be obtained from Chapter II.

3.3 The Third-Order Control System Model

In practical problems quite often more than three specifi­

cations are given. To meet the specifications perfectly and 
g 

precisely, a high-order model is necessary. Chen and Shieh 

developed an original synthesis technique to fit a second-order 

transfer function based on three industrial specifications.

The Newton-Raphson multidimensional method is applied to solve 

the resulting non-linear simultaneous equations. However, if 

the order of the non-linear equation is higher than two, the 

initial guess is not so easy to decide. Here the author devel­

ops a new method to estimate the initial value by means of the 

continue fraction. We will illustrate this method by using an 

example.

Suppose that the following specifications are given: 

u)c = crossover frequency = 4.7

I = phase margin = 45.6

= peak value =1.5 (3.6)

u)p = peak value frequency = 3.5

w, = bandwidth = 6.5D

The first two are open-loop specifications, while the last three 
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are closed-loop ones. A third-order model is necessary to 

represent the specifications.

Let us assume a third-order model

C(s)
R(s) T(s)

2
blS + b2S + a3
—3 2s + a s + a s + a^

12 3
(3.7)

Following the definitions shown in Eq.(3.6), we construct the 

non-linear equations:

(i) the definition of a) isc

|G(jo)c) | = 1 (3.8)

where G(jojc) is the frequency response of the open loop 

system evaluated at wc. we write the non-linear equation as:

9 A 9 9 9
“c + [Mc-(a2"b2)Mc1 - (a3-bl',,c)

2 2
"b2 % = 0 (3‘9)

(ii) The definition of 6 can be written asm

<|)m = 180° + / G(ja)c) (3.10)

this means:

2 2 2b9w (a -b1 ) - (a -b.co^) (co -a +b9)
2 C 1 1 3 1C C 2 2

(3.11)
2 2-tan [ (an-b u) ) (a -b1 ) co + b9u) (w -a9+b9) ] = 0 m 3 1 c lie 2 C C 2 2

(iii) The definition of co, is known as:b

||(j<o ) | =---- (3.12)
R D v-^-
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The corresponding non-linear equation is:

9 7 9 9 1 7 7(a -bVZ)z+b/^ - y [(a.-a (0‘) + ((0<a Mb)2] = 0 (3.13)
3 1 b 2 b z Jib b 2

(iv) The definition of M is:

(3.14)

The corresponding non-linear equation is:

, 2,2, ,2 2 M 2r,_ 2.2,, 3 .2. n(a.-b-.u) ) + b, to -M L^o-^nOJ ) + (w -a_w ) j = 0 (3.15)31 p z p p 3 1 p p J p

(v) The definition of is the frequency at which

d M
aTT" = 0 (3.16)du)p

18Following Higgins and Siegel's complex variable dif­

ferential technique

2 3 2 3[2a1 a_o) -2anto -(ao-3w ) (-co +a_to )]1 3 p 1 p 3 p p 2 p

[(a_-b.w2)2+(bnw )2l+[-2a_b.w +2b?w3+b2w ] (3.17)
31p 2p 3 1 p 1 p 2 p

7 7 7[(a3-a1a3p) +(-0Jp+a2u)p) ] = 0

Eqs. (3.9), (3.11), (3.13), (3.15), and (3.17) are a set of 

non-linear simultaneous equations. After substituting the 

given values into these equations, we can solve for the un­

knowns a^ and b^. In order to have a very good initial value, 

we have to choose three specifications from the given specifi­

cations, and construct a second order model first. In this 

example, assume we choose:

M =1.5
P
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a) - 3.5 
P

% = 6*5

Using M and w to find the dominate poles of the second-orde 

system model by referring to Fig. 3.1

Fig. 3.1 Frequency Response Plots

the dominant poles are

= -1.3611+j 3.6429

X2 = -1.3611-j 3.6429

So the second-order model can be constructed as follows:

m,_ x bs + 15.12345679T ) = —x----------------------------------------------
s + 2.72222s + 15.12345679

solving the unknown b by using the definition

b = 2.645762092

Since the second-order model is
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2.645762092S + 15.12345679 
2sz + 2.72222S + 15.12345679

the continued-fraction expansion is

T(S) = -------------------------- ±-------------------------
hj. + ----------------- i-------------------------

h. . (3.18)
---------------------1------------
h3 + ------------ 1------------

s

where

h1 =1. h2 = 197.7953319

h_ = -0.0003918027 h. = -195.14956983 4

The quotients h^ft^zh^ and h^ are the significant quotients 

of this system. We need to insert a group of insignificant 

quotients into the expanded continued-fraction to obtain a 

stable approximate high-order model without significantly dis­

torting the characteristic of the original system. Shieh and 
5

Huang found the regularity of these insignificant quotients 

which are as follows:

h2n+j ' h2n+j+l > °

(2) । h2n+j 1 > । h2n+j+i *

j=l,3,5....z2m-2n-l.

In practical applications one more rule is suggested to 

simplify the manipulations. That is

^2n+j ^2n+j + 2

n2n+j-rl ^2n+j+3
j=l,3,5...
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In this example, we need to have a third-order model, so hc andD 
h- should be added to the expanded continued-fraction. Assume

o

hc = 100 , hr = 0.1d b

Using h-zho,h-,h.Ph_, and h^, we can construct a new third-order 1 Z J 4 3 6
model which can be simplified into the original, second-order 

model.

The third-order model is: 

2 m/c;x  2.7457621s^ + 41.573328s + 151.23456791 t J 3 2
+ 12.82218305sz + 42.33792928s + 151.2345679

From which the initial guess is easily made:

a1 = 12.82218305 b1 = 2.7457621

a2 = 42.33792928 b2 = 41.573328 (3.19)

a3 = 151.2345679

We use Eq. (3.19) as the first guess, and substituting the data 

into the multidimensional Newton-Raphson formula. After seven 

iterations the model is obtained to meet all the specifications.

The transfer function is as follows:

2  3.188355185^ + 15.56104302s + 29.80626T ( ) - 3 2
+ 4.26715952S + 20.58799529s + 29.80626

(3.20)
3.4 High-Order Model Control Systems

In design follow-up control systems or state-space feed­

back designs more than often a high-order model is necessary.
5 Shieh and Huang developed a method based on the continued-

fraction to establish an approximate high-order model from a 

low-order model which is constructed with the industrial 
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specifications. Sometimes, the dominant poles and the other 

poles of the system have been assigned, the only thing we have 

to do is to determine the zeros of the system. Here we present 

another method by using the Newton-Raphson method.

Suppose that the following specifications are given:

(i) The poles of a closed-loop system (Type 1 system) are 
assigned at

,X = -1.36 + j3.64 X = -5
J (3.21)

X„ = -1.36 - j3.64 X. = -102 3 4

The dominant poles are X^ and

(ii) u)^ = The bandwidth frequency = 6

(iii) u)c = The crossover frequency = 4

(iv) <j> = The phase margin = 37

■ A fourth-order transfer function is required to meet those 

specifications. Assume the transfer function is:

2 3x a21 - a22s + a23s + a^s
T VS ) " A Z \ ‘ *3  (S ) — A

° all + a12S + a13S + a14S + a15S
(3.22)

Following the basic definitions of the industrial specifications 

shown in Eq.(3,21) yields a set of non-linear equations as fol­

lows :

(i) The pole assignment implies: 
, , 2 3 4
Ao(S} = all + a12S + a13S + a14S + a15S

= (s-X1) (s-X2) (s-X3) (s-X4) (3.22a)

2 3 4= 755 + 362.5s + 1,05.9s + 17.72sJ + s
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This means

all = 755 a12 = 362•5
(3 

a13 = 105.9 a14 = 17.72

a15 = 1*

(ii) The definition of gives

|T<j%)|=7=- <3

The non-linear equation is

2 2 2 2 2
<all-a23“b> + “b<a22-a24“b> '

1 , a 7 2 2 2 2
2 [(ail+ub"ai3Wb) +wb(a12~a14wb) ] = 0 (3

(iii) The definition of w is: c

|G(jwc) |=1 (3

where G(ja)c) is the frequency response of the open-loop

evaluated at w . The corresponding non-linear equation i

9 9 9 9 9 21 9 9
(aira23“c> + “c(a22’a24"c) ’“c '“c’ (a13-a23>1

2 2 2
Mc[<a12-a22,'(a14-a24,Mc1. = 0

(3

(iv) The definition of <|> can be represented as:

= H + (3.

The corresponding equation is

0)
2 
c

2 2 2
(a22"'a24tdc) ^c“a13+a23^ " (all""a23 a,c) (a12”a22^

(a14~a24)Wc'~tan<y “c (all a23wc) (wc"a13+a235

22b)

22c)

22d)

22e)

astern

22f)

22g)
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2 2 2+ uc<a22-a24i»c) (a12-a22-a14Mc+a24Mc)]= 0 (3.22H)

Eqs.(3.22d), (3.22f), and (3.22H) are a set of high-order non­

linear equations. Using the given values in Eq. (3.22) and Eq. 

(3.22b) and applying the Newton-Raphson multidimensional method, 

we can solve However, the Newton-Raphson multidimensional

methodonjy converges for a small range of starting values or 

the initial values. The following new procedure is suggested 

in this chapter to determine good starting values.
6The matrix equation proposed by Chen and Shieh can be 

applied to determine the starting values and can be written as 

follows

[a2l = [H][ai] (3.23a)

where

[a2] = [a21, a22, a23, a24,...a2p]

^a]J = [allf a12' a13,,,"alp]

[Hl = [H2]"1[H1]

■* ’1 0 o“ 1 0 0 • ••ol 1 0 0 . . . 0

[h2 1 =
1
0

h2
1

0 0

h3 /

0
0

hl
1

0 •

h2 *

• • 0
. . 0

0
0

1
0

0 •
1 .

. . 0

. . 0
0

0 0

1

1 h 0 0 0 . • •hp-J 0 0 0 • • • hl
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0 000 0 11
0 0 000

1 1 0 00
00 000

01 0 00 0

the coefficients of the transfer functionare

The

expanding the g(s) into the continued fraction of the second

Cauer form shown below:

1
(3.23b)1

1
1

or by the process of evaluating starting values for the Newton­

expanding the g (s) into the continued-fraction of the 

0
0

0
0

0
0

1
0

h2
1

h2

h3
1

h3

s

described as follows. First a

sn 
l,n+l

dominant poles and specifications assigned. This g" ( s) can be 

considered as a reduced model of the expected function g(s).

Raphson multidimensional method
* 

low-order transfer function g (s) is constructed by using some 

a21 + a22S +

h. in Eq.(3.23a) are obtained by

second Cauer form yields a set of quotients h^. Finally, using 

The a, . and a,,.11 21
g ( s) in Eq. (3.22) .

g(s)-----------------------------------2
all + a12S + a13S

. + a, s"-1

hx + ---------

+s

______2 ,n

0
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these h^'s as dominant quotients in Eq.(3.23a) and constructing 

the vector a^ with the coefficients a^ in Eq.(3.22b), we can

solve the vector in Eq.(3.23a). The elements in the vector

are the required starting values. In this example: 
*The g (s) is

b.s + b„ b,s + bo
c* ( cA 2= ____£______±±±________

(s-X1)(s-X2) g2 + 2.72s + 15.1
(3.24a)

The system is of type 1, therefore ba = 15.1. By using = 4 

and following the definition of wc, we have b^ = 1.68157.

The g*  (s ) is

*. . 1.68157s + 15.1 n.g (s) - -3---------------------------- (3.24
s + 2.72s + 15.1

Expanding Eq.(3.24b) into the continued-fraction of the second

Cauer form yields a set of quotients h^ i.e.f

h1 = 1 h2 = 14.54127

h, = -0.08075 h. = -12.85963 4

Substituting these h^ values and the a^ values in Eq.(3.22b)

into Eq.(3.23a), we have the required starting values [3°^], i.e.

a21 = 755 a22 = 310-5788

a° = 40.323 a°, = 1.68165
Z J 2 4

Using these values as starting values for the Newton-Raphson 

method, we can obtain the required values of a,^^ at the fourth 

iteration. The required g(s) is:

, . 1.5803859s3+39.03793S2+320.08482 s+755 .
g(s) = —7-----------------------------------2----------------------------(3.24c)

s*  + 17.72 s + 105.9sz' + 362.5s + 755
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3.5 Modelling Multivariable Control Systems in the Frequency 
Domain

Let a multivariable system having m inputs and £ outputs 

be described by the following transfer function matrix:

[Y(s) ] = (Go(s) ] [R(s) ]

where

'GO!S>1 = rW [Q<S)] = ^i,j<s,!
o o

Ao<S> and a ,. = 1 n+1
a. s1 1 , a^O
i ' 1

(3.25)

The dimensions of [Y(s)]f [G(s)] and [R(s)J are £xl, axm, and 

mx 1, respectively. Let us define q = inin(£,m) and r^ = 

rank[G (s)]r which can be obtained by applying Gilbert's theo- 
12 13rem or by checking the rank of the Hankel matrix obtained

from [G (s)]. Each q. .(s) and g. .(s) is the element which is o 1,3 1,3
located respectively at the ith row and the jth column in the

matrices [Q(s)] and [G (s)]. The transfer function g. of

9a

to the jth input is:

all + a12S +

a subsystem which is the transfer function of the ith output

a. a. 2,a91+ a99s+ a9,s + -L. t. O1__
AQ(S) qifj

a_ n-1. . .+a„ s2 , n
+ a. , n s l,n+l

(3.26)
Using the basic definition of the given industrial specifications

and considering the poles assigned, in general, we can construct 

n non-linear equations. The Newton-Raphson multidimensional 

method can be applied to find the solutions a2,j of the non­

linear equations. The procedures are just like those for the 

single-input-single-output system. The method proposed to 



73

construct the multivariable system model may be summarized as 

follows:

Step 1. Determine the degree of the common denominator Ao(s) 

and the order of the standard multivariable model required. The 

desired Aq(s) and the characteristic polynomial A(s). (i.e., the 

least common denominator polynomial of all the minors of Go<s)

are:

AO(S) (s-A ) (s-X ) (s-X ) • • • (s-X ) ±23 n
n+1 

= I

j=l
al,jS

j-1 (3.27)

al,n+l = and al,l * 0

A(s) = {Ao(s))q= (s-X1)q(X-X2)q •••(s-Xn)q (3.28)

The eigenvalues X. of Eq.(3.27) are assigned in the s-plane. 
3

The choice of the X^ is a design freedom and a certain amount of 

experience is helpful.

Step 2. Determine the coefficients ao . of each subsystem g. .(s) 

by using the basic definitions of the industrial specifications 

and the a. . obtained in Eq.(3.27).
1/3

Step 3. Combine each subsystem g. .(s) to form a composite sys- 
1 / 3

tern {g^ . (s) } and examine the properties of {g. . (s)}. If the 
1 / 3 1 / 3

characteristic polynomial A(s) of the composite system (g. .(s)} 1/3
has the form shown in Eq. (3.28) or A(s) = (Ao(s)}q, then the 

standard model [Go(s)] is obtained. An illustrative example 

will be shown as follows.

Consider a multivariable system with three inputs and two 

outputs. It is required to construct a standard model by using 

a set of industrial specifications and some pole assignments.
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The multivariable system in the frequency domain is:

[Y (s)] = [Gq (s)] [U(S)]

where
1 ] (3.29)o

q12
q22

q13
q23

______qll
Ao!s)lq21

The eigenvalues of the system [Go(s)] are assigned as follows

A1 = -1 + j

X2 = -! - j
(3.30)

For this second order system, the pole assignment implies that

the damping ratio = —— and the natural angular frequency = /27 
/2~

The least common denominator &o(s) of the [Go(s)] is

9Aq(s) = (s - X1) (s - X2) = 2 + 2s + Is

(3.31)
or a^i = 2 and a.^ = 2

The transfer function and the specifications for each subsystem 

g^^ j (s) are:

(1) 911 = A"7STla21 + a22sl (3.32a)
o

The final value of unit step response is unity.

Kv = The velocity error constant = 20 (3.32b)

By using the basic definition of each specification, we have the 

following equations

a2"i = all (3.32c)

(a19 - a ) K = a q (3.32d)

(2) g12(s) = 0 (3.33)
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(3) (3.34a)g13

The final value of unit step response is zero

bandwidth frequency = 6.5 rad/se (3.34b)

equations to be solved are:The

(3.34c)0.

(3.34d)

and

(4) (3.35a)

The final value of unit step response is zero

(3.35b)

The corresponding equations are:

(3.35c)

(3.35d)

and

(3.35e)

2
21

2X 2 
b>

2 
C22

22S]

+ b22sl

2 2,
12"b]

2 ].io, =

<|> = The phase margin = 45

b21

2 2
b21 + b22UJb = 2lVtill

OJ c

C21 0

\ 212 C22)uc

2 2
10 - c„0) to". 12 22 C

tan 't'm[c21<all * C21

2 2(an - c21 - Mc)

a), = The b

= __ i__ [b
A (s) LL21 o

, , 1 rg21(s; A (s)[c21 
o

2
c22(all " C21 " "c’“c " c21(a12 ' c22,Mc

2 
c

where is a crossover frequency.

(5) g22^S] = A (s) ^d21 + d22S] (3.36a)
o

The final value of unit step response is unity

a>c = The crossover frequency = 5 rad/sec (3.36b)

The equations to be solved are:

d21 all (3.36c)
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ld21 I2 2 d22ti)c

and

(6) g23<s) = 0

(3.36d)

(3.37)

Substituting the coefficients and a.^ assigned and the speci-

fications given into Eq.(3 .32) to Eq.(3.37) yields the follow-

ing coefficients for each numerator polynomial.

a21 2' a22 = 1.9 (3.38a)

b21 = °- b92 = 4.60134 (3. 38b)

C21 = °* c22 = 1.17157 (3. 38c)

d21 2' d22 7'21 (3’ 38d)

The standard multivariable system in the frequency domain is:

1.9s + 2. 0 4.60134s'
[Gq(s)] = i--------

1.17157s 7.21s + 2. 0s + 2 s + 2
u (3.39)

3.6 Modelling Multivariable Control Systems in the Time Domain

The standard multivariable model [Go(s)j constructed in 

section 3.5 can be transformed into state-space equations which 

are controllable and observable. When the number of the inputs 

m is equal to the outputs H, JL=m, the matrix [G^Cs) ] in Eq. (3.25) 

can be represented by a matrix continued fraction of the second 

cauer form as follows:

[Gq(s) ]--=[A21+A22s+. • •+A2,nS ^A11+A12S+"‘+Al,n-HS -
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=[H1+[H2 | +[H3+[H4 | 1]~1 (3.40)

where A- . = a.[l] and A . = [Q.], i=l,2,1,1 i 2,1 i

The corresponding state equation of the [Go(s)l in Eq.(3.40) is:

X = A1X + B U
T (3.41)

Y = X 

where

’(H1)H2 (H1)H4 (h1)h6 ' • • (Hl)H2k

_ (HJH2 (H1+H3)H4 (H1+H3)H6 • • • (H1+H3)H2k
A1

(H.)H (Hn+H_)H (H1+H_+H_)H(. (H- + ...+H )H
-L X <5 X «D O u X 1- ^jx

"H1 0 0 • • • • 0 " "H2 H4 H6 ' • • H2k
H, H3 o • • • • 0 0 H4 H6 ’ * * H2k

H3 H5 ' ' . . 0 0 0 H6 ’ ' ' H2k
• • • • *■ • • •

H1 H3 H5- • " H2k-1 0 0 o • * ■ H2k

B1 = [I, I, . . . i] and 

m
C1 = [h2, h4, . . . , H2k]

The matrices , i = 1, 2,••••, 2k. and k £ n in Eqs.(3.40) and 

(3.41) can be obtained by either of the matrix Routh algorithms 

as follows:

(i)

H. = A. (a. ] i = 1,2*• ',2k and k < n
1 1,1 14-1,1 —

rank (a^ ^1 - q q = Min(£,m) (3.42a)

A. . = A.  - H. OA. .. ; j = 1,2,*'*1,3 1-2,j+1 1-2 i-l,3+1 V X — J t 4 i * * *
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(ii)

H = [a 1 ~ A 
i i+1,1 i/1/ i = 1,2•••,2k and k <_ n

rank [A^ ^1 = q q = Min(£,m) )

Ai,j - Ai-2,j+l ' Ai-l,j+l Hi-2 '• 3 - <3-«b>
i = 3,4 , * * '

It has been shown by using Gilbert's"*""*"  theorems that Eq. (3.41) is

a minimal realization of the matrix [G (s)] , if rank [h.1 = qo i -1
i = 1, 2, •••, 2k and k <_ n. This can be further verified by

Rosenbrock's approach as follows. The system matrix of Eq.(3.41)

is
si - A1 : bi

p(s) =

1 
1 1

n ' H
 1-3 

1 1 1 ii oi
(3.43)

From Eq.(3.41) we observe that if rank [h^I = q then there is no 

pole at the origin or s^O, and the dimension of A^ is k x q. By 

performing row and column operations, the matrices [si - A^ ■ ]

and [sj. - An 1 -C, J in Eq. (4.43) can be transformed to the smith lil
form [l. ! 0 ] . If k x q = r = rank Eg (s) J, then Eq. (3.41)kxq . q o o
is a minimal realization of [Go(s)J with minimal dimension kxq. 

This is necessary and sufficient condition for the existence of

the matrix continued fraction. The necessary and sufficient con­

dition for the existence of Eqs,(3.40) and (3.41) is that the 

ratio (k) of the rank (rQ) and the dimension (q) of the matrix 
r

[G (s) ] , k = —- , is an integer and rank [a. . ].in Eq.(3.42) o q 1,1

is q. Eq.(3.43) can be further transformed to a strictly equiv­

alent system as follows:
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Pl(s) =

ST - A2

i  
I
1 0
I

(3.44)

where

"w ■w H2(H1)

B4 ^1^ b4(h1+h3) h4(h1+h3) • ■•H4(VH3’

A2 =- h6(hi+h3) H,. (H,+H^4H ) •6 1 d 5 •-H, o X o 

H2k(Hl+H3) H2k(Hl+E3+H4) • H2k(Hl+H3+"+H2k-l)

B2

and

T rc2 = [ I, I, I, I 1

The equivalent state equation of Eq.(3.41) is:

Z = a2 Z + b2u

TY = c2 P
(3.45)

An equivalent state equation of Eq.(3.41) in the phase-variable 

coordinates is expressed as follows
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P = a3 P + b3 U

TY = c3 P

where

(3.46)

C3 tR21z R22' ' R2,k]

The in Eq.(3.46) can be 

the matrix Routh algorithvB.

obtained by the reverse process of

R2ktV 1 = [I]

Rp,l = HP Rp+l,l * p = 2k' 2k-l'

Ri-2,j+l R. . + 
1/3

2, 1

(3.47)

i 2k+lf 2k'' ' ' 3 — 1/ 2, * * k.

From Eq. (3.46) we have the two-factored polynomial matrices for 

the matrix G (s) as follows o

[G (s) ] = [r_ (s) 1 [r. (s) 1 "1 
O 2 1

= [R„..+R_os+-• -+R_ . Sk-1] [R1 +R1 _s+-• -+R. , Sk I ~1 
jl Z» f K «L J- -L J. i JC

(3.48)
The ^2(5)] and [R (s)] in Eq.(3.48) are the relative right prime 

13polynomial matrices. This can be verified by performing row

and column, operations on Eq. (3.43). The system matrix [p(s)]

in Eq.(3.43) is transformed to the following unimodular



81

equivalent matrices. 10

"SI - A, 1 11 t 1 Ir - q 0 0
0------- --------- 1____

1
T 1

and 0 Rn (s)q I
i q

(3.49)
-C । 0L 1 ! J

। 
oO

1 
to 

Pi1

o
 

___
1

From Eq. (3.49) we have the factored polynomial matrices shown 

in.Eq.(3.48)

In the same fashion Eq.(3.46) can be expressed by other

phase-variable form:

F = A.F + B.U 4 4
TY = c:f 4

where

II

1 
I

O
 

• 
O

 
H

 
O

O
 

• 
H

 
O

 
O

0*00
0

 

1 
III

A
 

• A H
 t-3

H
 

H
 

H
 

H
- 

U
> 

K
) 

H
.

to
 

II

' T 21
T 22
T 23

T 2,k

(3.50)

C4 = [0, 0, o, • • • I]

T. . in Eq.(3.50) can be obtained by the reverse-matrix Routh 

algorithm as follows

To. = [l]2k+l,l

T = T L. . H , p = 2. , 2, . , • • • , 2, 1p,l p+1,1 p' F Kf k-1'



82

T. „ . . n =: T. . 4- T. , . -H. 1 = 2« , ni -1-2,3+I i,j i-l,3+I 1-2 k+1, 2k,••• 3 ;

j = 1, 2,•♦•,k.
(3.51) 

The factored matrix polynomial of the [Go(s)l is:

[Go(s)l = iT11+T12s+...+Tlik+1skr1 tT21+T22s+...+T2iksk-1]

(3.52) 

when £ > m. Eqs. (3.41) and (3.46) are the minimal realizations 

of the [Go(s)l and Eq. (3.48) is the factored form of the [Go(s)] 

because the rank (Go(s) ] = rQ = the dimension of = k x m and 

k is an integer. The can be evaluated from Eq.(3.42a) ex­

cept that the pseudo-inversion should be applied. In other 

words, the pseudo inverse of j= =

m m
[A.,. .A.,, ^1 (AT, . n) in Eq. (3.42a) is the left inverse of 1+1 , A. 1+1,1 1 + 1 , X

the matrix j 1 • Eq.(3.47) is used to determine the ma­

trix coefficients in Eq.(3.48). When £xm. Eqs. (3.45) and 

(3.50) are the minimal realizations of the Cg^(s) 1 and Eq. (3.52) 

is the factored form of the [Go(s) 1. The matrices in Eq. (3.45) 

and (3.50) and the matrices T^ in Eq.(3.52) can be obtained 

from Eqs.(3.42b) and (3.51) except that the pseudo inverse
— IT T — 1

*-Ai+l,l^ = ^Ai+l,l^ = ^i+l, 1] ^i+l,lAi+l, 11 in Eq" (3-42b)

the right inverse of the matrix j • It is noted that

when £^m, the matrices EL obtained from Eqs.(3.42a) and (3.42b) 

are not the same matrix quotients in Eq.(3.40) because some 

in Eq. (3.40) are the right inverse and the others are the

left inverse of a non-square matrix [go(s)1 . While all the ma­

trices EL in Eqs.(3.42a) and (3.42b) are obtained by either
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straight right

section 3.5 will be continuedThe example in follows:as

standard multivariable system inSince the the frequency

domain is

1.9s + 2 0 4.60134s1

7.21s + 21.1715s 0
(3.53)

intoThis multivariable system can be transformed state space

The ratio2

4 matrices

follows:H. as

-0.01178 -0.030071 0

-0.145470 -0.663651

0 -0.0246150 -0.1183

(3.54)

20 0 0 4.60134-18.1 0

-0.38388 5.66897 7.59388-4.4974 0 0

(3.45) and (3.50) the correspondingwe haveFrom Eq state

0.

0
7.59388

o 
q

The rank Ig (s)1 o

H1

H2 H4

H3

straight left inverse of a non-square matrix [Go(s)] if £>m or 

inverse of a non-square matrix [Go(s)l if £<m.

2 = k, is an integer; therefore, we have 2k

r^ = 4 and q = min(£,m)

[G (s) ] — —~
° s + 2s + 2

equations

-0.38388
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20.
-4.4974

-18.1
5.66897

0.
-0.38388

0.
7.59388

(3.55b)



CHAPTER IV

CONCLUSIONS

In this thesis, first, the relationships between the time- 

domain specifications and the frequency-domain specifications 

were studied. Next, a method was presented to construct a trans­

fer function for a single variable control system in which indus­

trial specifications may be used. Two methods were proposed for 

estimating the initial values which will cause the Newton-Raphson 

multidimensional method to converge very rapidly. Finally, a 

method was presented in which industrial specifications can be 

used to formulate a standard multivariable system with various 

numbers of inputs and outputs. Various forms of the state equa­

tion which are the minimal realizations of the standard trans­

fer function matrix, are obtained by an algebraic method.

By using these methods proposed in this thesis, standard 

specifications used in industry can be interpreted into mathe­

matical terms of single and multivariable systems. Thus, allow­

ing more effective engineering design of electrical control 

systems.
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APPENDIX

The Newton-Raphson Multidimensional Method

Non-linear simultaneous equations can be described by the 

following equations:

x2, •••, xn) = 0 , i = 1, 2, •••, n (1)

In vector notation

f(x) = 0 (2)

If we make an initial guess by letting:

and find that Eq.(2) is satisfied, then Eq.(3) is the 

solution. If Eq.(3) is not satisfactory, we will have:

fi(xl' x2' *’*'  Xn)lo = rJo ' 1 = lf ***'  n (4)

where the vector

? = [rir r2. (5)

is called the "residue vector". The Newton-Raphson formula

is
(6)X1 X0 r0

where (5-^) is the Jacobian evaluated at t = 0. In general, dX U
the Newton-Raphson formula is as follows:

X = X - (^r) r n+1 n dX n n (7)



ii

BIBLIOGRAPHY

1. J. E. Gibson and Z. V. Rekasius "A Set of Standard Speci­
fications for Linear Automatic Control Systems,"AIEE Trans. 
Pt.II Application and Industry, pp. 65-77, May 1961.

2. V. Seshadri, V. R. Rao, C. Eswaran and Sarasu Happen, "Empir­
ical Parameter Correlations for the Synthesis of Linear Feed­
back Control Systems," Proc. IEEE, Vol. 51,' No. 7, pp. 1321- 
1322, July, 1969.

3. Axelby, G. S., "Practical Methods of Determining Feedback 
Control Loop Performance," Proc. 1st International Congress 
of I.F.A.C. 1960, pp. 68.

4. Yoon Bae Park, "Axelby's Approximate Performance Criteria," 
Master Thesis, May 1969.

5. L. S. Shieh, C. J. Huang, "Modelling Large Dynamical Systems 
with Industrial Specification,"To appear in Int. J. System 
Sciences, 1975.

6. C. F. Chen, and L. S. Shieh, "An Algebraic Method for Control 
System Design," Int. J. Control, Vol. II, No. 5, pp. 717-739, 
1970.

7. L. S. Shieh "An Algebraic Approach to System Identification 
and Compensator Design," Ph.D. Dissertation, University of 
Houston, 1970.

8. L. S. Shieh and T. F. Gaudiano, "Some Properties and /Appli­
cations of Matrix Continued Fraction," IEEE Trans. Circuits 
andSystems, Sept., 1975.

9. L. S. Shieh and F. F. Gaudiano, "Matrix Continued Fraction 
Expansion, and Inversion by the Generalized Matrix Routh 
Algorithm," Int. J. Control, Vol. 20, pp.727-737, Nov. 1974.

10. H. H. Rosenbrock, "State-Space and Multivariable Theory," 
New York: Wiley 1970.

11. D. G. Wilkie and W. R. Perkins, "Design of Model Following 
Systems Using the Comparison Transformation," Automatica, 
Vol. 5, pp. 615-622, 1969.

12. E. G. Gilbert, "Controllability and Observability in Multi­
variable Control Systems," SIAM J. Control, Vol. 1, No. 2, 
pp. 128-151, 1963.

13. B. D. 0. Anderson and S. Vongpanitlerd, Network Analysis and 
Synthesis, Prentice-IIa 11, New Jersey, pp. 97-104, 1973.



14. W. A. Wolovich, "On Determining the Zeros of State-Space 
Systems," IEEE Trans. Automatic Control, AC-18, pp. 542- 
544, Oct. 1974.

15. J. S. Ausman, "Amplitide Frequency Response Analysis and 
Synthesis of Unfactored Transfer Functions," Trans. ASME, 
Series D, J. of Basic Engineering, 86, No.l, pp. 32-36, 
March 1964.

,16. H. W. Bode, "Network Analysis and Feedback Amplifier Design," 
D. Van Nostrand Co., Princeton, N. J., 1945.

17. D. R. Towill, "Frequency Response of Second-Order Linear 
Systems with Phase-Advance Signal Shaping" Control, pp. 241- 
245, May, 1966.

.18. T. J. Higgins and C. M. Siegel, "Determination of the Maxi­
mum Modulus, or of the Specified Gain, of a Servomechanism 
by Complex-Differentiation, IEEE Trans. Pt. II, Application 
and Industry, pp. 467-468, 1953.


