FITTING THE EQUATION 2 = a + bX + ¢Y

WHEN ALL VARIABLES ARE SUBJECT TO ERROR

A Thesis
Presented to
the Faculty of the Department of Industrial Engineering

The University of Houston

In Partial Fulfillment
of the Requirements for the Degree

Master of Science in Industrial Engineering

by
Chung~- Yung Chang

‘May - 1973 .

684733



ACKNOWLEDGEMENTS

The author wishes to express his deepest gratitude to
Dr. B. T. Rhodes for his valuable suggestions and encouraging
guidance towards the completion of this thesis. He is also
indebted to Dr. C., E. Donaghey for his advice in the FORTRAN

IV programs,



‘FITTING THE EQUATION Z2 = a + bX + cY

WHEN ALL VARIABLES ARE SUBJECT TO ERROR

An Abstract of a Thesis
Presented to
the Faculty of the Department of Industrial Engineering

University of Houston

In Partial Fulfillment
of the Requirements for the Degree

Master of Science in Industrial Engineering

by

Chung~Yung Chang

May 1973



ABSTRACT

In some cases of linear regression analysis, there exists
a functional relationship Y = f(X1 s eee 3 Xn) among variables,
but all variables cannot be observed because of measurement
error, Instead of observing Y, Xl’ ces 9 Xn’ we obtain vy, xl,
n Xn

e e ’xn’ Wherey=Y+ey’ Xl =X1+ex1’ see » X ‘—‘Xn-l"e .

ey, €y1r ++e s €, are random errors with means 0O and variances

2

04

subject to error, the only equation studied in the literature

,(il, cee o @;n. In this case where all variables are

contains only one dependent variable and one independent variable;
Y =a + bX, In 1941, A, Wald gave a simple method which could
estimate the parameters of the equation Y = a + bX by dividing
the data into two groups for estimating the slope and fitting

a line paralleling to this slope through the mean point (x , ¥)

of all observations, In 1949, M, S, Bartlett found another

simple method by dividing the data into three groups and using
the two extreme groups for fitting the slope, In this thesis

the techniques of both these simple methods will be extended

to a multiple linear regression model, The linear mocdel studied

here is
Z =a + bX + cY

The purpose of this thesis is to make consistent point estimates

of the parameters of the above equation by extending Wald's method



and Bartlett's method, Proofs of consistency are given,

A simulation study was used to compare these two méthods
to the least squares method. The results indicate that all
three methods give similar results., In addition it appears
that all three methoas are”biaséd and that the bias is a functioﬁ |

of the wvariances of the random errors.
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CHAPTER I
INTRODUCTION

In today's science, it is of iAterest to describe and predict
events in the world in which we live. One way to accomplish this
goal is by examining the effect that some variable quantities,
or events, exert on others and finding an equation that relates
these quantities or events in the real world. In many areas of
scientific endeavor, the relationship of variables may possibly
be expressed as functional equation Y = f(Xl, cee ,Xn).

When the function f or an approximation to f is obtained,
it can be used to predict Y. Regression analysis is a procedure
to estimate the parameters of an unknown equation from data.
Usually in the linear regression analysis one assumes that the
independent variables of the equation Y = f(Xl, cee » Xn) can
be measured or observed, but the dependent variable cannot be
measured exaétly. Instead of observing Y we actually observe
y where y =Y + ey. Generally ey is random error (or normal
random error) with zero mean and Gg'variance. In this case the
least squares method or the maximum likelihood method can be
used to estimate the parameters,

In some cases even though there exists a functional relationship
Y = f(Xl, ;.. Xn) among variables, all variables cannot be
observed because of error of measurement, Instead of observing

Y, X coe Xn’ we obtain YpXys ese X, where y = Y + ey, Xy = X1+ €.’

1’ n



are random

b oeee s o)

cee s X, =X + e . The set {ey, €1
errors with zero means and Cé R 0;‘, eve 3 q;,variances. This
case violates the assumption generally used in linear regressionl
analysis, therefore presenting complexities that cannot be handled
by the least squares method or the maximum likelihocod method
without additional assumptions,

In the case where all variables are subject to error, the
only equation studied so far contains only one dependent variable
and one independent variable; Y = a + bX where Y and X will be
unobservable quantities. Actually y and x are obtained where
vy =Y+ e_and x = X + €. s and eY and e, are random errors with

zero means and ()‘; and O‘; variances, Thus the only model studied

in the literature is
y-e, =a + b(x - ex) (1-1)

. In the case where ey and e, are normal and the ratio
A==Q%§is known, the maximum likelihood method for estimating
the parameters a, b, Oi , and 0; in equation (1-1) is given in
Graybill [1]. If the ratio is unknown, there are two simple
methods which can handle this problem, In 1941, A, Wald [2]
gave a simple method which could estimate the parameters of
the equation Y = a + bX by dividing the data into two groups
to estimate the slope and fitting a line paralleling to this
slope through the mean point (x , y) of all observations.

In 1949, M, S, Bartlett [3] found a more efficient way by dividing



the data into three groups, the number k in two extreme groups
being chosen as near n/3 as possible, then using these two
extreme groups to fit the slope. Furthermore in 1957, W, M,
Gibson and G, H, Jowett {4] studied the problem of the optimum
allocation of points in the three groups in Bartlett's method.
They showed that the allocation of n/3 (approximately .33 of
the data points) was optimum if the values of X come from a
uniform distribution. For other distributionsof the X data,
other allocations are optimum,

The estimates of these two simple methods converge to
the parameters when the number of data approach infinity; that
is the estimates of both methods are consistent estimates of
the parameters of the equation Y = a + bX., All these details
are covered in Chapter II.

The primary result of this thesis is the extension of
the techniques of both simple methods to multiple regression

modeis. The equation studied in this thesis is
Z =a+ bX + cY (1-2)

where X and Y are independent variables and Z is the dependent
variable, Since all three variables are unobservable we
actually obtain x, y, and 2z, where x = X + e ¥ = Y + ey, and

zZ =2Z + e, and ex, ey, and e, are random errors with zero

means and 0;‘_ , 0; , and ogvariances. By extending Wald's

method and Bartlett's method consistent point estimates of the
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parameters a, b, C, Q;, g;, and 0; are obtained, A1l these
details will be covered in Chapter III.

Throughout this thesis we call the extension of Wald's
method the two group method and the extension of Bartlett's
method the three group method. In Chapter IV these methods
are compared to least squares estimation in simulated problem
for the model in equation (1-2). These studies indicate that
all three methods give very similar results.

Chapter V contains the conclusions and some discussion

of problems for future study.



CHAPTER 1I
FITTING A STRAIGHT LINE WHEN BOTH

VARIABLES ARE SUBJECT TO ERROR

2.1 Introduction

In this chapter we shall consider the equation in which
there exists a functional relationship between two mathematical
variables that cannot be observed due to error of measurement,
For example, suppose distance S and time T are related by the

equation
S =a + bT

wvhere a is the distance at time T = 0 and b is velocity. Now
suppose that S and T are not observable but s and t can be

£’ and eS and et are
error of measurement. We can rewrite the equation as

observed where s = S + es and £t =T + e

s = a + bt + (es - bet)

Also we may set the random term (eS - bet) equal to eq and

write the equation as
S = a + bt + eg

At first sight the above equation looks analogous to that
usually solved by the least squares method or the maximum
likelihood method. However here t is a random variable and
not independent of the error term e s therefore this relation

does not fit into the framework of either of the afore mentioned
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methods, If we add one more condition, such as the ratio of
two variances 02 and 01 are known, then the maximum likelihood

method are valid to solve this problem,

2.2 The General Assumptions
Suppose we obtain two sets of observations
Xis Xos eee Xn ; Yl’ Yos eee » ¥,
and we make the following assumptions:

(1) X, =X, +e

1 and Yy = Yi + e

yi’

are unobservable quantities and e i and eyi are

random variables for i =1, ... , n. The pairs

xi where Xi and Yi

(x1 ’ yi) are observable.

(2) A single linear relation holds bétween X and Y,
that is to say Y = a + bX.

(3) Each random variable € s ese s €4 has the same
distribution with zero mean and O‘;variance and
the random variables are uncorrelated.

(4) Each random variable €ylr oo s eyn has the same
distribution with zero mean and G;variance and
the random variables are uncorrelated,

(5) The random variables e and eY are uncorrelated.

2.3 Wald's Method
With the above assumptions, Wald examined this problem
in 1941 (2]. As the estimates of a, b, G: , and (x;Wald used

the following expressions:



(1)

A m m
b = (2-1)
(x21+ ...+x2m) _ (x11+ +x1m)
m m

where n is an even number, m = n/2, Y3 and ylj

correspond to X4 and xlj’ XZi 1s 1n the upper
group (second group) with large values of x, xlj

is in the lower group (first group) with small
values of x, i =1, ..o , m and j =1, .., , m,

(2)

2=y - bx < (2-2)

where X and y are the meangof the variables x and vy.

(3)

5= (82 - Xy (2-3)
X b n -1
2 (82 D8 )0 (2-4)
d b4 X n-1

where
-2 ) -2
éz - Z(xi - x) ) éz _ Z(Yi - Y)
x n Y n




N
AOD >
a, b, GJ:.,)

and 6;‘ respectively.

2.4 Bartlett's Method

(1)

Y -
N 371
b = = =
X3 - %
where
_ X33 F oo T X3
X3 = n » X
and
_ Y31 + see +Y3k _
Y3 = ’ Yl

- in which k = n/3, y3; and v,

j correspond to X35

(2-5)

+ e + X

11 1k

8

and 6@ are the estimates of the parameters a, b, 0;,

Yip ¥ oo ¥ ¥y

k

1

and xlj’ X34 is in the upper group (third group)

with largest values of x, x

1j

is in the lower

group (first group) with smallest values of x,

i = 1, c../k’ and j = 1’ oo

(2)

’k'

(2-6)

where X is the mean of the variable x, and y is

the mean of the variable y.

4 and b are the estimates of the parameters a and b,



2.5 The Optimum Choice of the Number of Points in

the Three Groups

The number of data points in the three groups described
above are equal; the ratio of points in the three groups is
1 31 :1, Some people may question if it is necessary that
the ratio has to be kept at the 1 : 1 : 1 standard-for all
situations. W, M, Gibson and G. H. Jowett [4], in 1957,
examined several different distributions of X and found the
optimum allocation of points in the three groups varied with
the type of X-distribution.

The different distributions of the variable X that were

examined by Gibson and Jowett are shown below:

(1) Normailiz £(X) = e‘xz/2 meo ( XL+
(2) Uniform: £(X) = 1/2 -1 KXLCHI
(3) Bell-shaped: £(X) =1 - X° L IEXLH
(4) U-shaped: £(x) = 1/4 - x* ~ 1 LX<t
(5) J-shaped: £f(X) = X 2 L XL+ 0o
(6) Skews £(X) = X X/2 0 Xt

The optimum proportions of points in the three groups with
different distributions of the variable X are given in
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Table 2-1

Optimum proportions of points
in the three groups

i

distributions proportions approximate
ratios

n; ¢+ n, & ng n) ¢ n, ng
Normal 0.27 :+ 0,46 ¢+ 0,27 1 : 2. 1
Uniform 0.33 ¢« 0,33 : 0,33 1 ¢+ 1 1
Bell-shaped 0,31 : 0,38 : 0,31 3: 4 3 3
U-shaped 0.39 :+ 0,22 ¢+ 0,39 2 : 1 3 2
J- shaped 0,45 :+ 0,40 s+ 0,15 3: 3 1
Skew 0.36 ¢+ 0,45 s 0,19 4: 5 s 2

2.6 Maximum Likelihood Method

We can use the maximum likelihood method {1] to obtain
the estimates of the parameters of the equation Y = a + bX if
we know the distributions ff ey and e  are normal and have
knowledge of the ratioi\=6§é‘l . These estimates are consistent,
This procedure is not considered because of the need to know

= G/
A /03



CHAPTER I1II
FITTING THE EQUATION Z2 = a + bX + c¥

WHEN ALL VARIABLES ARE SUBJECT TO ERROR

3.1 Introduction

Up to this point we have considered the methods for fitting
a straight line to the equation Y = a + bX. Usually more
complex linear models are needed in practical situations.
There are many problems in which a knowledge of more than one
independent variable is necessary in order to obtain a better
prediction of a particular response. The two simple methods
given in Chapter II provide us with a procedure for extension
to more complicated linear models. We shall apply both simple

methods to the first-order linear model
Z =a + bX + cY - (3-1)

3.1 The Formulation of the Problem
Let us begin with the precise formulation of the problem,

We obtain three sets of observable variables

xl’ ...,Xn ’ yl’ ece Yn H le ceee 9 zn

and know that X, = Xi + €.qr ¥y = Yi + eyi' and 2z, = Zi + e i

where Xi, Yi’ and Zi are unobservable variables and e e

xi’ “yi’

and eZi are unobservable random errors. We can observe the

set {xi, Yo Zi) fori=1, ,.. , n data points. Then we make

the following assumptions:
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(1) A linear relation holds among the unobservable
variables X, Y, arnd Z; there is an equation
Z = a + bX + cY.

(2) Each random variable €+ +++ » €, has the same
distribution with zero mean and (3% variance and
the variables are uncorrelated.

(3) Each random variable eyl’ ese eyn has the same
distribution with zero mean and 6% variance and
the variables are uncorrelated.

(4) Each random variable €15 coo s € has the same

z
distribution with zero mean and cg_variance and
the variables are uncorrelated,
(5) The random variables e ey, and e, are uncorrelated
with one another,
(6) X and Y are uncorrelated with each other.
3.3 The Consistent Estimates of the Coefficients of the
Equation by the Two Group Method
Using the above assumptions, the procedure of the two
group method is as followss
(1)_v Find the relationship between the first independent
variable, say x, and the dependent variable z by

Wald's method given in Section 2,3, The resulting

equation is

2 =42 _+5 x (3-2)



where
(221+...+22m) ) (211+'°°+21m)
~ m m
bXZ =
(x21 + ... + x2m) ) (x11 + see + xlm)
m m
2 -7
= — (3-2-1)
"%

in which m = n/2, n is an even number, Z,4 and zlj

correspond to X54 and xlj’ X5i 1s 1n the upper

group (second group) with large values of X, xlj
is in the lower group (first group) with small values
of x, i=1, ¢ ,myand j=1, ... , m

and

A - A -
a, =2 - bxzx (3-2-2)

in which z is the mean of the variable z and X is
the mean of the wvariable x.
Finally, after Qx is obtained, calculate the

residuals

The fitted equation does not predict z exactly. However
adding another variable y to the prediction equation might
improve the prediction of z significantly. In order to accomplish

this , we desire to relate the variable y to the unexplained



14
variation in the variable z after the effect of the independent
variable x has been removed from the variable z., However, if
the variable x is in any way related to the variability shown
in the variable y, we must correct for this first., Thus, what
we need to do is to determine the relationship between the
unknown variation in.the variable z after the effect of the
variable x has been removed and the remaining variation in
the variable y after the effect of the variable x has been
removed. Therefore in next step, we have y in term of x.

(2) Find the relationship between y and x. The

resulting equation is

~ A N
Y = 8y * Pyy (3-3)
where
A m - m
bxy =
(X5 + eee #+ x2m) ) (x11 S le)
m m
Yo = 1y
= = = (3-3-1)
X2 =%

in which m = n/2, Yoi and ylj correspond to X554

and xlj’ X94 is in the upper group with large

values of x, le is in the lower group with small

values of x, i =1, ... , m, and j'é 1, ... , m,
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and

P " -

axy = - bxyx (3-3-2)

]|

in which v is the mean of the variable y and X is
the mean of the variable x.

Finally, after §x is obtained, calculate the residuals

N .
Y' - yxiD 1 = 1’ sesse 9 n,

1

(3) Find the relationship between (z - Qx) and (y - §x)

by Wald's method. The resulting equation is

(z - 2) =5 (v - 9§ (3-4)
where
A A
A m m
- (3-~4-1)
Y2 _ 2 _ 2
2y - ¥ o;  ZUY - ¥y
m nm

in which (z - Qk)zi and (z - gx)lj correspond to
(y - ?x)zi and (y - ?x)lj’ (y - yx)Zi is in the
upper group, (y - yx)lj is in the lower group,
i=1, ¢¢e0e ,m and j =1, ... , m,
- Note that no gyz term in equation (3-4) is required since we
use two sets of the residuals whose average values are zero,
(4) Within the parenthesis of equation (3-4) we substitute

A A A N )
(axz + 3xzx) for z_ and (axy + bxyx) for y . The
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resulting equation is

)

(z - (8 +b x)) = b (y - (& + B x))

Xz Xz vz Xy Xy

After shifting (sz + S%Zx) to the right side and

rearranging the above equation, we have

A A o NooA A
z = (axz - byzaxy) + (bxz - byszy)x + byzy

Simplifing the above equation, we have the prediction

equation
z =4 + bx + &y (3-5)
where
a=3a,- %Yzé‘xy (3-5-1)
b=5, - %yzﬁxy (3-5-2)
& = ’SYZ (3=5-3)

Next we shall prove that 3, g, and C are the consistent
estimates of a, b, and c; that is 3, S, and & converge to a,
b, and ¢ wvhen n -+ c® , First consider sz and gxz when n — 02,
If all assumptions in Section 3.2 are true, then equation

(3-1) will become

Z =a + bx - be. + - ce._ +
X 4 Y €

When n » ¢ , the mean of the variable z will be
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sla + bx, - be ., +cy, -—ce. +e . )

_ zZ3 yi zi
lim z = =
n-o00 n n
¥ EYi Lexi Zeyi A
=a+b +¢c— =-Db - C +
n n n n n
= a + bx + cy (3-6)
s e . D . ze_,
because lim X1 , lim Z—YL | and lim are all zero,
n-»oo n Nn-»sd n n-»00

From equation (3-2-1) we have

zZ, - 2

Substituting (a + bx + cy) from

equation (3-6) for 22 and 21

in the numerator of the above equation, then we have

(a + bx2 + cyz)

- (a + bx; + cyl)

al
lin.}o b, = - -
n-= -
X T X
X - % ¥ - ¥
= b — — + C = -
X -X X2 "%

According to the assumption (6)
each other, therefore the value
divided into an upper group and

the value of the variable y.

X and Y are uncorrelated with
of the variable x which is

a lower group does not affect

Thus when n becomes large, the

means of the variable y in the two groups are equal, that is
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Yy = ¥y Hence we have

N o I |
%ﬁﬂobxz = b —_— = b (3-7)
X2 =%

From equation (3-2-2) we have

A - A -
a = Z - X
Xz Xz

As n becomes large, we substitute (a + bx + cy) for z and

A
equation (3-7) for b_,, then we have

. N - - -
lim a = a + bx + cy - bx
Nn-od

=a + Ccy (3-8)

. A :
Now consider gxy and bxy when n - o0 , From equation

(3~3~1) we have

A iz - 171
by, = ———
X2 "%

1]

Again when n becomes very large, §2 =Y, thus we have

limb = 0 (3-9)

n-oo

From equation (3-3-2) we have

a_ =7y ~-b_x
xy ¥ 7 Pxy
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When n becomes large, substituting equation (3-9) into the

second term in the right side of the equation, we have

1lima, =y -0xXx
n-—~>oo
=y (3-10)
. . A . N . N
Finally, obtaining 1%£Laxz’ 11m b <z 11m axy’ and %iﬁ:bxy’
we substitute 1im 3 for the first term and 1lim b for the
N> XYy N XY

second term of equation (3-3), then we have

1 =y - 0Xx%
nl_-’“;oy Yy

=y (3-11)

We substitute 1im 2 for the first term and 1lim b for the
nroe XZ N—200 XZ

second term of equation (3-2), then we have

. A -
%ﬁﬂ;zx = (a + cy) + bx
= a + Ccy + bx (3-12)
. . A ”n
After having %ﬂﬂ:zx and %ﬁﬁ;yx’ we can obtain %fﬂbbyz'

From equation (3-4-1) we have

i(z - zx)2i _ }:‘_(z - Zx)lj
N m m
Yz = - & -3
y =¥y Ty -vyy
m m

As n becomes large, substituting (a + cy + bx) from equation
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(3-12) for Qx, and equation (3-11) for §x’ we have

Tz, - (a+tcy,+bx,.)) ) 7_(21j - (a+cy1+bxlj))

A m m
lim b =
neee Y2 -3 -
m m
72, Sz, . TXos X, .
( m21 _ ml]) - b( m21 _ mlj)

m m
(z2 - Zl) - b(x2 - xl)
1-’2 '171

and substituting (a + bx + cy) from equation (3-6) for EZ and

21, we have

N (a + bx2 + cyz) - (a + bxl + cyl) - b(x2 - xl)
i Pyz = = _ =
o0 -
Y71
1—’2 -

From the aforementioned discussion, we know when n becomes

A - A - A
large, 8, converges to (a + c¥), b _, to b, axy to ¥, bxy to O,

’N
and bYZ to c. Hence substituting all these values into
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equation (3-5-1), equation (3-5-2), and equation(3-5-3),

we have
A . A R N . A
, - _ 8
e T Ghndk) - QAL B2 Gl Ay
= (a + cy) - cy
= a
N A A
lim b = (1im b - (1im b )(1im b__)
Nn->e0 (n->o° XZ) (na;oo Y¥Z2°' poos XY
=b ~-~-c O
= b
1i 1i b
imc = 1im
N-»c0 n-»c0 Yz
= c

N
Thus from the above expressions we can be assured that Q, b,
and € are consistent estimates of the coefficients of the equation

Z=a+bX+CY.

3.4 The Consistnet Estimates of the Coeéfficients

of the Equation by the Three Group Method

Bartlett's method is more effective in estimating the
parameters of the equation Y = a + bX than Wald's therefore
it may be benefical Eo extend his method to the equation Z =
a + bX + cY, Comparing the two group method and the three

group method, we see these two simple methods are very similar
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in procedure, Therefore we will briefly discuss the procedure
of the three group method in the following sections., To illus-
trate the procedure we consider the case where X and Y both
have uniform distribution,
The procedure of the three group method is as follows:
(1) Find the relationship between the first independent
variable, say X, and the dependent variable z by -
Bartlett's method given in Section 2,4. The result-

ing equation is

o A -
2, = A, + b x (3-14)
where

Zgy * oeee + Zg i Zyg *oees F 29y
N k K
bXZ=

X3p *oeee T Hye K toeee T X

K k
Z3 -Zl
= — — (3-14-1)
X3 - %

in which k = n/3, z3; and zlj correspond to X34 and

X) g0 X34 is in the upper group (third group) with

largest values of X, X, . is in the lower group

1]
(first group) with smallest values of x, i =1, ... ,
k, and_]'=1, cee 9 k’

and



(2)
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A - A -
Ayz T % 7 ByX (3-14-2)

in which z is the mean of the variable z and X is
the mean of the variable x.

After Qx is obtained, calculate the residuals

Find the relationship between the variable y and

the variable x. The resulting equation is

N ~ A
Y = Ay + bxyx (3-15)
where
Y31 * eee T ¥z Yi3 T oeee TNy
A k k
by =
X3p F e Ty Kt oeee * Xy
K K
Y3 - %
= — - (3-15-1)
X3 %

in which k = n/3, Y34 and Ylj correspond to X34
and xlj’ X34 is in the upper group with largest

values of x, X is in the lower group with smallest

1]
values of x, i =1, .., , kK, and j =1, ... , Kk,

and



(3)

(4)

24

5%
%y T ¥ T "xy

A

X (3-15-2)

Finally calculate the residuals

Find the relationship between (z - ﬁx) and (y - §x),

The resulting equation is

(z -z ) = byz(y -¥,) (3-16).
where
A A
£z - 2z, )5; _ £(z - 2014
A K. K
vz = A _ _n
iy - ¥,)3; ) 2y = Yo )q 5

. . A A
in which (z - z )3i and (z. - zx)lj correspond to

A ~ . A . N
(y - Yx)3i and (y - Yx)lj’ (y - Yx)3i is in the

upper group with largest values of (y - ?x),

(y - §x)1j is in the lower group with smallest

values of (y - fk), and k = n/3.
Within the parenthesis of equation (3-16), we
. A A . P2
substitute (axz + bxzx) from equation (3-14) for z,
A A . ) .
and (axy + bxyx) from equation (3-15) for Y, in
equation (3-16). After simplification the result

becomes similar to (3-5), that is

z =4 + bx + & (3-17)
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where
a=43 b 2 (3-17-1)
a T ayz T Pyz@xy T
A A A A
b = bxz - byszy (3-17-2)
A A
Cc = bYZ (3=17-3)

As shown in the preceding section, we also can prove 3,
Val
b, and € are the consistent estimates of the coefficients of

the equation 2 = a + bX + cY.

3.5 Example

We will look at an example solved by the two group method
and the three group method, Now suppose the distance a particle
travels from a gi&en reference point is given theoretically

by the curve
Z =a + bX +c¥Y

where Z2 is the distance, X is the time a particle moves, and
Y is the temperature of the medium through which the particle
moves, These three variables are all measured with error.

We observe x, y, and z where x = X + € ¥ = Y + ey, and z =

Z + e,. éx’ ey, and e, are normal random errors with zero

means and gi ’ 0;, and og'variances. The data is given in

Table 3-1,
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Table 3-1 )

16 observations

of x, vy, and z

observation
number X Yy z
1 10,043 9,318 49,222
2 11,723 10,362 55.480
3 8.580* . 9,740%* 42,004*
4 10,519 5.722 39,126
5 6.061* 9,792%* 44,543%*
6 3.880* 10.638%* 45,688*
7 5.615%* 2.229%* 22,833%*
8 3,426%* 6.454% 30,729*
9 5.,789* 11,538* 51,718%*
10 9,708 9,743 51.203
11 14,942 6.139 48,328
12 10.514 -0.800 19.831
13 11,348 4,190 36.634
14 7.876% 11.,485%* 52.518%*
15 9,597 3.272 33,330
16 5.535% 2.859* 23,791*

~data with * is in the lower group

The solution of two group method:
(1) Find the relationship between z and x by the two

group method. The result is

2 =24 + b x
x = “xz XZ

37.17 + 0.39%

N

Then calculate the residuals, 2, = 2.4,

i=1, ... , 16, These residual§ are shown in

Table 3-2.



Table 3-2

Residuals: 2z, - Z .
i xi
observation ~

number X z zZ, - Z_ .
i xi
1 10,043 49,222 12.244
2 11,723 55.480 13.649
3 8.580 42,004 3.423
4 10,519 39.126 -2,190
5 6.061 44,543 4,983
6 3.880 45,688 6.988
7 5.615 22,833 -16,.552
8 3.426 30,729 -7.792
9 5.789 51,718 12.266
10 9,708 51.203 9,207
11 14.942 48,328 5.268
12 10,514 19,831 -21.483
13 11.348 36,634 -4,973
14 7.876 52.518 12.244
15 9,597 33.330 -7.623
16 5.535 23.791 -15,.560

(2) Find the relationship between y and x. The

result is

A A N
Y. = a + b x
x Xy Xy

9.96 - 0,359x

Then calculate the residuals, vy - §xi’

i.= l, .o. , 16. These residuals are shown in

Table 3-3,



Table 3-=3

Residuals: vy, - § .

i X1i
observation A

numbgr X Yy Yy = Yyui

1 10,043 9.318 3.094

2 11.723 10,362 4,618

3 8.580 9.740 1.161

4q 10,519 5.722 -0.470

5 6.061 9,792 1,903

6 3.880 10,638 2.065

7 5.615 2.229 -5.721

8 3.426 6.454 -2.281

9 5.789 11,538 3.651

10 9,708 9,743 3.261

11 14,942 6.139 " 1.534

12 10,514 -0,.800 -6.993

13 11,348 4,190 ~-1,640

14 7.876 11,485 4,346

15 9,597 3,272 -3.250

16 5.535 2.859 -5.,121

(3) Find the relationship between two sets of the
. A "
residuals Z; - 2.4 and Yi ™ Yy These two sets
of the residuals are shown in Table 3-4,  Fronm
Table 3-4, using the two group method, the result

is

N>
]
~
]
<

(z -

"
N
©
~J

<

i

e



Table 3-4
. A A
Residuals: zi - zXi ang yi - yxi
observation ~ "

number Y; - Yxi zi - zxi
1 3.095 12,244
2 4,618 18.698
3 1,161~ 3.423*
4 -0,470* -2,190%*
5 1,903 4,983
6 2.065 6.988
7 ~5,721% ~16,552*
8 -2,281* -7,792%
S 3.651 12,266
10 3.261 9,207
11 1.534 5.268
12 -56,993%* -21,483%*
13 -1,640%* -4,973*
14 4,346 12.244
15 -3,250%* -7.792*
16 -5,121%* -15,500%*

29

(4) Within the parenthesis of -“the equation . substituting
(37.17 + 0.39x) for 2 and (9.96 - 0.359x) for i}x,

the result is
z - (37.17 + 0.39x) = 2,97 (y - (9.96 - 0,359x))
z=7,42 + 1.,46x + 2,97 y

The above solution is the prediction equation solved
by the two group method.
If we use the three group method to solve this problem,

we get another solution

z = 7,863 + 1,429x + 2,964y
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3.6 The Consistent Estimates of (], O; , and Q;

Let us introduce the following notations:

s(x, - %)?
Sx = — = the sample standard deviation of x

Z(Yi - 17)2 . .
S, = the sample standard deviation of y

Yy n -1
Z(zi - 2)2
SZ = — = the sample standard deviation of z
S = 1 = the sample covariance
xy between x and y
sz = 1 = the sample covariance
between x and 2z
Iy - ¥)(z; - 2)
S z = — = the sample covariance
¥ between y and z
SX’ Sy, SZ’.SXY’ SXZ’ and SYZ denote the same expressions for

the unobservable values of X, Y, and 2,
Now we have equations of expection, which are proved in
Apprendix A where all expections are over the distributions

of the measurement errors, ex, ey, and ez, as follows:

E(s2) =s2+ 0 (3-18-1)

KN XN

2 2
E(Sy) So + 09 (3-18-2)



E(Si) = Sé + G;
E(Sxy) = SXY
E(sz) = sz
E(Szy) = SYZ

31
(3-18-3)

(3-18-4)

(3-18-5)

(3-18-6)

Since Z = a + bX + cY, we have the following equations, which

also are proved in Appendix A,

2.2

2
Sy = b Sx + ¢Sy + 2bcsXY (3-18-7)
S, = bs2 + cs (3-18-8)
XZ X XY
= esZ + bs (3-18-9)
Syz Y XY
We solve equation (3-18-7), equation (3-18-8), and equation
' 2 . . 2 .
(3-18-9) and have Sz in termsof Sy, and SYZ’ SX in terms of
2 1]
sz and SXY’ and SY in terms of SYZ and SXY as follows:
s?2 = bs,., + cS (3-18-10)
z XZ YZ
2 1 c
Sk = 5°xz T boxy (3-18-11)
2 _'1 _b
Sy = vz - xy (3-18-12)
Substituting E(Sxy) from equation (3-18-4) for SXY’ E(sz)

from equation (3-

(3-18-6) for SYz

18-5) for SXZ’

in the above equations, we have

and E(Syz) from equation
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2 _

sZ = bE(SXZ) + CE(SYZ) (3-18-13)
2 _ 1 - & ~-18-
sX = bE(S ) bE(S ) (3-18-14)
2 1 _b -18-
sY = CE(S z) CE(S ) (3-18-15)

Substituting the right side of equation (3-18-13) for Sé

equation (3-18-3), the right side of equation (3-18-14) for

in

Si in equation (3-18-1), and the right side of equation (3-18-15)

for S2 in equation (3-18-2) and rearranging these three equations,

Y
we have
0 = E(s?) - 3e(s__) + SE(s_.) (3-18-16)
X X b Xz b Xy
2_ 2 1. b 18-
o:}- E(Sy) - C}z(sYz) + CE(Sxy) (3-18-17)
_ 2
q;- E(Sz) - bE(S_,) - cE(SYz) (3-18-18)
Since when n becomes very large S2 52 S2 S and S
Y g » x’ Y’ Z’ xz’ xyl Yz

. N ~
converge toward their expected values and 3, b, and ¢ converge

toward a, b, and ¢, the expressions

Ay 2 1 e
G.= (S, - =S + ZS__)
X X Q b

XZ Xy
2= (s?2 -1 ﬁs )
% Y &Yz LoXY
Au._ 2 o A
g= (SZ - bez - cSYz)

2

are the consistent estimates of 0*; . 0'3 , and U’; respectively.



33
3.7 Fitting the Equation W = a + bX + cY + dZ with
All Variables Subject to Error
Consider briefly the two simple methods when applied to

the equation
W=a+ bX + cY + dz

Now we obtain four sets of observations .

xl, eev 9 Xn H Yl’ see 9 Yn H zl’ ceoews 9 Zn H

where x = X + e Y = Y + ey, z =2 + e, and w = W + e X,

Y, Z, and W are unobservable variables and ex, ey, ez, and ew
are unobservable random errors, The assumptions listed in
Section 3,2 are extended as follows:

(1) A linear relation holds among the unobservable
values X, Y, 2, and W; there is an equation
W=a+ bX + cY + dzZ,

(2) Assumptions (2), (3), and (4) still hold.

(3) Each random variable @ 17 e » €4 has the same
distribution with zero mean and 0;variance and the
variables are uncorrelated. '

(4) ' The fandom variables € ey, e, and e are

uncorrelated,

(5) X, Y, and Z are uncorrelated with one another.
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Suppose the above assumptions are true and the observations
of the {x, Vs Z, w) data set are obtained, the procedure for
fitting the equation W = a + bX + ¢cY + dZ is as follows:
(1) Find the‘relationship among the first two variables,
say X and y, and the dependent variable w by the
two group method (Jr the three group method). The

resulting equation is

A A~ " A
W, o= al + blx + cly (3-19)

After Gl is obtained, calculate the residuals

N .
w - W 1=1, c.-’no

1 1i’

As discussed in Section 3.3 the above fitted equation does
not predict w exactly.. Adding the other variable z to the
prediction equation may improve the prediction of w, Thus,
what we need to do is to determine the relationship between the
unknownvariation in the variable w after the effect of the
variables x and y has been removed from w and the remaining
variation in the variable z after the effect of the variables
x and y has been removed from z, Therefore, in the next step
we have z in terms of x and vy.

(2) Find the relationship among the first two variables,

| x and y, and the variable z by the two group methed
( or the three group method ). The resulting

equation is
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A A ~n las
Z, = a, + bzx + Cy (3-20)

After 2., is obtained, calculate z, - £2i’ i=1,

2

eee 9 n,

(3) Find the relationship between (w - Gl) and (z - 22)
by the two group method (or the three group method).

The resulting equation is
A ~ ~
(w - ¥,) = by(z - zz) (3-21)

(4) Within the parenthesis of equation (3-21) substituting
(31 + le + ély) from equation (3-19) for ﬁl and
(32 + gzx + ezy) from equation (3-20) for 22, the

resulting equation is
~ A _'\ _ A A
(w - (a1 + Slx + cly)) = b3(z (a2 + Szx + czy))

After shifting (31 + glx + Ely) to the right side

and rearranging the above equation, it is
A A A A A A A A
w=(a - a,b3) + (by = b2b3)x + (¢ - c233)y
b
+ bz

After simplification the above prediction equation

becomes

Pa N A A
w=a+bx+cy + dz



where

o» T

0y

A
d

the equation W =

1 273
61 - 3283
61 - 6283
83

. . .
a, S, 6, and a are the estimates of the coefficients of

a + bX + cY + dz,

36



CHAPTER IV

SIMULATION

A FORTRAN IV program has been written to fit the linear
equation Z = a + bX + cY by the two group method, the three
group method, and the least squares method, The observable
values of the variables X, Y, and Z are generated in program
and these observable values come from a linear equation Z =
a + bX + ¢cY., where a, b, and c are selected and known values,

In our program XX, YY, and ZZ denote unobservable variables,
X, Y, and Z denote observable variables, and EX, EY, and EZ
are for random error terms, First we generate XX and YY from
uniform distribution within their region. This makes Bartlett's
method consistent with the optimum proportion 1 : 1 : 1 given
by Gibson and Jowett. The unobservable dependent variable is
22 = a + bXX + cYY, Next we generate normal random values

with zero méans and cf ’ ogt, and 2; variances for the error

x

terms EX, EY, and EZ, The observable values in our program
are X = XX + EX, Y =YY + EY, and Z = 2Z + EZ. We can use this
procedure to generate data consistent with the assumptions of
our model, The program is shown in Appendix B.

In the example shown below we initially give the following

input data to the program,

the region of XX is (17 to 1) -

the region of YY is (20 to 7)
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the standard deviation of EX, EY and Ez are 0.1

a=4, b=-1, and ¢ = 2

the number of observations is 10

Then we obtain 10 observations of X, Y, Z, XX, YY, and ZZ as

shown in Table 4-1

Table 4-1

X Y 2 XX YY 22

15,63 17.54 23,13 15.81 17,44 23,07
15,08 7.04 3.14 15,03 7.13 3.23
15,80 9,69 7.71 15,83 9.79 7.74
12,64 11,84 15,19 12,72 11.84 14,97
12,17 13,26 18,50 12,19 13,33 18,48

3.40 12,67 26,42 3.24 12,83 26,42
12,91 8.04 7.07 12,87 8.01 7.16
14,31 9,31 8.35 14,40 9.28 8.16

3.45 7.67 16,09 3.21 7.64 16,07
14,86 13.34 16,01 14,80 13,38 15,95

The subroutine REARR is used to rearrange an array in
increasing order, The CALL REARR(F1,F2,F3,F4,F5,F6,NQ)
statement will rearrange according to the specified variable,
Fl1, meanwhile F2, F3, F4, F5, and F6 will be also rearranged
according to the new order of Fl values. In our program X
is F1, NO is the number of observations and F2, F3, F4, F5,
and F6 ail correspond to Fl, After rearrangement it is easy
to divide the set into either two or three groups. Under the

new order, the values of X, Y, Z, XX, YY, and ZZ are shown in
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Table 4-2,

The subroutine TAT calculate the estimates using the data
as sorted, The CALL TAT(X,Y,Z,XAVE,YAVE,ZAVE,NO,A,B,C,L)
Statement will make the points estimates of the coefficients
of the equation by the two group method and the three group
method. XAVE, YAVE, and ZAVE are the average of X, Y, and Z.
NO is the number of observations, L =1 is for the two group
method, and L = 2 is for the three group method, A, B, and C
given by the subroutine are the estimates of a, b, and c. The

rest of the arguments are furnished by the CALL statement,

Table 4-2

X Y 2 Z 4000090xxX Y @ 2z

3.40* 12,67* 26,42* 3,24 12,83 26,42
3.45* 7.67* 16,09* 3,21 7.64 16,07
12,17* 13,26* 18,50* 12,19 13,33 18,48
12,64 11.84 15,19 12,72 11.84 14,97
12,91 8.04 7.07 12,87 8.01 7.16
14,31 9,31 8,35 14,40 9,28 8.16
14,86 13.34 16,01 14.80 13.38 15,95
15.08# 7.,04% 3,14% 15,03 7.13 3.23
15.63% 17.54% 23.13% 15,81 17.44 23,07
15,.80#¢ 9.69% 7.71# 15.83 9.79 7.74

data with # is in the third group
data with * is in the first group
We also determine the estimates by the least squares method
using the subroutine LSM, The CALL LSM(X,Y,Z,XAVE,YAVE,ZAVE,
A,B,C,NO) statement will make the point estimates of the
coefficients by the least squares method. All the arguments

in the statement CALL LSM are the same as those in CALL TAT,
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except without L, All SUBROUTINE programs are shown in Appendix .
B.  The results for these 10 observations shown in Table 4-1

are:

4,32 Db

[}
N
L
o
o

two group method: a

three group method: a 4,44 Db -1,03 ¢ = 2,00

L
—
L]
O
o

least squares method: a = 4,55 b

A series of simulated example problems have been run
similar to the example above, The results have been combined
in Appendix C., The method of calculating the values in Appendix
C is as follows:

In the first row, the set (A =1,86, B = 4,06, C = 2,03)
is the average estimate of three runs by the two group method
with 10 data points and 0;== 0;:: q;: 0.1. The second set
(A =2.35, B=4,03, C=2,01) is the average estimate of
three runs by the three group method using the same three sets
of 10 data points. The third set (A = 2,30, B = 4,03, ¢ = 2,01)
is the average estimate of three runs by the least squares
method with the same data sets, and the other sets are similarly
the average estimates of three runs with 10 data points but
with different 0; ’ 0; , and Q;. In the output., NO is the
number of observations, STD are standard deviations Qk, 0&,
and 0} . We let (;’x = 05, = od.,’_ throughout our problems,

In Appendix C, the problem are

(1) fit the equation Z = 3 + 4X + 2Y with 10 data points



(2)
(3)
(4)
(5)
(6)
(7)
(8)
(9)

fit

fit

fit
fit
fit

fit

From

the
the
the
the
the
the
the

the

equation
equation
equation
equation
equation
equation
equation

equation

N

N N N N

Z

Z

these results,
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= =3 + 3X - 4Y with 20 data points
- 4X + 2Y with 30 data points
+ 3X + 3Y with 10 data points
+ 4Y with 20 data points

+ 5X + 5Y with 30 data points

]

w 9)] o W (8)]
+
2

- 3X - 3Y with 10 data points

4X -~ 4Y with 20 data points

L]
wn 1\
1

- 5% ~ 5Y with 30 data points

we note that these two simple methods

give similar results to the least squares method and these

estimates from all three methods seem to be biased. The

magnitude of the bias of estimates increases as (g s C% , and

0} increase.



CHAFTER V

CONCLUSION

These two simple methods have been developed and exténded
to multiple regression with two independent variables, Proofs
that the estimators are consistent are given. A small simulation
study has been made to compare these methods to the least squares
method.

From the simulated examples, it can be seen that the two
simple methods give similar results to the least squares method.
It appears that when the standard deviation of the error terms
becomes larger, the absolute values of the estimates of b and
c get smaller. Thus the estimates appear to be biased., It
looks like that the magnitude of the bias of the estimates is
a function of the standard deviation of the error terms. This
might be the subject of a future study.

According to assumption (6), X and Y are uncorrelated,
this is used to prove that the estimates are consistent. However,
in practice, X and Y might be correlated. It would be interesting
to try and prove that the estimates are still consistent when
X and Y are correlated,

These two methods give an alternative to least squares
in which the estimates are known to be consistent., However
the numerical results obtained in simulation studies do not

indicate that the methods are better than least squares.
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Appendix A
The proofs for the equations

in Section 3.6



44

, 2 2 2
The notations SX' Sy, SZ’ SXY’ SXZ’ and SYZ for the
. . 2 2 2
mathematical variables and Sx’ Sy, Sz’ xy’ sz’ and Syz for

the observable variables are the same as those in Section 3.6.
X, ¥, and z are the observable variables, while X, Y, and 2
are the unobservable mathematical variables, x = X + € Y =
Y + ey, and z = Z + e,6 are random errors with zero means and
..0; , C@ , and 0; variances, Note that X, Y, and Z are not
considered as random variables in this appendix.

(1) The proof for (3-18-1), (3-18-2), and (3-18-3):

=2
S? = x; - x)
X n -1
K +ey) - R+ E)
n-1

LU =B 4 (e - g )2

X1
n -1
s(x, - %)% s(e., -38.)° (X, -R)(e., - &.)
= 1 + X1l X + 2 1 X1 X
n -1 n -1 n -1
- .2 -
o (e.. - e_) (X, = X)(e_. ~e)
E(s?) = E(sZ) + b= Ml S0 v 2p(Ed xi___x7,
n -1 n -1

Since X is mathematical variable,

2

2y _
E(SX) = Sx



2

Since E(ex) = 0 and var(ex) = O‘x.
- 2
(e . - e )
E( X1 X ) = 0;
n-1
(X, - }'c)(eXi - éx) (X, - X) _
and E( ) = E(e_, - e_)
n-1 n -1 x1 x
y(x, - X)
= -1 0
n -1
= 0
Therefore
2, _ o2 2
E(Sx) = Sy + 0&
§imi1ar1y
2y _ 2 2
E(Sy) = SY + 5&
2 2 Py
E(Sz) = SZ + Oé'

(2) The proof for (3-18-4), (3-18-5), and (3-18-6):

_ Z(xi - ;{)(Yi - §)

S
xy n -1
=Z((xi + eXi) - (5E + EX))((Yi+ evi) - (i + éy))
n-1
_ZUK - X) 4 (e = @ NUY; - ) 4 (e - &)

n -1

45
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n -1
. E(Z(Yi - Y)(exi - ex)) . E(Z(exi - ex)(evi - ey))
n -1 ' n -1
Since X and Y are mathematical values, the equation becomes
( ) z(xi-)‘c)( =) z(Yi-?)( <
E(S =S 4+ —=——E(e. . - e + ———— E(e_.. -~ e

Xy Xy n -1 y1i Yy n -1 X1 b3

. E(Z(exi - ex)(eyi - ey))

n -1

Since E(ex) = 0, E(ey) = 0, and e, and eY are uncorrelated,

the above egquation becomes

E(S =S,y + ————— 0 + ——— 0 + 0
Xy Xy n -1 n -1

E(Sxy) = SXY.

Similarly E(Sx ) = SXZ , and E(SY ) =S

z z YZ
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(3) The proof for (3-18-7):

Substituting (a + bX, + ch) for Z,, the equation becomes

2 Z((a + bX, + cY,) - (a + bE + c¥))2
;=

S
n -1

_ I - ®) + ey -2))?

n -1

_Z(bz(Xi - %)% + 2pe(x; - D) (v, -0 + Py, - D?)

n-1
2 =12 = > 2 =12
_ bZT(X; - X) . 2bcy (X, - X)(Y; - ¥) . gy, - Y)
n -1 n -1 n-1
_ w22 2.2
= b SX + 2chXY + C SY

(4) The proof for (3-18-8) and (3-18-9):

i T(x; - X)(Z; - 2)

S
Xz n -1

(%, - X)((a + bX, + c¥;) - (a + bX + c¥))

n -1



Similarly

Syz

_ Tx, - >‘<)(1:>(xi - X) + oy, - Y))

bL(x, - X)?

n

1

n -1

bS, + cS

M
£

cS2 + bS
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Appendix B
FORTRAN IV program for fitting the

equation Z = a + bX + ¢Y



LoV

OO0

Y OCY o

OO0

OO0

OO0

{2 A DATE = 72342 16/12/49

v A b s ek s 49
S N O R R P

R R B U T I a y
oy RS e B AT R

VALIAT L P23 ATIC

NO AND NM ARE MLMRLR OF DATY ANC ITERATICN
XXy YY, AND 22 APE 1N0RSE2VASLE VAR TARLES

Xe Yo AND ATE tife VAOLE VASTAMLES

EXy EYy AND EZ ARE RANDCM ERRCAS

STCX, STLY, AND STRZ ARE STANDARD DEVIATIONS OF EXy, LY, AND EZ
LAye-, YAVS, AT ZAVE ARF AVERAGE VALUCES CF X, Yy ANC Z

R R R R R R R 0
S MR R OE AR E IR

DIMENSLOL X(70) 2 Y(TO)»Z2(72) 4 XX(70),YY(70),22170),

1ACI0,1043Y 4002091 293),C(12,12,3),3A(31),08(3),CC(3)

N3TEC=7%757575

DIT Ay ™)
3 LL=1,3

VI R ik B A
Boa Rtk N s Rk

AOTHE RANSS UF VARTABLES:T AX AllD YY

s e e
e M AN R R AR

3

"'J-I'r,'U')Z—")'

N5, 1C03)A1,42,R1,122

Hdekghdekkk kg ks
READ ThE CPPFFICIENTS OF THE EQUATION: 2Z = AAl + BB2*XX + CC3*YY
Ak kg ek kR

READ(5,172)AA1,BR2,CC3

3ok doge A e R ek R Ak :
REAN THE MEAN, STD DEVIATICON, MUMBER CF CATA AND ITERATICN
Fod ok kR ke R KX

REAC(S,170)STCX s FEXPXySTDYEXPY,STDZL,EXPZ, N0, NM
WALTT{ 04T )AL, 02,01 ,R2

WAITE(6,373)A01,832,CC03

WRITE(AyaT 1) NE

5 10 M=1,9

N g L=1,43

AM N, L )=,

P.(Nyl'\:"jl.):: .

C(Nyr\""L)='T‘o

CO 11 o=l yiuM

ARk E E Ak Rk .
JENE AT I, DwasRVARLE VARTARLES: X,Y, AND
R R

CC 12 I=1,M0

XXx(I)=(A1=22 ) %RAN(NGECD) +A2
EX=ATIMI(FXPX,S5TOX4 NSEED)
X{Dy=xXX{Il}+EX

YY(D)=(F1=-"2) %A (‘r—' ) +R2
rY '\TI"((‘(DY, T Y, tD Lp)
Y{IY=YY(l)+ Y



[N e Ee Nl

aOOoO0O

OO

12

42

41

15 MALY CATE = 72342
ZZ(I)=ﬂﬂ1+*’??Y<(I)+:C?*YY(I)
TLEAT I, STDZ NS 25L)
l(!)=7/(!)+£1
4VE=".
YAVE= .
ZAVE=",

00 13 I=‘..\‘(‘

X VE =XAVE+X( 1)

YAVE=YAVE+Y ()

LAVE=ZAV -+7(1)
XAVE=XAVE/FLCAT(NG)
YAVE=YLVE/SLIAT{ND)

A T=2ANVI/RFLCAT OO

(‘&LL REARR(‘(yVyZ'XX,VY,ZF'.ND)
DT 1ae L=1,3

GV TO (21,21,70),10

o g e Ao o Poowe s sls g
W R R R RS SRR

CALL LEAST SQUARES MZTHOD

erd g N A e

CALL LMY, Y, 2y Y AVE, YAV Z 3 ZAVE,, 13,C57,C1L,C22)
AR{LY=C0O

2 {L)r=C1l1

Co(Lr=Ceaz

GO TC 53

IF(L «£Q. 1) GC T3 40

GO TC 41

o % 50 kR &

TwO GROUP MLCTHON

FERERN R R

Lo TATUXs Yy 2y XAVE,YAVE,,ZAVE,
A&(L)'CC

Ba3(L)=C1l1

CC(L)=C22

v}l TZ 53

™y O "(‘
[

~ 4~ ';"

%P‘%

%

D0,L11,C22,L)

i
%t
3¢

.zltunlaeza 2

LI I

QUP ¥ITHDD
=®
v 2,

Vr’Yﬂ\Vr'ZAVc,l‘fb CFC1C11 CZ? L)

e P L

Ll AR VSIS RTINS | SENERNE

=M GNF L) +AA(L )
=C(M,N”'L)+BS(L)
=C{M, NV, L}I+CC (L)

Y [ O

By NM,
C(F,VH, L
CONT InUFR

GO =4 L=1,272
A(M,NH,L)=A(”,NM,L)/FLQAT(\M)
A{My NM, L) = {? th’.,L)/FLOAT(NN)
CIMyNMy L) =C My NMy L)/FLOATINMY)

VPITE(G,LCZ)STRX,(A(M,NN,L),G(N,NN,L),C(P,NN'L)'L=1p3)
'5TEx£gTux+.1

1€/712749
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SThY=410Y+,. 1
L2 S¥07=STu7+.1
FOIT e, )

3 CONTINUE

17¢ FORMAT(="7.1,217)

1°2 FORM T(r3..)

177 FORMAT(4F5,2)

00 TORYNT( 3, 1A =1 ,F4.1 47X, "8 =V, Fa,1,7X,'C =',F4.1)

407 FOTUATLL<, 10705100 U X IS, FE,2,2X, TO,Fa.2,4Xy 'REGICH CF Y [SY,F

1he? 3 2%, 470V, Fnu?)

401 FORWAT(/6Xy'NC =9 31394Xy1 ThC GRCUPY 412X, THREE GRCUP',11X, 'LEAST S
LCUAYET/ /2Ky VSTL g 300Xy VAV 6%, TR1,6%,1C1,2X) /)

472 FOUMAT(EN g F el 20X, 30 Fue2, 1%, F6u2,1%,F6.7,2%X))

4l ELTMATL/ /)

GO PPTIMATON )
3TV

bt N
JERN)

vt le AT FATC = 72342 1712749

51



IO OO0 YO

eNeNeNe!

OO0

[/%¢

v

42

15

L7

St
P gt

w0

EE

e a M e swe
Padi N S AR LY

.
won c e

g 3yt Y
TR e RNl

GROUR METHOP AND THR™I 4=.0tp

DR
[P S 2 T Y

R P

LTy e TY T ke,

TaT CATZ = 72342

7o x YJE G VAVE,,2AWEL 0, A,?,C0L)
CITHNT FUY T RYET LDIME

kAR RK

L o= 1 IS FC2 Tun 3TUP METHOD

L= 2 [ FOU TH k2 HRCUP METHLE

o = T:7 NUM<T? LT IRSTAVATIUC Y
XAWE = THZ e~ AfE OF X CRSESVATICH
YAVE = THE AVERAGE QF Y CBSERVATICN
ZAVE = Tel AVEDANSZ OF Z CPSERVATIUN
REL = Tr:= RISIDUAL VALLIS OF Y 8O X
RE2 = T <h.IDUAL VALLZS CF 2 CON X

DIMENSTON X (77 ),Y(7J),2(72),2:1({7)
CATA OL/7CHC./

a0 TC (47,410,L

X 1=

MX2=7

CC TL 42

fal=?

x2=2

LUL=NC/ X1

2 PE2(TD),0A(7C)

Bk ok RRF kR Rk Kk
FIND RELATICHS
okodfok Rk

12 RETWEEN X AND Z
XAV1=0.

ZAV1=0.

nNg 15 I=1,LU1
XAVI=XAV1I+X(])
ZAV1=Z2/W14Z(1)
XAVI=XAVLI/FLCAT(LUL)
ZAv1=7Av1/FLCaT(LUL)
XAy3=2,

Zhvi=",

LY2Z=N2/NX2
MMXY=A=-LUP+]

g 145 IT=MMX,NC
XAY3I=XAVI+X(I])
7Avi=7ivr+7(1)
CAYRI=X2VI/FELUAT(LLZ)
ZAVI=ZAVY/FLOATLLD)
FYXC=(ZAVI=-ZAV1) /[ NAND—
FXA=ZAyZ=FXrxXAave

Xavl)

BETWEEN

[ SRS §

X AND Y

YAvyli=~n,
NE17 I=1,L010
Yaviz=vyiyvl+Y (1)

S1ONS

16/12/4 4
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=y L

OO0

OO

[

L TaT CATE

YAYL=Y 2yl /FLTaT(LLL)

YAV3=0.

no 18 T=HMY,NQ

YAV3I=YAVI+Y (1)

YAv3I=Y y3/ELUATILUZ)

N Y=Y avl)/(Xavi3-Xavl)
CAL=Y Y TS RAVTY

WA RN WA e N RN FRE .
FIND QZLATICHNLGHIP A2Thczdl TWO RESIDUALS
dedededkosk ek gk K

ARE

TY=FXi=-FX4*X (1)
[)=CyA=Cu%x(])

& EIQREB': '-Aylh-i,PA,C»\!\C)

20 30 I=1,LU1
RiV1i=Rlvi+1cl(I)
apvl=R2vi+ta(l)
ALVI=RIVI/ZFLDATLUL)
R2V1=R2VLI/FLCAT(LUL)
MMX=NC-LUL+]

0O 31 I=MMX,NO
R1V3I=FIV3+REL(T)
R2v3=12v3+RE2(1)
22V2=A2V3/FLCAT(LU2)
R1V3=21V3/FLCAT(LU2)
TXH=(42V3-R2V1)/ (R1V3-RiV1)
CCO=Fxh—-TXR&ESXA
CCL=FXRh=TXH®5SXP
CC2=TXH

BRRER R R R RA

™
[¥8]

16712744

COTATYN THE ESTIMATORS FNR THE COEFFICISNTS OF EQUATION: A, R, AnND C

YON g XA G R R AR A AN
A=Fa =TxBH5XA
§=FXF =T XHESNE
C=Txr

AFTLON

=N )
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VOO TYO

YRP DATE = 72342 16/12/49

175 F
SUF’YL.!’" 2 ART{FL,F2,F3,54,F5,F5,\C)
REARR&CE Fl VARIABL LT ITS YALL=S INCREASE IM ORDER.
F24F343F4F V" o "u&fkiprik TC Fl, THCSE CORTESPONCING VARITALLES
WILL BE TTAIIANS O ALCGRL IS TO THe NEW CRULEIR CF F1

Ji v e s 3w
IR R WM MAR IR R R

DIMENSTIO] FL{TC) gF2(TC) yE3(TL)F4(TT)SFS(T2),FO(T0)
K=1
FL{NC+L)=1"0"0,
DG 2C M=1,N0
U 21 T=x,NUJ
[IF(FI(™)=-FL1(I+1}))21,21,2¢2
SIrL=F1(1+1)
STTu=+0(1+1)
STC2=12{[+1)
TCa=r4(1+1)
STCS5=F5(1+1) '
STChH=TA{T+1)
FI(I+1)=F1(")
FlI+1)=F2 ()
FR(I+1)=F3(1)
Frf{l+l)=Fa4(l)
Fo(I+1)=FS(M)
FO{I+1)=F&(M)
F1(¥) = STC1
F2(¥)=ST102
F3(~)=57T0"7
F4(M)y=STU4
Fu(¥)=STCH : -
Fa(r)=ST96
CUNT INUE
K=K+1]
RETURM
“NC



Lezod
£
C
22
LEVEL
C
C
C
c
C
C
C
C
C
101
LCV:EL
C
C
C
¢

[

LHh

5”‘T(iTIN?
L P e A ¥R e

LEAST SQUARE METH" FIL7

. . o B e
R A O A A R ]

zZ.
(¥al
-

T alT0 )y YT ), 20T770)

LR

“

T e ®

NN < T

L R S I | BT B )

[V Vs B BN B VA v ]
RN < iy

X KT N R

[=1,*C
(T )=nawF )®Ez245%
Y1 )—V‘J~) ﬂ“+,Y
X{(I)=X/ =)= (y{)-y:
v?)r(Z({) L’
V(I)—YAV')“(Z(I) -7
#SY=(SxY)+%?
SY/SrﬂrYZ SYY/S5S%SLL
.Y/S- )XZ'JXY/ )J"SYZ
ZAVE-BHXAVE-C*YAVE

.")4‘0‘/\/
"r).,,f:vz
AVE)+SYZ

Exih~_ 3N v BN qu I V2NN o IV IN VRN o JR &g
I~ «w =< #t It
oo H [Tl 1]

Tm
- -
o]
2

r

19 ATIME

FUNCTION ATIME(Pl,P2,NSEED)

ook ofeode Aok o e ok ook

MaoMaL pIST. RANPCM NUMETR GENERATION

Mz ole sl wie Wl wis ate b ot e e
HREFR YRR LR RN R

LCaMAL DIST.
ATION OF NORMAL

(
3 - 7

SVv=D.

LU 1¢1 I=
SUM=SUH+R
ATIME=( SUM—§
ReTURN

Ty

I

12
M INGE

,c2D)
)%

ot
P2+P1

13 AN

F‘L:\CT INN Qxff‘l(I\S":FP)
FRkged e e d B

~AMUO) NGB I BEMERATICN

PR o

P
LR I IR - A R

N"CED IABS(NSEZN*6£55393)

FaTR = 72742

DIST.

16712749
55

LOMUx g Y7 3 KA VI s YAVL,ZAVE 200y 5,3,C)

TRE 2T GI*TSSINT S 7 o= A o+ BX + CY

DATE = 72342 16712749

16712749

AN=FLQATIMTO(NSEED»333544232) ) /FLCAT(3355 4432)

R_TlQN



Appendix C
The results of simulation

study in Chapter IV
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REG!™ " X 15 15.00 70 2.3 REGION TF Y IS 2n.0as TC 2,00
A = 3.0 B = 4-0 C = 2.
NO = 10 TWD GROUP THFEE Q=M1 LZIAST SQUARE
10 A B ¢ A B C A & C
.1 lodn g elc 7.0% 2.35 4,07 2.1 230 bac 3 2.1
o 2.32 4,11 .9 P A Gai5 l.G7 251 4409 1.96
nol C§.77 3058 '—".fl 4"'\ §-71 ;’l‘: 5.1{’ 3.7'«" 1.?'}
ol .07 3.89 "« 00 2.f2 36749 Le3 3,737 3.92 - 2.¢0C
Ce5 2430 4405 2eC7 3.26 4,00 1.99 3.28 3.55 2.04
Tk .23 7,86 ".l4 2,54 e 3 2.C3 4, C7 3.68 2.02
~ a7 2e33 2.79 1.97 3.17 305 261l 2,35 3.G65 le9y
S “£.c9 3.41 2.03 4.87 PR celf felh «EC Z2.(C5
DI 5.u3 L.l 1.7 &.63 3.9° Les? Teb JethA 1e43
RECGICN CF X IS 22.00 7Tro 5,77 PESIOCN CF Y IS 14,0¢0 TO 1.0C
A ==3,° B = 3': C ==l 0
M o= 20 TwWi GRLL? THRZZ GxoU» LEAST SCUARF
STo A 3 C & =} C A g C
Gcl -3,21 3.721 3.97 -2,17 30C1 -4,00 —-3.14 3:01 -4 .00
0.2 —2.94 3.MN1 L2 -2.51 2.97 —-4.02 —2.65 2.58 =4,01
0.3 —4c84 EFSAL) .73 —4.40 3.04 "3.9’.) -40‘9'5 3-CC) -3092
Uoli' "'2.27 2-()3 ?.96 -3-19 2097 -3QQI —3025 2’99 -3095
0.5 =-2.20 2.F0 3.745 -1.89 2.2 =3.860 -2.C1 2.83 -=3.79
Ceb -J.34 2.80 t,C1 ~ZJ60 2,79 -2,65 -C. 20 2.21 =3.96
C.? "l..].‘) 2077 3054 -3-6 2.90 -3077 -2066 2082 -307;)
C-a "4.37 ?.98 3.0': "6063 2.94 -3.43 -4092 2090 -3.59
0.9 -6,C1 3.13 -3.866 =7.00 3.20 =3.87 -7.38 3.15 =3.72
S2CGICN CF X IS 13,60 T 2,60 RNEGICN CF Y IS 12.C0 T 4.C0
A = 5.0 B =—4.¢ S = el
.= 2c Twil S-CL2 Thzez GRUYP LEAST SQUARE
STH A o) C A oA Cc A B C
':ol 4-.‘3‘: —"?.00 :.O‘* L!o—;l ~2.5% 20C4 4.55 -3099 2-03
002 5012 ‘/"QC.? 1.9 ;‘oln —,‘ccl logq ‘0-0101 —2og€ 1-9()
Te3 5625 =440 A Se36 =6,04 1.65 523 -4.C2 2.C0
O.L 4'14 -10‘%7 j_oqq 3-94 -3n69 2003 4.03 _BOPR 2'00
Ceh 5438 —=4,00 eul .14 -3,.6G¢ 1.59 527 -2.6G4 1.97
Deh 5«11 —2,¢] l.74 311 -=3.24 1.65 5«14 =3,7R 1.52
C.? "fc?(’) _1087 7.00 7-&"! *‘.3‘3 OCL? l'.ﬁq -3.}'[1 ?.Cl
C.S DeTu ~4 4G 109(‘ 5011 -3.74% 1.G3 3.77 "3.78 10")4
Oo() 1.2': -BOL% l.)‘f: loi)q —-3.':}:; ZOCO 1-62 ‘3.51 1.97
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REGION (iF x [2 25.00 70 10.00 RZGION QF Y IS 17.00 TC S.0¢

A= 3.0 B = 3.0 L= 2,0 )
NT = 10 Tw. GRGUP THRT = aRgu» LEAST SCLARE
STL A A L A E c A B S
l.-l 10“7 ‘3.0"* 2..4 1?.06 7’0"2 CC?’ 2023 3.{‘.;_). 3.C2
2.2 2elF 3.07 2.9% .57 .02 2.3C 2463 3.05% 2.93
’:c-5 q.3:r .‘-6-‘ 3'01 6o[v7 207"“ 30‘::_ 7.'?7 2-7; 2-9*:)
(,.4 :).1,3 Zor‘.’ .,709") -"Qc';lf 2096 2.57 lf.‘f‘) 2092 2.97
C.‘S 2022 30'}2 3.07 ?.52 3.00 3.07 3047 2.(;9 3.00
CO‘! 5654 et ek 2.69 2-')7 3,00 507 2-‘72 2096
e \003"' ?'TL‘ :’a e £ ?oo".q 20‘76 Ea32 209% 2092
{.* 11-1? :o[f" -2002 ('.9? :’.54 301‘1’ 1‘?'24 20"9 2.93
P ez’ Sel1 2.57 HeTT e RS Q19 2453 2o

RIglon CF X IS 20077 Tr 4,00 ReLICK CR Y IS 15,20 TC  2.00

A = /’o‘: ‘t“ = "foo C = [10’.\
AL = 2¢C Twh GRCLFY THREZE GROUP LEAST SOUARE
STD A £ c A b C A B c
Cal 4 .07 398 4,02 3.818 3.98 4,03 3.85 3.99 4.02
0.2 3.38 4.0 G004 3.6 4.C0 4405 3.93 2,59 4.02
Je3 5486 3,95 3,51 44,58 4403 3.95 4e43 3.67 4,04
Cets 4,55 44,20 3.56 5.99 3.G4 3.E9 5499 3.62 2.92
Ced 6455 3450 .07 2.21 3.87 3.74 Te41 2,89 3.7G
CeA 5.71 T2 3734 Sel4 3.97 3.94 be26 3.£9 3.951
Ce7 T7.22 4.19 2.37 5.55 411 3.63 6.04 4.11 3.57
C.8 11.61 3.62 3.65 12.57 3.61 3.60 12.73 3.59 3.61
0.9 8435 3.E5 3.73 S.76 3.81 3.67 11.37 3,77 3.55

REGION NF X [ 12.07  7T0 PRARN "EGICN CF Y |S 12.060 TQ 2.0C

A = 50‘: B = 5-‘. 3 = ‘5-'-:
RO = 3¢ Tl GRNLP THREE GRCUP LEAST SGUARE
SIC r Fs C & 2 C A B C
Cel 4459 e G4 L, 39 5.11 3.03 4% 95 5.19 5.C2 4434
Ce? babr .02 5,00 fho iz 4e 32 5.C3 S5.14 4467 Dol
Ce3 6.C7 4495 4 .89 9423 4437 498 Ye73 44,G32 4.95
Cet .23 ‘5,24 4L.54% £.C1 56273 4,68 €.Ca .15 4,76
(‘o"-) ‘3.(-"'3 4.FSLV /+.Ol+ g.(’)(‘ “’1"55 4070 Q.CS 4.?(‘ ‘1.76
Ceh 7449 L. 1 4,97 €.75 LT 4496 T.27 4oLE 4e34
(:07 -"}.1? ‘f.?i‘. 10¢i'-1 E-:’l [f.‘"i:.) 4.66 3.9 "-gr “obl
C.R R, 8C 4,96 44,545 1C.97 4.73 4445 11.27 4.67 4,45
Cel €.05 el 7 4o 73 7.78 4,97 44857 £.22 Ly Sy 4453



REQIC . "'F X I, 20.00 "7 3.00 CELIQT NE Y LS 2007 TO RL00

C 4D Wwio= O

A= 3.0 B =-2. o ==l
MO = 10 TWO GROUP THR-T GNP LEAST 53UARE
STD p ) < A - < A A C
,:01 3"4“: —zool —1'-0"-‘ 1.’33 "'30‘:1’.‘ —B.ul 3033 —3.t"‘ _3.'\/0
1.-]. —6c3&1 —2-71 —?-’/"‘) 0.73 —-’r.Zl "'2.41. —3046 _35—.‘5 —2n52
201 —5025 _’.‘.-7(:‘ _3-«_" _‘.0071 "l.c’:)() ‘2-87 —9-4“) "'1.\'3'3 -3.04
2.1 —-12.41 =-2.51 =2.10 =9.39 =-2.54 =2.44 -11.84 ~-2.48 -2.29
A.1 =159 =2.74 =lend =27.73 -1.32 =2.0 -2%43% ~1.938 =-2.0GC
'.-)nl. —152-?.: _1'6'3 -609’? —_)".‘o'.f?’ _;-2: —lnél ""52-:} —1154 ’-nr)l
Dc). -3(_.0{7.5 ‘-.'L.'79 _.‘L-.-‘l —5-.3~ —lolh —l.éL "33.&‘-0 "l.oll _1042
7ol =51e5. =Uaeit =leld =F7 066 =057 =T.489 —49,20 =Cab%S —UHT
3.1 =3B .l —esh  =leh =Z2T.h6 —le22 =1.77 =34.14 -1e21 -1.03
REGIUN CF X IS 20.0Q0 TO  3.37° ~+=5Iun GF Y IS 2¢.CC TC 3.0C
A = 4.C 3 =-4.U C ==4.9
NO = 20 Tw(Q ouCuUP THREE GROUP LEAST SJUARE
STD A 8 c A B C A B c
o1 1.45 =-3.93 -=3.23 1.6 -3.94 -3.85 223 =3.9C -3.93
1l m12.%1 —3.69 =3.34 -lE.76 =3.27 -=3.09 -13.35 =3.,32 -3.35
ol —38.38 _203() —2-(3 -55023 —2054 "'2012 '38.99 "2.27 -20(4;
o1 —45.83 =2.12 -1.80 -44.03 -2.09 -1.93 -48,19 =-1.94 -1l.71
01 "69.41 -1082 —Call "62.24 -1-81 _0063 -62076 -1079 'Oibl
-1 —")1.97 -1057 _(‘.{‘? “64.89 —1.44 -007? "64.4’) —1054 -0070
Jl =59.23  —1.0% =le&4 —04.6S  —5.73 0 —1l.34 —63.14 =0.74 =1l.51
REGINN QOF X IS 26.C3 TO 3.00 REGION OF Y IS 204,00 TC 3.00
A= 9.0 B ==047 C ==5,0
0 = 2D TwD GATUuP THREE GRUOUP LEAST SGUARE
5TD A B < A B C A B C
Cll 4,56 —5.')7. —4.‘;7 4.R6 -5001 -4.97 4.76 —5.(}1 _4096
lo1 4,31 =4,.2% —=5.0R 1.4 =4,30 ~-4.92 1.73 =-4.81 -—-4.88
2.1 -8.,C9 -4 4,2C —Lab& -(,.P,f!' -4 .57 ~4 455 ~3e33 -4 ,2¢6 -4 o4
3.1 —=2.431 —4.HV =3,0% —24.17 —4.32 -=3.03 =28.60 =4.06 —2.96
4-1 -41073 -3-2 -7074 "46.95 -3.18 -2030 -47092 —ZORZ —2060
501 -I#BAS? "’2-7" —3.C'3 "[14027 _2.83 —2091 '—4"0&7 _?-76 "'2095
(.‘.]. ":307() ‘2.3{ -‘200“ —".:';_,.ll* "2.()7 -;_‘C‘Z _58097 _2071 —'10<JO
7el —=857.79 =7.03 =0.32 -£3.8%1 =-1.87 =2.07 —56,52 =1.91 =1l.94
Gel =71.55 =1.26 =1.3¢ =78.,86 =~1.73 =1.11 -77.C6 =177 -1.19



