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ABSTRACT

Surface waves that reflect, or backscatter, from lateral changes in the near surface provide

information about the location and depth of anomalies as well as their properties such as re-

flectivity and velocity. We develop 2D and 3D algorithms that forward model surface waves

and image surface-wave reflectors. Our forward model is based on surface-wave propagation

in a vertically layered model. We extend solutions to account for lateral heterogeneity in

2D and 3D.

By using high-resolution dispersion-curve estimation and array-windowing schemes, we

improve upon existing methods of determining shear-wave velocity from direct surface

waves. Surface-wave reflection imaging along the survey line provides a 2D estimate of

lateral surface-wave reflectivity as a function of spatial location and frequency (or depth).

The 2D reflectivity image has sharper lateral resolution than shear-wave velocity models

estimated from direct surface-waves. We verify our method of modeling and extracting

reflectivity using numerical and physical modeling. The normalized root-mean-square de-

viation between our forward modeling and extracted reflectivity from data generated by

SPECFEM2D is 14%. Extracted reflectivity from a physical model with a vertical fault

also matches reflectivity predictions. Reflectivity maps from Hockley Fault near Houston,

Texas are consistent with evidence for faults in traditional body-wave reflection images.

By modifying the dispersion relations for wavefield extrapolation methods, we model

and migrate surface-waves across the 2D free surface to create a 3D reflectivity image.

Given a single survey line we show that the wavefield within the direct surface-wave cone,

often identified as noise, contains valuable reflections that should be used for imaging.

Migrated surface-wave images from the Bradford 3D seismic survey in Pennsylvania and

seismic data from the Arctic Slope of Alaska correspond to topographical features in the
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area. Using synthetic models, we show that having sources and receivers within the image

greatly improves migration results.

We use reflectivity to update surface-wave phase-velocities (determined by picking dis-

persion curves) across the survey line. By inverting the updated phase-velocities, we es-

timate a shear-wave velocity model that is sharply defined in the lateral direction. The

updated velocity model for the Hockley Fault system near Houston, Texas helps identify

normal faulting and a small graben feature near the main fault. Imaging and inversion of

reflected surface waves promises to deliver an augmented picture of the near surface.
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Introduction

Depending on the model and particle motions of an incident wave, boundary conditions at

the free surface set up two unique types of surface waves, the Love wave and the Rayleigh

wave. Love waves arise when the SH-wave becomes trapped by becoming post-critical in the

layer between the free surface and a lower boundary. Raleigh waves arise solely from special

boundary conditions at the free surface where P and SV waves couple. Surface-waves have

a unique quality in that particle displacement decays exponentially from the free surface.

When a Rayleigh or Love wave propagates across the free-surface of a model in which

differing vertical layers of shear-wave velocities exist below, the surface wave will extend into,

or see, different layers depending on its frequency spectrum. Small wavelengths are sensitive

only to shallow layers and larger wavelengths are sensitive to deeper layers. It follows that

the actual velocity of the surface-wave in terms of its phase (i.e. phase-velocity), differs as a

function of frequency. This type of propagation is called dispersion and surface-wave phase-

velocity is often referred to as a dispersion-curve. The summation of different wavelengths

of phase-velocities across the continuum of frequencies form an envelope traveling at the

group-velocity. In layered models, in addition to the fundamental-mode dispersion-curve,

higher-mode dispersion-curves exist due to the harmonic nature of surface waves.
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The relationship between surface-wave phase-velocity and shear-wave velocity of the

model is a useful tool in near-surface exploration. Investigation based on surface-wave

phase-velocity generally follow the steps of (1) extracting dispersion curves to determine

phase-velocities per frequency (Nazarian, 1984, Park et al., 1998, Stokoe et al., 1989) and

(2) inverting phase-velocity as a function of frequency to shear-wave velocity as a function

of depth (Xia et al., 1999). Phase-velocity inversion is a 1D operation. To extend the

method to 2D and capture lateral change in the model, it is common to determine many 1D

shear-wave velocity profiles from corresponding 1D dispersion-curve inversions in an area

and combine the results spatially in 2D or 3D by interpolation. As a result, lateral change

is smooth and not as well defined as vertical change.

An alternative to surface wave phase-velocity inversion are group-velocity techniques

such as ray-based surface-wave tomography (Kafka and Reiter, 1987, Long and Kocaoglu,

1999, Tarr, 1969), and wave-based surface-wave tomography, (Abbott et al., 2006) and

(Haney and Douma, 2010). An inversion is posed to determine the shear-wave velocity

model by setting up an objective function which matches the travel-times between simu-

lated seismic data and recorded data. Surface wave tomography is inherently a 2D or 3D

operation, providing an effective determination of smooth lateral change in the model.

One may also devise an inversion to match the entire waveform, not just time-arrivals,

resulting in a higher resolution model than travel-time tomography (Operto et al., 2004).

Given advances in modeling the seismic surface-waves (Komatitsch and Tromp, 2002) and

the application of the adjoint method (Tarantola, 1984), full-waveform inversions are an

attractive technique. However, there are substantial challenges inherent to the method. It

is non-unique and under-determined, and it requires powerful computers to run complex

seismic propagation simulations and invert large matrices. Also, all tomography methods
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use the direct surface-wave and are limited by the bin size, thereby only providing smooth

lateral change in the model.

Another approach to resolve lateral change in the model is to use surface-wave scattering

and reflections. Given a known shear-wave velocity model, an approximate integral can be

used to represent the wave field of laterally scattered surface waves (Blonk and Herman,

1994), and by re-framing the problem, upcoming body waves that scatter to surface waves

can also be used for imaging scatterer distribution (Campman et al., 2005).

Surface-waves that scatter and reflect contain unique information about sharp model

properties at depth as shown by methods that estimate reflection and transmission coef-

ficients from vertical boundaries (Keilis-Borok, 1986, Malischewsky, 1976, McGarr, 1967).

Although the general case for surface-wave reflection is complex, equations have been devel-

oped to account for oblique reflections and conversions (Meier et al., 1997). Methods which

estimate reflection and transmission coefficients all assume a quarter-space type model (two

half spaces welded together), where each quarter-space has vertically heterogeneous shear-

wave velocities.

We bring the concept of processing surface-waves one step further by imaging with

surface-wave reflections. Surface-waves reflect from vertically oriented features, thereby

identifying features that are otherwise difficult to determine using direct surface waves or

traditional seismic processing. By processing and migrating surface-wave reflections we

create a reflection image of sub-vertical features near the surface. Because surface-wave

dispersion is dependent on shear-wave velocity properties below the surface, the spatial

frequency of the reflection image can be mapped to depth. As a result, our developed

methods yield both 2D and 3D reflectivity images.
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We approximate surface-wave propagation by modifying the dispersion relation in phase-

shift and one-way wave equation formulations. By using deconvolution as an imaging con-

dition we estimate reflectivity in the image. Considerable detail about surface-wave prop-

agation is presented as foundation for our methods of 2D and 3D modeling, imaging, and

inversion. Using migration to create a 3D image has intriguing implications in regards to

the geometry of the survey. If several lines of receivers are active for each source, wavefields

from each line will be additively stacked in the migration process, increasing the signal-to-

noise ratio. Our primary goal is to identify vertical features, in particular features that have

no surface expression. We test our method with various synthetic models, physical models,

and field data.
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Chapter 1

Modeling surface waves:

Fundamentals

1.1 Overview

Surface waves observed in the field are typically very complicated. This is due to inherent

characteristics of surface waves and 3D heterogeneity of the earth. Although our overar-

ching objective is to model and process surface waves in a 3D heterogeneous earth, in this

chapter, we investigate the simplest models required to produce surface waves. We use

fundamental properties and algorithms from simple models as a foundation for developing

methods presented in subsequent chapters. We first investigate an SH boundary wave and

model particle motion near the boundary. We then examine the free surface boundary. We

use the elastic equation of motion to derive necessary algorithms for modeling Love and

Rayleigh waves in a vertically layered model.

5



1.2 Body waves and surface waves

Seismologists often broadly group seismic waves into two general categories: body waves

and surface waves. Body waves are those which travel through the earth’s inner layers only,

and surface waves are those which travel across the surface of the earth. Mathematicians,

who first formulated the theoretical ground work for wave propagation, group seismic waves

slightly differently. Waves are grouped into those which propagate in unbounded media,

and those which propagate at a boundary. A body wave may travel through unbounded

media or be transmitted, reflected, and refracted at an inner boundary. The surface wave,

however, may only travel at the boundary of the free surface.

Boundary conditions at the free surface set up two unique types of surface waves: the

Love wave and the Rayleigh wave. Whether a Love wave or Rayleigh wave is generated is

dependent on the model and the particle motions of the incident wave. The simplest model

needed to generate Love waves is an elastic layer welded to an elastic half-space as shown

in Figure 1.1a. All that is needed to generate the Rayleigh-wave is an elastic homogeneous

half-space depicted in Figure 1.1b.

(a) (b)

Figure 1.1: Simple models used to formulate surface-wave propagation. (a) Simple model
for generating Love waves and (b) simple model for generating Rayleigh waves.
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A horizontally polarized shear-wave (SH-wave) produces the Love wave and a combina-

tion of the pressure wave (P-wave) and vertically polarized shear-wave (SV-wave) produces

the Rayleigh wave. Particle motions for the Love wave and Rayleigh wave are shown in

Figure 1.2

(a) (b)

Figure 1.2: (a) Love-wave propagation, (b) Rayleigh-wave propagation.

Propagation of both the Love wave and Rayleigh wave is governed by the boundary. In

this case, the boundary is the free surface. Surface waves share many similar properties

with other waves that travel along a boundary, such as post-critical waves, or head waves.

Extensive formulations exist for both boundary-wave and surface-wave propagation in a 1D

model and have been compiled by Aki and Richards (1980) and Heaton (2014). It is worth

revisiting the fundamentals of boundary-wave and surface-wave propagation in a 1D model

as a preparatory step for approaching the 2D and 3D problems.

1.3 Inhomogeneous waves

It is useful to consider inhomogeneous wave propagation before investigating the surface

waves because both exhibit similar properties and it is easier to formulate inhomogeneous

wave propagation. Using basic ray theory and trigonometry we can formulate propagation
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for the inhomogeneous wave. We start by describing a SH-wave incident on a boundary,

u(x, y, z, t) = Aye
i(kx−ωt), (1.1)

where u is particle displacement as a function of space, (x, y, z), and time t. The modulus

of the amplitude of the wave is defined as Ay, traveling in vector direction x, with vector

wavenumber, k, and frequency, f . In the case of a SH-wave (a transversely polarized wave)

there is no particle motion in the x or z directions.

Figure 1.3: Post-critical SH wave.

Given a particular angle of incidence, θ1, at a boundary between two layers with shear

velocities, β1, and, β2, we can write displacement in the transverse direction for the trans-

mitted wave as,

uy = Aye
ik(x sin θ2+z cos θ2−β2t). (1.2)

If the angle of incidence is greater than the critical angle, as shown in Figure 1.3, then

effectively sin θ2 would be > 1 and cos θ2 becomes imaginary because cos θ2 =
√

1− sin2 θ2.

Using Snell’s law,

sin θ2 =

(
β2

β1

)
sin θ1, (1.3)
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in a post-critical case, we can rewrite equation 1.2, with an exponential term added to the

amplitude part of the wave,

uypostcritical = e−γzAye
ik(x sin θ2−β2t), (1.4)

where,

γ = k

√(
β2

2

β2
1

)
sin2 θ1 − 1. (1.5)

This means that displacement in the lower layer decays exponentially from the boundary. A

wave that decays in this manner is referred to as an inhomogeneous wave or an evanescent

wave. We now have all the necessary equations for modeling a boundary SH-wave. Consider

a model where the shear-wave velocity in medium 1, β1, and medium 2, β2, is 250 m/s and

500 m/s respectively. Snell’s law dictates that the transmitted wave becomes post-critical

at 30 degrees. Waves transmitted from incident angles beyond 30 degrees obey propagation

given by equation 1.4. Figure 1.4 compares the result of particle displacement below a

boundary from an incident wave at 30 degrees and 50 degrees respectively.

9



(a) (b)

Figure 1.4: A comparison particle of displacement due to inhomogeneous wave propaga-
tion for two different incident angles. The dashed horizontal line indicates the location of
the boundary between medium 1 and 2. Particle displacement for several frequencies are
plotted. The two incident angles shown are: (a) incident angle just beyond post-critical
reflection, 31 degrees (b) incident angle at 50 degrees.

Particle displacements for a range of frequencies are calculated below the boundary.

As a result of the wavenumber term in equation 1.5, particle displacement at longer wave-

lengths extend further at depth than short wavelengths. Interestingly, as the incident angle

increases, less energy is transmitted to the inhomogeneous wave below the boundary. The

decrease in evanescent energy as the angle of incidence increases is consistent with the de-

crease in transmitted energy into the lower layer. Figure 1.5 shows the Zoeppritz solution

for the SH-wave transmission coefficient as a function of angle.
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Figure 1.5: Exact solution of Zoeppritz equations for transmitted SH waves using the same
two-layer model used to generate inhomogeneous waves on the boundary.

As the angle of incidence increases in the pre-critical case, transmitted energy also

increases. At 30 degrees, the angle of incidence causes the wave to be post-critical. At the

post-critical angle the transmitted energy sharply changes and decreases as the angle of

incidence continues to increase. Transmitted energy beyond the post-critical angle is in the

form of the inhomogeneous wave shown in Figures 1.4a and 1.4b.

1.4 Equation of motion

Before formulating the Love and Rayleigh wave, we must pause to define the wave equation

in a linear elastic solid. We begin by reviewing motion. Recall that motion is a function of

both time and space. Newton’s second law states that acceleration, a, is produced when a

force, f , acts on a mass, m,

f = ma. (1.6)

Our goal will be to recast Newton’s familiar equation of motion in terms of displacements

such that we can formulate expressions for the Love and Rayleigh wave motion. Focusing
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on the right-hand side of the equation, acceleration is the rate of change of velocity, which

in turn is the rate of change of displacement, a = ∂2u
∂t2

. Considering a point object with

density, ρ, and infinitesimal dimensions, dx1,dx2,dx3, equation 1.6 can be rewritten as,

f = ρdx1dx2dx3
∂2u

∂t2
. (1.7)

The left-hand side of the equation is trickier to cast in terms of displacement. First, we will

relate force to traction, then traction to stress, and finally stress to strain and displacement.

Starting with the first step, consider that the same point object will experience traction, T ,

or force per unit area, acting on it in three dimensions. In this case we think of our point

object as a cube, with a three-dimensional traction acting on a three-dimensional object.

Force on the point object can be expressed as a summation of all ithtraction components

on the faces of the cube,

3∑
i=1

fi =
3∑
i=1

(
d

1
Tidx2dx3 + d

2
Tidx1dx3 + d

3
Tidx1dx2

)
. (1.8)

Each traction component can also be written in terms of stress, τ , where the ith component

acts on the jth face. Now, switching to Einstein’s summation convention is helpful in com-

pressing the expressions. With Einstein’s notation any repeated index signifies summation

over three spatial coordinates,

d
j

Ti =
∂τij
∂xj

dxj . (1.9)

We can now replace the left side in Newton’s second law equation,

∂τij
∂xj

dx1dx2dx3 = ρdx1dx2dx3
∂2ui
∂t2

, (1.10)
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or, in compressed form,

τij,j = ρüi. (1.11)

If the point object is in the presence of an external force we write equation 1.11 as,

τij,j + ρfi = ρüi. (1.12)

We now invoke Hooke’s Law to describe the elastic relationship between stress and strain,

ε, of the point object,

τij = Cijklεkl, (1.13)

where Cijkl is the stiffness tensor of the object which linearly maps 9 components of stress

to 9 components of strain. The stiffness tensor is an intrinsic property of the material and

is represented by 81 indices of a 3 X 3 X 3 X 3 matrix. Because the stress-strain tensor

is symmetric, there are 21 independent elastic constants. If we assume anisotropy, i.e., a

transversely isotropic medium, the number of independent elastic constants drops to 5. If

we assume the material is isotropic the number of elastic coefficients drops to 2 and Hooke’s

Law, as expressed in equation 1.13, can be rewritten as,

τij = λεkkδij + 2µε, (1.14)

where δij is the Kronecker delta function and the two elastic constants are denoted as

Lame’s modulus, λ, and shear modulus, µ. The two elastic constants are part of a larger

set of Lame’s parameters for an isotropic solid. Table 1.1 shows the relationships between

other parameters such as Young’s modulus, E, the bulk modulus, K, and Poisson’s ratio,

σ. All are useful in describing the stress-strain relationship.
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Lame’s (λ) Shear (µ) Young’s (E) Poisson’s (σ) Bulk (K)

λ,µ µ(3λ+2µ)
λ+µ

λ
2(λ+µ)

3λ+2µ
3

λ,E irrational irrational irrational

λ,σ λ(1−2σ)
2σ

λ(1+σ)(1−2σ)
σ

λ(1+σ)
3σ

λ,K 3(K−λ)
2

9K(K−λ)
3K−λ

λ
3K−λ

µ,E (2µ−E)µ
E−3µ

E−2µ
2µ

µE
3(3µ−E)

µ,σ 2µσ
1−2σ 2µ(1 + σ) 2µ(1+σ)

3(1−2σ)

µ,K 3K−2µ
3

9Kµ
3K+µ

3K−2µ
2(3K+µ)

E,σ σE
(1+σ)(1−2σ)

E
2(1+σ)

E
3(1−2σ)

E,K 3K(3K−E)
9K−E

3EK
9K−E

3K−E
6K

σ,K 3Kσ
1+σ

3K(1−2σ)
2(1+σ) 3K(1− 2σ)

Table 1.1: Lame’s parameters.

By using the relationship of strain to displacement in the following expression,

εij =
1

2
(ui,j + uj, i) , (1.15)

we obtain all the physical relationships needed to define an equation of motion in terms of

displacements. By substituting equation 1.14 into 1.12 with equation 1.15 we arrive at,

µui,jj + (λ+ µ)uj,ji + fi = ρüi, (1.16)

which is Navier’s equation for an isotropic elastic medium. It is worth noting that on the

left-hand side of the equation the 2nd derivatives of displacements are with respect to space.

While on the right hand side, the acceleration term is a 2nd derivative with respect to time.

Both sides of the equation are linearly related.

Although Navier’s equation provides the solution to any 3D problem, there is not an an-

alytical solution for every 3D problem (notably the problem of 3D heterogeneity). However,

we can restrict the problem to be uniform in one or all direction/s resulting in a solution
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for a 2D or 1D problem. A useful problem to solve is a stack of horizontal plane layers

because of its analog to geologic formations. The solution to a stack of horizontal plane

layers is presented a little later in this chapter. The other way to solve Navier’s equation in

3D is to do so numerically using techniques like finite difference or spectral elements. Both

numerical techniques are shown in later chapters.

Regardless of the number of dimensions in the problem it is useful to decompose the

wavefield into the compressional wave (P wave) and shear wave (S wave). To show how a

simplification of Navier’s equation (equation 1.16) decomposes a wavefield into the P wave

and S wave we start by writing Navier’s expression in vector notation as,

µ∇2u + (λ+ µ)∇∇·u + f = ρü. (1.17)

Now we can decompose the vector field into the gradient of a scalar and the curl of the zero

divergence vector. Using the Helmholtz decomposition we express the total displacement

field as the sum of potentials,

u = ∇φ+∇× ψ, (1.18)

where the scalar and vector potentials are φ and ψ respectively. By taking the divergence

of equation 1.17 and applying the condition ∇· (∇× ψ) = 0 we obtain,

∇2(∇ · u) =
1

α2

∂2(∇ · u)

∂t2
, (1.19)

where α is the P-wave velocity defined by,

α =

√
λ+ 2µ

ρ
. (1.20)
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By taking the curl of equation 1.17 and applying the condition ∇× (∇·φ) = 0 we obtain,

∇2(∇× u) =
1

β2

∂2(∇× u)

∂t2
, (1.21)

where β is the S-wave velocity defined by,

β =

√
µ

ρ
. (1.22)

We now have the building blocks to formulate equations for the Love and Rayleigh waves

as well as find solutions for them.

1.5 Love waves

Generation of the Love wave is very similar to the inhomogeneous wave described in section

1.3. It is an SH wave that generates the Love wave, the difference being that there is a free

surface above the boundary (Figure 1.6).

Figure 1.6: Generation of the Love wave.

Love waves arise when the SH wave becomes trapped in the layer between the free

surface and the boundary. Love-wave velocity is dictated by the shear-wave velocity of the
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two layers: β1 < cLove < β2. Lower frequency Love waves will tend to have velocities closer

to the lower layer and higher frequency Love waves will tend to have velocities closer to the

upper layer. Given that it takes at least two layers to set up the necessary conditions for

the Love wave, it follows that the Love wave is intrinsically dispersive.

Solving Love-wave particle displacement for the simple model of two layers requires

application of boundary conditions to the general equation of motion. To solve Love-wave

particle displacement as a function of depth and time we begin with the wave equation for

a shear wave, equation 1.21, and simplify it by only considering the displacement in the

transverse direction, u2,

ρ
∂2u2

∂t2
= µ

(
∂2u2

∂x2
1

+
∂2u2

∂x2
3

)
. (1.23)

We assume displacement is related to the plane wave solution where the propagation is in

the x1 direction,

u(x1, x2, x3, t) =
(

0, D(x3)ei(kx1−ωt), 0
)
, (1.24)

with an amplitude, D(x3), in the x2 direction, that decays a function of depth x3. Substi-

tuting equation 1.24 into equation 1.23 results in,

∂2D(x3)

∂x2
3

=

(
k2 − ω2

β2
i

)
D(x3), (1.25)

where i = 1 denotes the upper layer and i = 2 denotes the lower half-space. We solve for

D(x3) in both the upper and lower layer and substitute the result back into equation 1.24

to arrive at,

u2(x1, x2, x3, t) =

(
Aie
−
√
k2−ω2

β2
i

x3
+Bie

+

√
k2−ω2

β2
i

x3

)
ei(kx1−ωt). (1.26)
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The constants Ai and Bi will help with applying boundary conditions. The boundary

conditions will also help constrain the problem. These boundary conditions are:

1. displacements tend to zero when x3 goes to infinity

2. no stress at the free surface, and

3. stresses and displacements are continuous at the boundary.

Applying boundary condition (1.), the constant B2 = 0, and the expression:

Real

(√
k2 − ω2

β2
i

)

)
< 0, (1.27)

changes only the equation for the lower layer (i = 2). By applying boundary condition (2.),

∂u2(x3=0)
∂x3

= 0, the equation for the upper layer is changed. After applying the first two

boundary conditions the solution for Love-wave particle displacement in the two layer case

can be written as:

uyupper = 2A1 cos

(
i
√
k2 − ω2/β2

1z

)
ei(kx−ωt), (1.28)

for the upper layer and,

uylower = A2e
−
√
k2−ω2/β2

2zei(kx−ωt), (1.29)

for the lower layer. Note that it is the lower layer that has the term which dictates a

decaying amplitude with depth. Although it is not a true representation of the true particle

displacement we can model the upper layer and lower layer separately and investigate its

effects to understand fundamentally how the equation works. If we assume a model where
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shear-wave velocity in the upper layer, β1 = 250 m/s, is lower than the lower layer, β2 = 300

m/s, and the depth to the boundary between layer 1 and layer 2 is 6 m we will set up the

proper conditions necessary to produce a Love wave. Figure 1.7 shows the result of the

modeling at a snapshot of time for several different frequencies.

Figure 1.7: Particle displacement for the Love wave as a function of depth for the shear-
wave velocity model: (β1 = 250 m/s, β2 = 300 m/s). Depth to the boundary is 6 m.
Displacement for the upper layer is shown above and displacement for the lower layer is
shown below. Lines are colored according to solutions for various frequencies.

19



Again, we have not applied boundary condition (3.) therefore the result shows the

hypothetical case for the interface being unwelded. We will show a more complete result

below when formulating the Love wave and modeling with a vertically heterogeneous mod-

els. Nevertheless, there are some interesting results to see at this point. Displacement is

constant for all frequencies in the upper layer. It is only the lower layer which contains

an evanescent wave much like the inhomogeneous propagation shown before. As expected

the lower frequencies decay less in terms of particle motion than the higher frequencies

indicating dispersion.

1.5.1 Love wave modes

To investigate the higher modes of the Love waves and model their behavior we can use

equations 1.28 and 1.29 and introduce boundary condition (3.). To describe that there is a

continuity of displacements at the boundary we explicitly set x3 = H and then set the two

equations equal to each other. After dividing both sides by the time-dependent exponential

we obtain two equations,

2A1 cos

(
i
√
k2 − ω2/β2

1H

)
= A2e

−
√
k2−ω2

β22
H
,

2µ1A1i
√
k2 − ω2/β2

1 sin

(
i
√
k2 − ω2/β2

1H

)
= µ2

√
k2 − ω2/β2

2A2e
−
√
k2−ω2/β2

2H .

(1.30)

There are four arbitrary parameters: A1, A2, ω, and k seen in two equations 1.30. Because

there are more parameters than equations there is not one single solution but a spectrum

of solutions that can be solved as an eigenvalue problem. Physically, this means that Love

wave energy can travel at several different velocities given a certain frequency.

The solution for the eigenvalue problem will be shown in the section for vertically het-

erogeneous media. For now, we can investigate the behavior of the Love wave by setting
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the equations up such that phase-velocity characteristics can be determined numerically. If

we find the ratio of A2/A1 in equations 1.30 and substitute k = ω/c we arrive at,

tan

(
ωH

√
1

β2
1

− 1

c2

)
=
µ2
√

1
c2
− 1

β2
2

µ1

√
1
β2
1
− 1

c2

. (1.31)

To solve the above equation numerically and find valid values for phase-velocity, c, a range

of frequencies are calculated for both the left side and right side of the equation. The

correct phase-velocity is picked by determining the frequency at which the two sides equal

each other. Because there are a spectrum of solutions there will be more than one frequency

for each phase-velocity where Love-wave modes exist. Using the same shear-wave velocity

model as before, (β1 = 250 m/s, β2 = 300 m/s, H = 6 m), corresponding phase-velocities

of the Love wave can be determined. Figure 1.8 shows dispersion characteristics of the

fundamental mode and higher modes.

Figure 1.8: Phase-velocities for the Love wave given the shear-wave velocity model: (β1 =
250 m/s, β2 = 300 m/s). The fundamental mode and three higher modes are indicated with
colored lines.
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As can be seen in the figure above, all modes of the Love wave exhibit dispersive behavior.

Also note that the higher modes only exist at higher frequencies. Using the phase-velocity

solutions for Love-wave modes we can now calculate Love-wave displacements at the higher

modes (Figure 1.9).

(a) (b) (c) (d)

Figure 1.9: Particle motion of the Love-wave for a single frequency of 140Hz. Upper plots
show displacement in upper layer and lower plots show displacement in lower layer. Order
of modes increases from left to right: (a) fundamental mode (b) first higher mode (c) second
higher mode (d) third higher mode.

Again, because the two layers have been modeled as if they are uncoupled, this is not a

true result, but it still helps understand the fundamental physics. As can be seen, the order

of the mode has a distinct effect on love-wave particle displacement in the upper layer and

much less effect on the lower layer.
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1.6 Rayleigh waves: free case

Rayleigh waves are the result of special boundary conditions at the free surface. These

boundary conditions are the same conditions described above for the Love wave; however,

the Rayleigh wave is the result of the P and SV wave coupling along the free surface. Given

an incident P wave from within the medium, there will be conversions from P to SV, at the

free surface (Figure 1.10).

Figure 1.10: Diagram showing the model used to formulate the free Rayleigh wave. An
incident P reflection at the free surface. Bold arrows indicate the direction of particle
motion.

Considering the conversions, the down-going reflected waves from an incident P wave

will exhibit the following slowness, sP , sSV , and ray-parameters, pP , pSV .

sP = pP =

(
sin θα
α

, 0,
cos θα
α

)
, (1.32)

sSV = pSV =

(
sin θβ
β

, 0,
cos θβ
β

)
. (1.33)

Note that in the y direction, there is zero slowness, as there is no motion that can be

reflected in this direction given an incident P wave. The P-wave velocity of the model is

defined as α, and the S-wave velocity defined by β.
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If the ray parameter is less than, 1
α , as represented by an incidence angle less than 90

degrees and originating from within the media which it is incident, the result is a reflected

P and SV body wave. However, if the ray parameter becomes greater than 1
α , both P and

SV waves will be channeled across the boundary. Similar to the post-critical SH wave, the

P and SV waves are inhomogeneous. Given equations 1.32 and 1.33 it can be seen that,

sin θα = αp, and, cos θα =
√

1− α2p2, so that inhomogeneous P-wave displacement can be

defined as,

uP = AP

(
αp, 0, i

√
α2p2 − 1

)
e
−ω

√
p2− 1

α2
z
eiω(px−t), (1.34)

and the inhomogeneous SV wave defined as,

uSV = ASV

(
i
√
β2p2 − 1, 0,−βp

)
e
−ω

√
p2− 1

β2
z
eiω(px−t). (1.35)

The first term is the amplitude as a function of direction, the second term represents the

decaying component in depth, and the third term is phase velocity of the plane wave.

It is important to note that it is not a superposition of the inhomogeneous P and SV

waves which cause the Rayleigh wave to arise, rather a coupling of the two. One can

show how the P and SV waves couple at the free surface using the wave equation and

the displacement formulation (Aki and Richards, 1980). For brevity, we show the particle

motion of the Rayleigh wave after Lame’s parameters are assumed to be µ = λ, (ie., Poisson’s

ratio equal to .25),

uRx = A
(
e
−.8475 ω

cR
z − .5773e

−.3933 ω
cR
z
)
sin

(
ωt− ω

cR
x

)
, (1.36)

24



in the x direction, and,

uRz = A
(
−.8475e

−.8475 ω
cR
z − 1.4679e

−.3933 ω
cR
z
)
sin

(
ωt− ω

cR
x

)
, (1.37)

in the z direction. For the above case, Rayleigh-wave phase-velocity, cR, is nearly equal

to the shear-wave velocity, cR = .9194β. Comparing particle motions from two different

elastic half-space models is helpful for understanding the Rayleigh wave. Figure 1.11 shows

particle motions from two different models. Shear-wave velocity is 200 m/s in model 1 and

300 m/s in model 2. An elastic relationshiop of µ = λ is assumed to be true for both models.
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(a) (b)

(c) (d)

Figure 1.11: Particle motion of the Rayleigh wave. (a) 200 m/s shear-wave velocity, (b) 200
m/s shear-wave velocity, (c) 300 m/s shear-wave velocity, (d) 300 m/s shear-wave velocity.

Note that although vertical displacement is shown on the horizontal scale it is still

vertical displacement is in the vertical direction. Just as for the Love wave, particle motions
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decay less at depth for lower frequencies. However, it is important to note that because

there is only one velocity in the model, the free case of the Rayleigh wave is not dispersive.

Although lower frequencies sample deeper, they still exhibit particle motion at shallow

depths. The horizontal component exhibits displacement in both the positive and negative

direction, whereas the vertical displacement shows only displacement in the positive direc-

tion. Horizontal displacement is constrained slightly more to the shallow depths compared

to vertical displacement. Finally, one can see that the faster velocities result in deeper

particle displacement than the slower velocities. Also, because the free Rayleigh wave is not

dispersive there are also no multiple modes of the free Rayleigh wave.

1.7 Vertically stratified layers

A common model to consider is the case where the medium is only vertically heterogeneous,

in particular, a stack of horizontal layers. To set up the solution for the surface-wave we first

set a Cartesian space where basis vectors, ez, denote the Cartesian coordinates. Navier’s

equation of motion defines surface wave propagation in a vertically inhomogeneous model.

In vector form this equation is,

ρ
∂2u

∂t2
= µ∇2u + (λ+ µ)∇∇·u + ez

dλ

dz
∇·u +

dµ

dz

(
ez ×∇× u + 2

∂u

∂y

)
. (1.38)

The second derivatives of displacement with respect to time on the left side of the equation

are linearly related to second derivatives of displacement with respect to space on the

right side. By defining displacement and stress in a specific way, a convenient matrix

can be constructed that leads towards a solution of Navier’s equation for surface-wave

propagation. For the Love wave, the variables l1(z, k, ω) and l2(z, k, ω) will be set aside
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for the displacement and stress eigenfunctions respectively. For the Rayleigh wave, two

pairs of variables {r1(z, k, ω), r2(z, k, ω)} and {r3(z, k, ω), r4(z, k, ω)} will be set aside for

the displacement and stress eigenfunctions respectively. We now continue with deriving the

equation of motion for both the Love wave and Rayleigh wave. Recall that Love waves are

caused by SH waves and therefore only exhibit displacement in the y direction,

(ux = 0, uy = l1(z, k, ω)ei(ωt−kx), uz = 0), (1.39)

Rayleigh waves, being a combination of P and SV waves, couple to create an overall elliptical

motion. Rayleigh waves exhibit displacement in the x and z direction, but not the y

direction,

(ux = r1(z, k, ω)ei(ωt−kx), uy = 0, uz = ir2(z, k, ω)ei(ωt−kx)). (1.40)

Returning to the boundary conditions for the half-space we now add an additional condition

that stress and displacement must be continuous at all layer interfaces, while λ, µ, and ρ

are allowed to be discontinuous. Remember that Hooke’s law is,

σij = λεkkδij + 2µεij , (1.41)

where σij and εij are the components of the stress and strain tensors, λ and µ are Lame’s

parameters, and δij is the Kronecker delta. Using Hooke’s law and the displacements defined

by equation 1.39, stresses can be determined for the Love wave in terms of displacement
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(l1),

τxx = τzz = τyy = τzx = 0,

τyz = µ
dl1
dz
ei(ωt−kx),

τxy = ikµl1e
i(ωt−kx).

(1.42)

Because stresses are continuous across the layer interfaces the stress acting on the y-plane

from the z direction, τyz is defined in terms of stress (l2) as,

τyz = l2(z, k, ω)ei(ωt−kx). (1.43)

Likewise, stresses can be determined using Hooke’s Law and displacements defined by equa-

tion 1.40 for the Rayleigh wave in terms of displacement (r1, r2),

τyz = τxy = 0,

τxx = i

[
λ
dr2

dz
+ k(λ+ 2µ)r1

]
ei(ωt−kx),

τyy = i

(
λ
dr2

dz
+ kλr1

)
ei(ωt−kx),

τzz = i

[
(λ+ 2µ)

dr2

dz
+ kλr1

]
ei(ωt−kx),

τzx = µ

(
dr1

dz
− kr2

)
ei(ωt−kx).

(1.44)

Again, because stresses are continuous across the layer interfaces in the z direction, τzx and

τzz are defined in terms of stress (r3, r4) as,

τzx = r3(z, k, ω)ei(ωt−kx),

τzz = r4(z, k, ω)ei(ωt−kx).

(1.45)
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Displacements for the the Love wave and Rayleigh wave, equations 1.40 and 1.39, can

be substituted into Navier’s equation and stresses for the Love wave and Rayleigh wave.

Equations 1.42, 1.43, 1.44, and 1.45 are rearranged into matrix form of a set of first order

differentials for both the Love wave and Rayleigh wave. For the Love wave:

d

dz

 l1

l2

 =

 0 µ(z)−1

k2µ(z)− ω2ρ(z) 0


 l1

l2

 , (1.46)

and for the Rayleigh wave:

d

dz



r1

r2

r3

r4


=



0 k µ−1(z) 0

−kλ(z) [λ(z) + 2µ(z)]−1 0 0 [λ(z) + 2µ(z)]−1

k2ζ(z)− ω2ρ(z) 0 0 kλ(z) [λ(z) + 2µ(z)]−1

0 −ω2ρ(z) −k 0





r1

r2

r3

r4


,

(1.47)

where,

ζ(z) =
4µ(z) [λ(z) + µ(z)]

[λ(z) + 2µ(z)]
. (1.48)

As stated before, the eigenfunctions for Love waves are displacement, l1, and stress, l2. And

the eigenfunction pairs for Rayleigh waves are displacement, (r1, r2), and stress, (r3, r4).

Both the Love wave equation, 1.46, and Rayleigh wave equation, 1.47, can be written in a

generalized compact form,

df(z)

dz
= A(z)· f(z), (1.49)

where f(z) is the n× 1 vector corresponding to eigenfunctions and A is the corresponding

n × n matrix. The value of n depends on whether the problem being solved is the Love

wave (n = 2), or Rayleigh wave (n = 4).
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By solving equation 1.49 for Love or Rayleigh waves we can determine displacement

as a function of depth, stress as a function of depth, as well as the modes for phase-

velocities. However, the solution to both eigen-problems are non-trivial because the velocity

and density are a function of depth.

There are many methods to solve the eigenvalue-eigenvector problem we have formed

in equation 1.49. One can chose a numerical method like Runge-Kutta or one can chose

to use semi-analytic methods like the propagator matrix method (Haskell, 1953, Kennett,

1983, Thomson, 1950). The propagator matrix method is used for this study due to it’s

speed of execution.

A sequence of matrix multiplications for each layer is formed while imposing continuity

of stress and displacement at the interfaces between layers. Eigenfunctions, as noted by

f(z), in equation 1.49, are found for each layer, between depths, z, at k indices,

f(z) = P(z, zk−1)P(zk−1, zk−2)...P(z1, z0)f(z0) = P(z, z0). (1.50)

The propagator matrix, P(z, z0), is substituted into equation 1.49 as,

d

dz
P(z, z0) = A(z)P(z, z0), (1.51)

where elements of P(z, z0) for both the Rayleigh wave and Love wave contain dispersion

relations.

We again return to the model, (β1 = 250 m/s, β2 = 300 m/s, H = 6 m), shown

in Figure 1.12a. This model, which only has two layers, is the simplest version of the

vertically heterogeneous model described above. Using the propagator matrix method we
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solve for stress, displacement, and phase-velocities for the Rayleigh wave. Phase-velocities

for the fundamental mode and two higher modes are shown in Figure 1.12b.

(a) (b)

Figure 1.12: Rayleigh wave, general case (vertically inhomogeneous layers), (a) Shear-wave
velocity model, and (b) resultant fundamental mode and two higher modes.

Rayleigh phase velocities are dispersive in the presence of a layered velocity model. The

limits of phase-velocities for the fundamental mode are bounded roughly by the velocity

of the shear-wave velocity model. Higher modes have both higher frequency and larger

velocities than the fundamental mode. Physically, the higher modes of the Rayleigh wave

are different than the fundamental mode. Higher modes are a channel wave formed between

boundaries in the velocity model. Figure 1.13 shows the solution for displacements of the

fundamental mode.
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(a) (b)

Figure 1.13: Fundamental mode of Rayleigh wave, general case (vertically inhomogeneous
layers). Displacements for (a) horizontal axis, and (b) vertical axis.

Rayleigh wave displacements in a vertically heterogeneous model are similar to displace-

ments found in the free Rayleigh wave case, Figure 1.11. Particle displacement due to lower

frequencies sample deeper than higher frequencies. Particle displacement in the horizontal

direction (Figure 1.13a ) indicates a slight change in the trend at 6 m, the same depth as

the boundary. In this respect, horizontally moving particles seem to be more sensitive to

changes in the velocity profile than vertically moving particles, Figure 1.13b.

Rayleigh wave propagation can be modeled given any number of layers and any variation

of elastic properties. Even a complicated model where elastic properties are multi-valued as

a function of depth may used with the modeling template. Figure 1.14a shows a multi-valued

shear-wave velocity profile.
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(a)

(b)

Figure 1.14: Rayleigh wave, general case, Vertically inhomogeneous layers (a) Shear-wave
velocity model, (b) resultant fundamental mode and two higher modes.

Phase velocities are drastically affected by a multi-valued profile. Reverse dispersion is

observed in the fundamental mode from 20 to 40 Hz, Figure 1.14b. Particle displacement

for this type of model is also unusual, as seen in Figure 1.15.
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(a) (b)

Figure 1.15: Rayleigh wave, general case, complex model (vertically inhomogeneous layers).
Particle displacement for (a) horizontal axis, and (b) vertical axis.

Unlike the free Rayleigh case (Figure 1.11) and the simple two layer case (Figure 1.13)

where particle displacements uniformly decrease with depth for all frequencies, this complex

case case causes particle displacements to appear somewhat erratic as a function of depth

and frequency. Higher frequencies (approximately 40Hz) tune to the depth of the gradient

change in the velocity profile causing largest displacements. Note that 40 Hz is also the

inflection point of the phase-velocity curve where reverse dispersion turns back into normal

dispersion.

1.8 Phase and group velocity

Consider again a simple two layer model which supports either Love or Rayleigh wave

propagation. The surface wave is dependent on the shear-wave velocities, β, of the model,

but the actual velocity of the surface wave in terms of its phase (i.e., phase-velocity, c),
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differs as a function of frequency. Surface-wave phase velocity is also known as a dispersion

curve. Phase velocity of the surface wave will be modulated by an envelope traveling at

the group-velocity, g. Essentially, the envelope forms because there is a summation across

the continuum of frequencies represented in the surface wave. Different wavelengths, cause

constructive and destructive interference, shaping the envelope. Given that phase velocity

is expressed as,

c =
ω

k
, (1.52)

group velocity is determined by taking the derivative,

g =
dω

dk
. (1.53)

For the standard subsurface model, where lower layers are higher velocity than upper layers,

phase velocity is greater than group velocity, as seen in Figure 1.16.

Figure 1.16: Dispersion curves for fundamental mode. Both phase and group velocity are
indicated.
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The dip in the group velocity is often refereed to as the Airy phase. The Airy phase is

located at the inflection point of the dispersion curve (defined by phase velocities). If a signal

is bandlimited, the Airy phase often coincides with the central, or dominant, frequency of

the surface wave.

1.9 Summary

Although surface waves are complicated, simplified modeling provides insight about funda-

mental surface wave characteristics. We expect specific propagation characteristics because

surface waves are a type of boundary wave. Boundary waves exhibit a zone of particle

displacement on the transmitted side the boundary. Displacement decays as distance from

the boundary increases (known as inhomogeneous or evanescent behavior). Because the

Love wave requires, at a minimum, two layers in the model, it follows that the Love wave

is intrinsically dispersive. A Rayleigh wave can exist in a half-space with constant elastic

properties and therefore is not intrinsically dispersive. In a vertically heterogeneous model,

where evanescent characteristics cause the Rayleigh wave to sample the model differently

depending on wavelength, the Rayleigh wave becomes dispersive.

The direct surface wave can be modeled in 2D and 3D, for a vertically layered model,

by only slightly modifying equations shown here. We extend these equations in subsequent

chapters to account for lateral heterogeneity and model reflected surface waves.
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Chapter 2

Modeling surface waves: 2D

2.1 Overview

In the previous chapter we modeled surface waves given a 1D depth profile of elastic proper-

ties. In this chapter we model surface waves in two dimensions. Given constant or smooth

elastic properties throughout the model, only direct surface waves are expected. If sharp

lateral change exists in the model, surface wave reflections will occur. There are several

ways to simulate surface waves in a model that is heterogeneous in two dimensions. Ana-

lytic and semi-analytic equations, based on equations in chapter 1, can be easily extended

to simulate direct surface waves. However, as we will show, additional theory is needed to

simulate reflected surface waves using semi-analytic methods.

Alternatively, numeric approximation can be used for complex 2D models that have

sharp lateral change. Oftentimes, a known, exact analytic solution is used to verify a nu-

merical method (using a simple model for comparison). We will instead use numerical

approximation to verify our semi-analytic solution (using a complex model for comparison).

In this chapter, two variations of numerical modeling are investigated: finite difference and
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spectral element. In addition, we investigate a semi-analytic method based on elastic prop-

erties and develop a semi-analytic method based on surface-wave phase-velocities. Finally,

all methods, both semi-analytic methods, finite difference, and spectral element are com-

pared. The model used for the comparisons is a 2D with heterogeneity in both dimensions

and sharp lateral heterogeneity. The semi-analytic method developed here is preferred for

for the following reasons:

1. relative speed of computation, and

2. ability to isolate parts of the solution.

Numerical methods can be seen as superior to analytic methods because, due to dis-

cretization inherent to the numerical formulation, they naturally handle heterogeneity in

two or three dimensions. However, the discretization of models needed for numerical meth-

ods create large matrices. In order to determine a solution for these large matrices a high

performance computer with multiple cores is often needed to split up the task and par-

allelize the problem. Although analytic methods cut corners with assumptions made to

simplify models, the solutions are usually much less computationally demanding. Another

advantage of analytic methods is that parts of the solution can be isolated and determined

separately. For example, in the determination of phase-velocities of the surface wave, any

number of modes for the wave can be included and excluded from the solution. This can

be helpful when isolating properties of the surface wave.

2.2 Numerical modeling

Numerical methods for ordinary differential equations (ODEs), such as the wave equation,

are a class of methods used to find numerical approximations to the solutions of ordinary
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differential equations. Finite-difference and finite-element methods approximate physical

properties with many discrete grid values or elements to solve the wave equation. Solutions

are found for a series of discrete time steps. In other words, a snapshot of the wavefield for

the entire model is found for each time step in the series. Finite-difference methods specify

the model at a series of grid points and approximate the spatial and temporal derivatives

by using the model values at nearby grid points. Finite-element methods divide the model

into a series of volume elements with specified properties and match the appropriate bound-

ary conditions among adjacent elements. Spectral elements uses numerical integration to

elegantly handle boundary conditions.

Finite-difference methods are simple to implement. Their gridding scheme naturally

matches the layout of matrices used for models. More work is needed to map finite elements

and spectral elements to the usual matrices used for models and inversion. However, element

methods are more suited to correctly handling boundary conditions at sharp interfaces due

to adaptation to boundaries and the natural form of boundary condition specification by

integrals. Topography at the free-surface is also naturally suited for element-based methods.

Numerical methods can accurately solve complicated 2D models if the griding or mesh-

ing scheme has enough resolution. In general, there must be a sufficient amount of grid

points or model elements per seismic wavelength to accurately represent the wavefield. If

the resolution of grid points or elements are increased the number of time steps needed

also increases. As smaller wavelengths are modeled the computational task required in-

creases rapidly. The most challenging modeling for numerical methods is in low velocity

models where grid or element densities must be high and at high frequencies. The order

of approximation for numerical methods effect accuracy and grid/element density. First-

order schemes for spatial derivatives in finite differencing are fast, but they need more grid
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points per wavelength to match the accuracy of high-order schemes. Element methods are

often high-order because of adaptation of each element to the boundary, and the method’s

resolution.

2.2.1 Finite difference

Although the topic of this chapter is surface-wave modeling in 2D models, terms are kept

simple by showing the formulation for an SH wave. As long as boundary conditions for the

free-surface are enforced, the given equations will produce surface waves. We can represent

a SH wave traveling in the x direction, as the wave equation,

∂

∂x

[
µ(x)

∂u2

∂x

]
= ρ(x)

∂2u2

∂t2
, (2.1)

where µ is the shear wave modulus and u2 indicates particle motion in the transverse

direction. We can simplify our terms by using particle velocity and by recognizing the

relationship between stress, τ , shear modulus, and displacement τ = µ∂u2∂x . Because this is

an elastic equation we have a set of equations with particle velocity, c, and stress, τ , that

are solved,

∂τ

∂x
= ρ(x)

∂c

∂t
,

∂c

∂x
=

1

µ(x)

∂τ

∂t
.

(2.2)

We seek to solve the above equation by a time step process where time, t, on the right side

of the equation is discretized and known, ∆t, and the left hand is calculated for a discrete

uniform grid of x points indicated by ∆x. A Taylor series expansion is used to approximate

the first-order derivatives. For example, if we want to predict stress at some point we must
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consider the surrounding points (x+∆x, x−∆x). We can expand the stress part in equation

2.2 as,

τ(x+ ∆x) = τ(x) +
∂τ

∂x
∆x+

1

2

∂2τ

∂x2
(∆x)2 +

1

6

∂3τ

∂x3
(∆x)3 + ...,

τ(x−∆x) = τ(x)− ∂τ

∂x
∆x+

1

2

∂2τ

∂x2
(∆x)2 − 1

6

∂3τ

∂x3
(∆x)3 + ....

(2.3)

By solving for the difference, ∂τ
∂x , we obtain the equations,

∂τ

∂x
=

1

∆x
[τ(x+ ∆x)− τ(x)]− 1

2

∂2τ

∂x2
(∆x)− 1

6

∂3τ

∂x3
(∆x)2 − ...,

∂τ

∂x
=

1

∆x
[τ(x)− τ(x−∆x)] +

1

2

∂2τ

∂x2
(∆x)− 1

6

∂3τ

∂x3
(∆x)2 − ...,

(2.4)

which can be averaged together to arrive at (dropping the higher terms),

∂τ

∂x
=

1

2∆x
[τ(x+ ∆x)− τ(x−∆x)] . (2.5)

This is also known as a stencil of the first order. The same stencil is applied to spatial

derivatives of phase velocity as well as the temporal part of the set of equations 2.2, resulting

in the finite difference version of the expression,

τ ij+1 − τ ij−1

2∆x
= ρj

ci+1
j − ci−1

j

2∆t

cij+1 − cij−1

2∆x
=

1

µj

τ i+1
j − τ i−1

j

2∆t

(2.6)

The simplest grid to use with the stencil is the grid with phase-velocities and stresses stored

at the same location as in Figure 2.1. By using a staggering grid (Virieux, 1986) results

can be improved. Nonetheless, certain limitations still exist. The time interval, ∆t, must

be smaller than ∆x/cj otherwise the next place to calculate stress and velocity is too far

given the spacing. In addition, numerical-dispersion can also be problematic.
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Figure 2.1: Simple grid for 1D finite difference where both the stresses and velocities are
stored at the same point.

Thus far, the derivation for the SH wave has been shown in 1D. The system of equations

can be be extended to 2D for either the SH or P-SV case. In order to solve for both the Love

wave (SH motion) and Rayleigh wave (P and SV motion) the system of equations should

be described in 3D. Although we continue by presenting equations in 3D, note that we will

proceed in the chapter considering a 2D model. By considering a 3D system of equations we

will be able to model particle displacement in and out of the plane (SH and Love motion)

of a 2D model. Boundary conditions must be applied to the free surface (z = 0) to generate

Love and Rayleigh waves. The free surface boundary conditions are,

∂uy
∂z

+
∂uz
∂x

= τ = 0, (2.7)

for tangential stress, and

(λ+ 2µ)
∂uy
∂x

+
∂uz
∂z

= τ = 0, (2.8)

for normal stress. There are two main classes of numerical approximations for the free

surface. The first class of methods add a fictitious layer above the free surface to deal

with the boundary. Derivatives with respect to x are replaced by central differences and
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derivatives with respect to z are either replaced by central-difference, replaced by one-sided

differences, or implicitly centered. The second class of methods does not add a fictitious

layer above the free surface. Derivatives can either be composed differently by replacing

z derivatives with x and t derivatives or the governing equations at the boundary can be

modified. Here, we show the method which implicitly centers both x and z derivatives

between the fictitious layer and the layer below the free surface layer. Equations 2.7 and

2.8 can be discretized and rewritten as second order differences,

ux0 −
1

4
Auz0 = ux1 +

1

4
Auz1, (2.9)

for tangential stress, and

uz0 −
1

4
DAux0 = uz1 +

1

4
DAux1, (2.10)

for normal stress. The subscripts 0 and 1 indicate the fictitious layer and the layer below the

free surface. The matrix D contains the elastic parameters, λ and µ, across the free surface

and the matrix A is bidiagonal with superdiagonals equal to 1 and subdiagonals equal to -1.

Apart from a modified condition at the left and right edges of the layer (Vidale and Clayton,

1986), equations 2.9 and 2.10 can be solved for the displacements, ux0 and uz0, to describe

particle motion at the free surface.

We consider a model with a single vertical blind fault, Figure 2.2. Synthetic data

is generated using a time domain elastic finite-difference method using a staggered grid

(Yan and Sava, 2008). A point source with a 25 Hz Ricker wavelet is placed just below the

surface to excite surface waves. One shot is simulated on the left side of the model. Vertical

component receivers are simulated at a 1 m spacing along the entire extent of the model.
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A constant density of 2800 kg/m3 and a constant VP /VS value of 2 is used throughout the

entire model. Attenuation is excluded from the simulation. The full extent of the model

used for the numerical simulation is not shown. For visual clarity only the shallow portion

at the location of the survey line is shown. The greater extent of the actual model used for

the simulation reduces artifacts reflecting from the boundaries.

Figure 2.2: Shear-wave velocity model used for numerical modeling of the surface wave.

Data generated from the model includes all arrivals expected from a 2D elastic solu-

tion, Figure 2.3. The first arrival is the P-wave and the dispersive surface wave is evident

traveling at slower velocity. Although it is not detectable visually, the S wave exists at

the outermost (fastest) part of the surface wave. Reflected surface-wave energy from the

vertical boundary can be seen originating from the direct surface-wave and traveling back

in the other direction.
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Figure 2.3: Synthetic record collected from off end shot on left hand side. Wavefield gener-
ated using finite difference.

As can be seen, the source wavelet is traveling at different velocities depending on the

frequency and is constructively and deconstructively interfering to create a wavetrain. More

will be said in the next chapter on how to extract dispersion information from the record.

Surface-waves in this simulation are due only to the Rayleigh wave. The Love wave is not

present in this simulation as no displacement is modeled in and out of the 2D plane.

2.2.2 Spectral elements

The spectral element method (SEM) expands the solution for the wave equation with a

trigonometric series. Expanding the solution in this way results in a high order approxi-

mation (therefore requiring less grid points to satisfy numerical dispersion constraints). In

addition, error in the approximation decreases exponentially as the order increases making
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the exact solution easier to approximate. In finite-difference methods, a small anomaly in

the model requires a fine grid whereas with SEM larger elements may be able to resolve the

effect of the anomaly.

The trigonometric polynomials used in SEM have an orthonormal basis. The func-

tions used in SEM are piecewise polynomial basis functions like orthogonal Chebyshev

polynomials or very high order Legendre polynomials over non-uniformly spaced elements.

Non-uniformity of elements helps to make the mass matrix diagonal. Below is an outline

(Schuberth, 2003) of major steps in the implementation of SEM:

1. weak formulation for linear system,

2. mapping function for irregular grids to element domain,

3. interpolation and integration over elements,

4. forming a mass matrix and stiffness matrix, and

5. assembly for global matrix equation.

The term “weak form” means that instead of solving a differential equation, an integral

function is solved. The integral function is easier to solve yet it implicitly contains the

differential equations. Finite-difference methods introduce conditions that must be satisfied

by the solution, therefore they are considered the ”strong form”. Methods based on an

integral equation, the ”weak form”, state that conditions need to be satisfied in an average

sense.

Consider the boundary condition for stresses on the free surface. In the finite-difference

method we solve for no traction on the surface (strong form) forcing stress to be zero. In

SEM, there will be residual stress on the surface. As the mesh is refined, the stress value at
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the traction-free-surface approaches zero. We illustrate SEM by writing the wave equation

as equal to a source term, f(x),

f(x) = ρ
∂2u

∂t2
− ∂

∂x

(
µ
∂u

∂x

)
, (2.11)

where u denotes displacement and µ is shear wave modulus. We represent equation 2.11 in

weak form as,

∫
Ω
c f dx =

∫
Ω
ρ c ü dx−

∫
Γ
c µ ∇u dx+

∫
Ω
∇c µ ∇u dx, (2.12)

where we integrate by parts over the entire model volume Ω and show the integrating term

for the absorbing boundary, Γ, as well. If we consider the free surface boundary condition,

µ∂u∂x = τ = 0, where stress, τ goes to zero, then equation 2.12 simplifies to,

∫
Ω
c f dx =

∫
Ω
ρ c ü dx+

∫
Ω
∇c µ ∇u dx, (2.13)

which can also be represented as a linear system of equations,

MÜ +KU = F, (2.14)

where F is the source term, M is the global mass matrix, K is the global stiffness matrix,

and U is displacement.

The next step is to map the physical coordinates of the elements, x, to the local element

coordinates, ξ, (natural coordinates) for the entire domain, Ω. The purpose is to describe

the elements shape and location with a computationally efficient matrix. Each element,

Ωb, b = 1, ..., nb, is defined in terms of location by a set of control points, na, a = 1, ..., na.
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In addition, the shape of the element is described by a set of shape functions, Na(ξ). The

shape function itself is defined by Lagrange polynomials, `n`n (ξ), of polynomial orders of

degree, n`. Accordingly, the mapping for the entire mesh model is then,

x(ξ) =

n∑̀
a=1

Na(ξ)xa. (2.15)

At this point the mapping is not quite complete. The Jacobian, J , is needed to correct

the coordinate transformation after calculating derivatives and integrals. For example, an

element of length dx for a given element, Ωe, is related to an element of length dξ in the

reference cube by,

dx = Jedξ, (2.16)

where,

Je =

∣∣∣∣∂x∂ξ
∣∣∣∣ . (2.17)

By taking the derivative of the original mapping, equation 2.15, we calculate the Jacobian

and arrive at the needed correction,

∂x(ξ)

∂ξ
=

n∑̀
a=1

∂Na(ξ)

∂ξ
xa. (2.18)

Space between the control points in an element is first interpolated and then integrated. In-

terpolation is done using Lagrange polynomials defined by Gauss-Lobatto-Legendre (GLL)

points where the polynomial degree, n`, for interpolation is higher than that for the map-

ping (on the order of 5-10). For example, displacement and gradient for an element, ue and
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∇ue, are calculated by,

ue(ξ) =

n∑̀
i=1

ue(ξ)`i(ξ) where `i =

n∏̀
j=0

ξ − ξj
ξi − ξj

,

∇ue(ξ) =

n∑̀
i=1

ue(ξ)`
′
i(ξ) where `i(ξj) = δij .

(2.19)

Weights from the integration of an element are determined by using the GLL integration

rule. Returning to the example for displacement we obtain,

∫
e
u(ξ)dx =

n∑̀
i=0

wi f(ξi), (2.20)

where the weights, wi are,

wi =
2

n`(n` + 1)[Pn`(ξi)]
2
for (ξi 6= ±1),

wi =
2

n`(n` + 1)
for (ξi = ±1).

(2.21)

Here, the Lagrange polynomials of degree n` are noted as Pn` . The next step is to form the

mass matrix (the first term in equation 2.14, MÜ) and stiffness matrix ( the second term

in equation 2.14, KU). The mass matrix is a diagonal matrix and the stiffness is not. To

form the mass matrix we start with the weak form, equation 2.13, and substitute in the

Jacobian mapping, interpolation, and weights from the integration,

∫
Ω
ρ c ü dx =

n∑̀
k=0

ρ(ξk) wk

[
n∑̀
i=0

ci `i(ξk)

] n∑̀
j=0

üj `j(ξk)

 J(ξk)

 , (2.22)
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we can simplify the expression using the Kronecker delta, δ, to arrive at the newly formed

mass matrix for any element, e,

meij = ρi wi Ji δij . (2.23)

In a similar manner, excluding the simplification with the Kronecker delta, we can factor

the stiffness term into a matrix,

keij =

n∑̀
k=0

µk wk `
′
i(ξk) `

′
j(ξk) Jk. (2.24)

A connectivity matrix, C, is required to assemble all the elements together. Each mesh

will have a unique connectivity matrix. The matrix shows how the elements are connected,

which elements share nodes, and which elements contribute to a node. If we now redefine i

to represent element number and j, and k to indicate N nodes, we can write equations to

describe the connection of elements in the mass matrix and the stiffness matrix,

M(Cj,i) = M(Cj,i) +meij ,

K(Ck,i, Cj,i) = K(Ck,i, Cj,i) + keik,j .

(2.25)

In order to solve the equations we can calculate the global stiffness matrix. For example,

to solve strain at node, i, we would use,

∂ui
∂x

=
∑
j

uj `
′
j(ξi) · J−1

i , (2.26)

where J is the Jacobian. As stated before, the free surface boundary conditions are naturally

handled by the spectral element method. The weak formulation implicitly includes the
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condition, therefore calculating displacement as,

Uti+1 = ∆t2·M−1F + 2Uti − Uti−1 , (2.27)

at each time step correctly accounts for the free surface. Other conditions such as absorbing

or rigid boundaries can be applied to elements on the edge.

Consider again the model with a single vertical blind fault, Figure 2.2. Synthetic

data is generated using a continuous Galerkin spectral-element method, SPECFEM2D

(Komatitsch and Tromp, 2002). Survey parameters used for SPECFEM2D are identical

to the previous parameters for finite difference. A 25 Hz Ricker wavelet is used as point

source just below the surface. A single shot at the left side of the model is simulated and

vertical component receivers at a 1 m spacing record the wavfield. Density and VP /VS are

a constant value of 2800 kg/m3 and 2, respectively, throughout the model. No attenuation

is included in the simulation.

52



(a) (b)

Figure 2.4: Comparison of synthetic records. (a) wavefield generated by (a) finite difference
and (b) spectral element (SPECFEM2D).

The data modeled from the spectral element method, 2.4b, is very close in appearance

to data modeled from finite difference, Figure 2.4a. The overall structure of the wavefield is

similar as are the velocities. The interior of the surface wavetrain shows some dissimilarity.

This is due to differences between the way the spectral element method and finite difference

method handle boundary conditions at the free surface. It is difficult to tell at this point

which is more correct. However, the analytic results, presented later in this chapter, will

help validate one or the other.

2.2.3 Elements and meshing

The spectral element method is represented in a discrete way using meshes. Meshes are

classified by cell type and grid type. Common cell types in 2D are triangular and quadri-

lateral. Common cell types in 3D are tetrahedral and hexahedral. The grid type is either
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structured (connected regularly), unstructured, (connected irregularly), or a hybrid of the

two.

Sections below outline some unique uses of meshes for modeling surface waves. These

uses include: stretching the mesh to save computational time, mapping to meshes from

regular grids (arrays), and modeling topography.

Stretching mesh

Spectral-element methods are slower than finite-difference methods due to the extra steps

of mapping and interpolation. However, there are two ways to speed up calculation. Nodes

defining elements can be spaced further apart than grids in the finite-difference method.

The high order inherent to the spectral-element approximation allows for greater spacing.

Secondly, the flexibility of the element allows the mesh to be adaptable to the velocity

model. A fine mesh can be used where velocities are slow (usually near the surface) and the

mesh can be expanded where velocities are faster (usually at depth). The spectral-element

method, therefore, avoids being constrained by the slowest velocities. Figure 2.5 shows a

simple model with two different grid spacing assuming that velocity increases with depth.
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Figure 2.5: Spacing between nodes can be stretched based on velocity values.

Mapping grids to mesh

In order to compare data generated by finite difference (and semi-analytic) methods with

spectral elements, the same model must be used. The structure of a regular array model

and a mesh model are, however, different. One solution is to map the regular array model

to a mesh model. There are a number of different ways to perform the mapping. Figure

2.6 shows two different variations of mapping a regular array to a mesh. Keep in mind, it

is assumed that the regular array is sampled on a finer grid than what is needed in a mesh

for the higher order spectral-element method.
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(a)

(b)

Figure 2.6: Options for mapping regular grid to meshed surface: (a) average velocities from
points assigned to grid, (b) average positions from points assigned to grid.

For example, an element can be assigned an averaged velocity from several nodes, or

velocities can be assigned based on the central position of the node. Either way, because

the mesh is less dense than the grid, there is a risk that sharp interfaces and horizons, may

not be preserved in a model.

In order to preserve interfaces and horizons they need to be either predefined or detected

as edges in the regular grid prior to meshing. Figure 2.7a shows an example of a regular

grid built for the purpose of meshing. It exhibits gentle topography with layers below the

free surface and several blind faults.
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(a)

(b)

(c)

Figure 2.7: Options for mapping regular grid to meshed surface (a) regular grid. (b) points
averaged (c) edge detection used for meshes

If the constructed model is built using averaged velocities or averaged positions, Figure

2.7b , it can be seen that resolution is lost. By predefining the location of horizons, interfaces,

and edges the location and resolution of major faults can be kept in the final mesh, Figure

2.7c. The mesh with edges preserved is an example of a hybrid mesh.

Topography

Spectral elements have an advantage over finite difference and semi-analytic methods be-

cause topography is naturally accounted for in the mesh. Initial tests with topography show

that surface wave reflection is dependent on the spatial periodicity of topography. Consider
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two models, one model with a broad hill, Figure 2.8a and another with a smaller hill, Figure

2.8b.

(a) (b)

(c) (d)

Figure 2.8: A comparison of surface wave reflections from a small hill and a broad hill: (a)
model of broad hill, (b) model of small hill, (c) data from broad hill reflection, and (d) data
from a small hill reflection.

A snapshot of the wavefield after reflecting from the hill is overlaid on the model. Figures

2.8c and 2.8d show the resultant shot record from a shot in the middle of the model. Note

the strength of the reflected surface wave. The reflection of the surface wave from the hill

which has a smaller periodicity than the surface-wave’s wavelength reflects more energy.
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2.3 Semi-analytic modeling

Modeling surface-wave propagation using a 1D depth profile is valid for 2D if the depth pro-

file remains laterally constant. In chapter 1 we, more or less, ignored the direction the wave

was propagating, x. The model can be simplified so that semi-analytic expressions are valid

in describing the nature of surface-wave propagation, including surface-wave reflections.

We assume that a shot record, D, is comprised of traces which have recorded the outgoing

surface wave (the direct wave moving away from the source), O, incoming surface wave (the

reflected wave moving toward the source), I, and noise, N, which includes all other energy,

D = O + I +N. (2.28)

In the frequency domain, an outgoing surface wave propagating to a point, xl, at lateral

reflector, l, is described by:

O(ω, xl) = L(xl)A(ω)e−i[k(ω)xl−ωt]e−αωxleiφ(ω,xl), (2.29)

where A(ω) is the source wavelet that undergoes amplitude loss due to geometric spreading,

L(xl), and attenuation, α(ω). Dispersion due to layering in the near surface is expressed

by a frequency-dependent phase-shift, where wavenumber, k, is a function of frequency, ω.

The exponential terms containing φ describes the dispersion due to attenuation. As shown

by Lee and Ross (2008) and Krohn (2010), the phase shift at a particular location along

the ray-path is dependent on phase-velocities which are averaged across the length of the

path. Assuming phase-velocities are known for N positions at constant spacing, dx, along
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the ray-path from the source to xl, the phase-shift of a surface wave is defined by,

k(ω)xl = N · dx
[

1

N

(
1

c(ω)1
+

1

c(ω)2
+ ...+

1

c(ω)N

)]
· ω, (2.30)

The wave returning back towards the source, incoming along x, from an incident at xl is

then the result of the convolution of reflectivity, R(ω, xl), with the outgoing wave at the

incident location:

I(ω, x, xl) = O(ω, xl)R(ω, xl)PI , (2.31)

where PI is the propagation term necessary to generate dispersive waves at each trace along

the incoming ray-path for the surface wave:

PI = L(x− xl)e−i[k(ω)(x−xl)−ωt]e−αω(x−xl)eiφ(ω,x−xl). (2.32)

When the outgoing surface wave encounters the fault, the fault location acts as a scatterer

or secondary source; this results in a reflected surface wave (the incoming wave) propa-

gating back toward the true seismic source and a transmitted wave (the outgoing wave)

continuing away from the source. The process is much like the concept of secondary sources

in traditional imaging principles where each location in the subsurface is considered to be

a potential source.

The key assumption is that semi-analytic modeling only requires coarse discretization in

comparison with numerical modeling. At minimum, only properties at trace locations and

lateral boundaries are needed to model the surface wave using a semi-analytic approach.

Therefore, semi-analytic modeling has the potential to be much more computationally effi-

cient than numerical modeling
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Equation 2.29 is discretized in frequency, ωi, and space, xj , where i is the frequency

index of m frequencies, i = 1, ...m, and j is the positional index of n positions, j = 1, ...n.

Reflectors, l, are located along the jth position. We write the outgoing wave, O(ωi, xj), in

simplified form as O(ω)j . We represent a 2D shear-wave model of size m× n where lateral

positions of the model coincide with trace locations. Using the propagator matrix method

(Haskell, 1953, Kennett, 1983, Thomson, 1950), we forward model the fundamental mode

of n 1D dispersion curves, c(ω)j , for every lateral position and then model the outgoing

wave, O(w)j .

In order to calculate surface-wave reflections and the incoming surface-wave, the reflec-

tion coefficient, R(ω, xl), in equation 2.31 must be estimated. Many semi-analytic methods

exist for the calculation of reflection and transmission coefficients at sharp lateral bound-

aries in the shear-wave velocity model (Keilis-Borok, 1986, McGarr, 1967, Meier et al.,

1997) where it is assumed that propagation is through vertically welded, stratified media.

We propose a simplified semi-analytic solution for reflectivity based on the phase-velocity

model rather than elastic properties. Both methods of calculating reflection coefficients are

presented in the sections below. We also compare the results of the methods at one lateral

boundary.

2.3.1 Modeling surface-wave reflections with elastic properties

Only solutions for the Rayleigh wave are presented; however, the equations can be modified

to also account for the Love wave. Consider one boundary in an elastic model, Figure 2.9,

where two vertically stratified quarter-spaces are welded together.
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Figure 2.9: Semi-analytic representation of single lateral boundary in model.

The plane surface wave is assumed to travel from left (−) to right (+) across the vertical

plane. If the Rayleigh wave has normal incidence at the interface, x = 0, there will be no

conversions to the Love wave or other SH waves. It is also assumed that the incident

Rayleigh wave at the vertical interface only results in transmitted and reflected Rayleigh

waves. No other converted modes are considered.

To set up equations to calculate reflection coefficients the vertical plane between the

quarter-spaces is set at x = 0. Equations are kept clear by adopting the same notation used

by Keilis-Borok (1986) for the following variables:

ξ = wavenumber with continuous spectrum (previously identified as k(ω))

Ai = reflection coefficient for the ith mode of the surface wave,

Bj = transmission coefficient for the jth mode of the surface wave

V (1) = Vz = z component of displacement

V (2) = iVx = x component of displacement

V
(1)
i = ith mode of z component of displacement
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V
(1)−
i = reflected ith mode of z component of displacement, on the left (-)

V
(2)−
i = reflected ith mode of x component of displacement

V
(1)+
j = transmitted jth mode of z component of displacement, on the right (+)

V
(2)+
j = transmitted jth mode of x component displacement

Surface-wave reflection and transmission coefficients are derived by comparing displace-

ments across lateral discontinuities. The solution to the 1D problem in chapter 1 gave us

displacement as a function of depth, termed V , in this chapter’s notation. Displacement as

a function of both x and z is termed u(x, z) here. The equation relating the two is,

u(x, z) = Vi(z)e
−iξx. (2.33)

If we know the phase properties, or wavenumber, of the surface wave, ξ, we know how

the wave will travel as a function of x by applying e−iξx.

We consider the model with a single lateral discontinuity as shown in Figure 2.10. Solv-

ing for surface-wave propagation across the vertical boundary is initiated by constraining

the displacements and the stresses to satisfy the following boundary conditions (in both

media):

1. there must be no stress at the free surface (z = 0)

2. displacement must vanish as z →∞

3. at the lateral discontinuity, x = 0, there is continuity of displacements and stresses

(i.e., welded)
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Then, starting with a single, sth mode of the surface wave,

us(x, z, ω)eiωt, (2.34)

incident on the interface then for a fixed frequency, ω, the reflected wave is,

m∑
i=1

Aiu
−∗
i (x, z, ω)eiωt, (2.35)

and the transmitted wave is,
n∑
j=1

Bju
+
j (x, z, ω)eiωt, (2.36)

where i and j are equal to the reflected and transmitted mode respectively, (i = 1, 2, ..., n),

and, (j = 1, 2, ...,m). The expression eiωt is omitted in the following equations. Following

the Green function presented by Its and Yanovskaya (1977) we arrive at equations for the

transmission coefficient,

Ai = −
n∑
j=1

BjPij , (2.37)

and reflection coefficient,

Bj = S∗ij −
m∑
j=1

AiP
∗
ij . (2.38)

The coupling coefficients for the Rayleigh wave are,

Pij = Q−ij −Q
+
ij −M

−
ij +M+

ij − L
−
ij + L+

ij −R
−
ij +R+

ij ,

Sij = Q−ij +Q+
ij +M−ij +M+

ij + L−ij + L+
ij −R

−
ij +R−ij ,

(2.39)
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where the coefficients are,

Q−ij = ξ−i

∫ ∞
0

(λ− + 2µ−)V
(2)−
i V

(2)+
j dz,

Q+
ij = ξ+

i

∫ ∞
0

(λ+ + 2µ+)V
(2)−
i V

(2)+
j dz,

M−ij =

∫ ∞
0

µ−
∂V

(2)−
i

∂z
V

(1)+
j dz,

M+
ij =

∫ ∞
0

µ+
∂V

(2)+
j

∂z
V

(1)−
i dz,

L−ij = ξ−i

∫ ∞
0

µ−V
(1)−
i V

(1)+
j dz,

L+
ij = ξ+

i

∫ ∞
0

µ+V
(1)−
i V

(1)+
j dz,

R−ij =

∫ ∞
0

λ−
∂V

(1)+
j

∂z
V

(2)−
i dz,

R+
ij =

∫ ∞
0

λ+∂V
(1)−
i

∂z
V

(2)+
j dz.

(2.40)

The unknowns in the equations for the calculation of reflection and transmission coefficients

are the displacements on the left side (−) of the vertical boundary, (V
(1)−
i , V

(2)−
i ), and

the displacements on the right side (+) of the vertical boundary, (V
(1)+
j , V

(2)+
j ). These

displacements are also a function of depth, z. We determine displacement for each side

using the 1D formulation of surface waves and the propagator matrix method outlined in

chapter 1. We then use equations 2.37 and 2.38 to calculate reflection coefficients.

2.3.2 Modeling surface-wave reflections using phase velocities

We present an alternative method of using Rayleigh-wave phase-velocity, instead of elastic

properties, to calculate reflection coefficients. This approach is convenient because it is easy

to estimate the Rayleigh phase-velocity model directly from data by extracting dispersion

curves (this will be described in chapter 3).
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The calculation of reflectivity, R(ω)j , at each trace location is simplified to terms of

frequency-dependent, phase velocities,

R(ω)j =
c(ω)j − c(ω)j+1

c(ω)j + c(ω)j+1
. (2.41)

Reflectivity due to density is indirectly accounted for in the forward modeling of dispersion

curves. To model the incident reflection in the frequency domain, the following product is

calculated, O(ω)jR(ω)j , corresponding to a convolution in the time domain. The resultant

incident reflection at each location is then considered a source for the incoming surface-wave,

I(ω)j . The complete forward modeled surface wave is then O(ω)j + I(ω)j .

2.3.3 Elastic properties versus phase-velocities for reflection coefficients

We consider one lateral boundary and estimate surface-wave reflectivity using both elastic

properties and phase-velocities. Recall our model with two vertically stratified quarter-

spaces welded together, Figure 2.10.

x

z

x = 0

β−1 = 250m/s

β−2 = 300m/s

β+
1 = 250m/s

β+
2 = 325, 350, 375, 400m/s

Figure 2.10: Semi-analytic representation of model. Four different shear-wave velocities are
tested.
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We use a fairly simple model with only two layers on either side. We model reflection

coefficients at the boundary given four different shear-wave velocities for the lower layer on

the right side, (325 m/s, 350 m/s, 375 m/s, and 400 m/s). We use a constant density of

2800 kg/m3 throughout the model and a constant value of 2 for VP /VS . Our objective is to

compare the two methods of calculating reflectivity assuming that a surface wave is traveling

across the boundary from left to right. The models are, in effect, blind-fault models with

varying degrees of heterogeneity.

Figure 2.11, shows reflection coefficient results from calculations based on both elastic

properties and phase-velocities for all four models. Reflection coefficients from elastic prop-

erties (shown as a solid line in the plots) are determined using algorithms from Corchete

(2011), while our simple derivation is used to determine reflectivity from phase-velocities.

(a) (b)

(c) (d)

Figure 2.11: Reflection coefficients calculated at lateral boundary. Solid line calculated from
elastic properties of the model. Dashed line calculated from phase-velocities. Shear-wave
velocity in lower right layer set to different values: (a) 325 m/s, (b) 350 m/s, (c) 375 m/s,
and (d) 400 m/s.
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Surface-wave reflection coefficients are a function of frequency and are sensitive to the

amount of lateral heterogeneity. We compare the two methods of calculating reflection

coefficients using the Normalized-Root-Mean-Squared-Deviation (NRMSD) as defined by,

NRMSD =
||R −Rapprox||2

max(R)−min(Rapprox)
· 100, (2.42)

where the deviation is expressed in terms of percent and R is reflectivity calculated from

elastic properties and Rapprox is reflectivity calculated from phase-velocities.

Reflectivity calculated from phase-velocity slightly over-predicts reflectivity calculated

from elastic properties for all models. As the velocity difference between two mediums

narrow, the disparity between the two results also narrow. The NRMSD for the four models

in terms of the lower right layer, which is changed, is as follows: 400 m/s = 51.2%, 375 m/s

= 43.4%, 350 m/s = 36.7%, and 325 m/s = 30.7%.

2.3.4 Source wavelet effect

Returning to the blind fault model, Figure 2.10, with a shear-wave velocity of 400 m/s in

the lower right layer, we determine the reflection coefficient from a wave traveling left to

right by solving for the eigenfunctions of displacement and using equation 2.38. Figure

2.12a shows surface-wave reflectivity at the boundary. For a dispersive surface wave the

reflection coefficient is by nature a function of frequency. The result, however, does not take

into account the source wavelet. As such, it is not bandlimited and does not represent how

reflectivity would be recorded by a numerical simulation or in the field. We can estimate the

effect of limited bandwidth by simulating the spectrum of a Ricker wavelet, Figure 2.12b,

and applying it to reflectivity result, Figure 2.12c.
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(a)

(b)

(c)

Figure 2.12: (a) Reflectivity as a function of frequency, (b) bandwidth of Ricker wavelet
with dominant frequency at 25 Hz, and (c) bandlimited reflectivity.

The effect of the source wavelet will be applied in equation 2.31 during the semi-analytic

modeling process. However, it is instructive to investigate the effects of the source wavelet.

Theoretically, surface waves may be sensitive to structures at a great depth, however, if

there is not sufficiently low frequency content in the source wavelet to begin with structures

at depth will not be sensed.
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2.3.5 Modeling shot record with semi-analytic method

Recall that the shear-wave velocity model (Figure 2.2) is comprised of two layers. The first

layer has a constant velocity of 250 m/s down to a 6 m depth, and the second layer is split

by a vertical fault at x=300 m with a different velocity, 300 m/s and 400 m/s respectively,

on either side. A constant density of 2200 kg/m3 and a constant VP /VS value of 2 is used

throughout the entire model. One shot is simulated on the left side of the model with a

25 Hz Ricker wavelet. A single vertical component receivers is investigated at the 300 m

location.

Figure 2.13, shows the entire process for creating an outgoing and incoming wave for

a particular trace. On the left, Figure 2.13a, are the phase-velocities from either side of

the fault. The phase-velocity model is used to calculate the reflection coefficient shown

in Figure 2.13b. The amplitude spectrum of the outgoing wave at the boundary (which is

similar to the source wavelet) is shown in blue, and the reflected (incoming) wave calculated

from reflectivity is shown in red, Figure 2.13c.
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(a)

(b)

(c)

Figure 2.13: Figures illustrate the entire process for calculated reflectivity. Properties are
shown at the vertical fault (a) phase-velocities on either side of the fault, (b) reflectivity
calculated from phase velocities, and (c) amplitude spectrum of the outgoing and incoming
waves.

Note that the reflected surface wave is much lower in amplitude than the outgoing

wave. Also, the spectrum for the incoming wave is shifted towards the lower frequencies.
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We expect only low frequencies to reflect from structures at depth, which is the case for

this blind fault model.

Figure 2.14a shows the trace at the source location. Figures 2.14b and 2.14c show

the modeled outgoing trace and incoming trace at the boundary, respectively. Figure 2.14c

shows the outgoing and incoming part of the wavefield separately, before they are combined.

(a) (b) (c)

Figure 2.14: (a) Trace at 0 m is equivalent of source wavelet. (b) Modeled outgoing trace
at the vertical fault. (c) Modeled outgoing trace with modeled incoming trace overlaid at
the vertical fault.

Note that Figure 2.14 only shows two traces. The same process can be quickly calculated

for all traces along the survey line. The next section will show the output shot record for

receivers at a 1 m spacing across the extent of the blind fault model.
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2.4 Comparison of 2D methods

Now all methods: finite-difference, spectral-elements, semi-analytic with shear-wave velocity

model, and semi-analytic with phase-velocity model can be compared. Figure 2.15 shows

data generated from each of the methods. Again, the most notable difference between

data generated using numeric methods (finite difference and spectral elements) and data

generated using semi-analytic methods (calculated from VS and Rayleigh phase-velocity) is

that the semi-analytic data does not include any arrivals or conversions associated with the

P and S body waves.
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(a) (b)

(c) (d)

Figure 2.15: A comparison for an off-end shot of (a) finite difference, (b) numerical modeling
via spectral elements, (c) semi-analytic modeled from shear-wave velocity model, and (d)
semi-analytic from phase-velocity model.
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It is interesting to note that the outgoing surface-wave in data generated by the semi-

analytic methods (Figure 2.15a) are most similar to data generated by the spectral element

data, Figure 2.15b. There is not a discernible visible difference between the two semi-

analytic methods.

For simplicity, we assumed that the fundamental mode contributes more energy to the

surface-wave than higher modes. However, higher mode dispersion curves can be modeled

with the propagator matrix method and the same phase-shifting algorithm can be applied

to higher modes for the outgoing wave.

The simple plane-wave estimation of reflectivity was used for the forward model because

it is very simple to rearrange the equation and invert for phase-velocity from reflectivity (as

we shall see in chapter 6). Other kernels can be used to calculate reflectivity in the forward

model that could directly account for density and account for conversions to other modes.

We chose the method used by Corchete (2011) to calculate reflectivity however many other

methods exist.

Regardless, these comparisons show that our modeled data for the surface-wave is similar

to data produced by more sophisticated, albeit more computationally demanding, numerical

methods. Run time on our single processor using semi-analytic modeling was about 8 s.

The finite difference’s run time was almost 10 min and the spectral-element method’s run

time was over 80 min.

2.5 Summary

We have shown how to model surface waves in the presence of lateral heterogeneity. Nu-

merical methods sufficiently model the wavefield in the presence of heterogeneity in 2D.

Unfortunately, generating surface waves with numerical methods is computationally expen-
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sive, It is also difficult to separate effects from body waves and converted waves from surface

waves using numerical methods. Semi-analytic methods are potentially much faster given

that less discretization is needed.

There are several ways to calculate the reflectivity coefficient at vertical boundaries,

which is needed to generate reflected surface waves. We find that our approximation of

reflectivity is reasonably accurate in comparison with other semi-analytic approaches. The

similarity in results suggests our theory is sufficient for use in a processing flow to determine

surface-wave reflectivity discussed in chapter 3.
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Chapter 3

Imaging using surface waves: 2D

3.1 Overview

Processing surface waves directly can provide information about lateral change in the

subsurface. Surface wave tomography (Abbott et al., 2006) and phase-velocity inversion

(Park et al., 1998, Socco and Strobbia, 2004) are common surface-wave processing meth-

ods that give a shear-wave velocity model. For exploration-scale surveys, these shear-

wave velocities have proven helpful for static corrections (Dulaijan and Stewart, 2010) and

(Durá-Gómez and Zurek, 2011). Shear-wave velocity models from surface-wave tomogra-

phy and surface-wave phase-velocity inversion have also been useful in determining smooth

lateral discontinuities (Douma and Haney, 2011) and (Roy et al., 2013). The lateral resolu-

tion of discontinuities can be improved by varying the size of spatial windows of traces used

to image dispersion curves (Bergamo et al., 2012). Alternatively, imaging with scattered

surface-waves has been shown to be effective in locating point objects in the near-surface

(Blonk et al., 1995, Herman et al., 2000). Reflected, horizontal propagating surface waves

offer an opportunity to determine sharp lateral change in the near-surface. In addition
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to providing information about the lateral location of a discontinuity, the frequency spec-

trum for surface-wave reflectivity provides information about the depth to the discontinuity

(Shtivelman, 2000).

When dispersive surface-waves propagate through heterogeneity in the near-surface,

the outgoing (away from the source) wave masks the onset of the incoming (toward the

source) wavefield. This complicates the identification of the location of the discontinuity.

Therefore, a primary challenge in locating a discontinuity, or change, is in separating and

identifying the incoming wavefield. A straight-forward approach to isolate the incoming

wavefield is to use linear move-out to align the outgoing wave and a dip filter to remove

the aligned outgoing wave (Sloan et al., 2010). A frequency dependent move-out, such as

Dynamical Linear Move-Out (DLMO), improves alignment of the outgoing wave for removal

(Leparoux et al., 2000). By stacking over common-receiver gathers the incoming wavefield

is enhanced and the image can be interpreted for the location of discontinuities in the time

domain or frequency domain.

Observing the pattern of waves in a Vertical Seismic Profile (VSP), see Ross and Shah

(1987), Stewart (1985), helps in formulating a method to image incident locations for

back-reflected waves. The newly formulated method must take into account that data

geometry is horizontal instead of vertical and the added complexity of accounting for

significant dispersion. Similar to DLMO, a series of phase-velocity matching operations

(Herrmann and Russell, 1990) are used to flatten the outgoing surface wave. Also pre-

sented, is a way to invert for the laterally-averaged, phase velocity necessary for flattening

the outgoing wave. By retaining the outgoing wave, in addition to the incoming wavefield,

a deterministic deconvolution can be used to recover reflectivity of lateral discontinuities.
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The new method of extracting reflectivity agrees with previous analytic solutions based

on the shear-wave velocity model and the approximation of calculating reflectivity proves

to be satisfactory for the models tested in this paper. Band-limited lateral-reflectivity

from velocity discontinuities at depth are shown to be uniquely dependent on the depth

to those discontinuities. The main fault of the Hockley, Texas field data set (Khan et al.,

2013) is identifiable in the lateral-reflectivity image and there is correlation between the

lateral-reflectivity image and a traditional seismic image.

3.2 Multi-channel phase-velocity estimation and inversion

Multi-channel analysis of surface waves, often referred to as MASW, was developed in the

1990’s by Park et al. (1999) and Xia et al. (1999). The method improved upon previous

methods in which the spectral component of two receivers were used to determine dispersion

characteristics of the surface wave (Nazarian, 1984). Only using two receivers to image

dispersion suffered from low signal-to-noise and cumbersome acquisition. Multi-channel

analysis surveys acquire data in much the same way as traditional (CMP-based) geometry.

The combination of multiple channels also increases signal-to-noise. This is important when

attempting to image the separate fundamental and higher modes.

The primary goal of MASW (and previous methods of surface wave analysis) is to

determine a shear-wave velocity model across the survey line. There are essentially two

steps steps in the process.

1. Extract dispersion-curves along the survey line, and

2. Invert for shear-wave velocity from extracted dispersion curves .
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In practice, to capture 2D effects many dispersion curves must be extracted along the

survey-line and then each profile is inverted independently. Commonly, in MASW, a disper-

sion curve is determined for each shot gather. The shot gather itself excludes near-offsets,

where non-planar components exist, and far offsets, where higher modes, body waves, and

guided waves dominate the record.

Below, a synthetic example is first presented to illustrate multichannel processing. After

a review of extraction techniques, methods which aim to increase resolution of both the

dispersion curve and lateral heterogeneity in the model are presented. Several different

schemes of windowing data are investigated. Finally, the inversion used to determine shear-

wave velocity is tested.

3.2.1 Synthetic example

To illustrate the process of forming dispersion images we return to the model with a single

vertical blind fault as discussed in the previous chapter, Figure 3.9a.
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(a)

(b)

Figure 3.1: (a) Shear-wave velocity of simple blind fault model (b) Simulated shot record
using the spectral element method.

Synthetic data is generated using a continuous Galerkin spectral-element method, SPECFEM2D.

A point source with a 25 Hz Ricker wavelet is placed just below the surface to excite surface

waves. A single shot is simulated at the left side of the model. Vertical component receivers

are placed at a 1 m spacing along the entire extent of the model. A constant density of 2800

kg/m3 and a constant VP /VS value of 2 is used throughout the entire model. Attenuation

is excluded from the simulation. Again, the full extent of the model used for the numerical

simulation is not shown. Figure 3.1b shows the shot record from the simulation.

3.2.2 Determining lateral phase-velocity variation.

A straight forward method to determine phase-velocity properties of a shot record is to

transform data to the frequency-wavenumber (f-k) domain. Dispersive energy due to the
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surface wave is distinguished by a curved signature as opposed to the linear signature of

body-waves in the f-k domain.

In practice, noise (body-waves and scattered surface waves) can be excluded from the

estimation of phase-velocity properties by muting around the surface wave-train. Figure

3.2a shows a mute around the simulated shot.

The imaged curve in the f-k plot of the the simulated shot (Figure 3.2b) represents the

laterally-averaged phase-velocity characteristics from the source to the last receiver in the

line.

(a)

(b)

Figure 3.2: (a) Simulated shot record with mute applied around the surface wave. The
mute is indicated with red dashed lines. (b) Image of dispersive energy in the f-k domain.

To determine phase-velocity, variation across the survey line dispersion should be ”im-

aged” in some spatially windowed manner. Common practice is to form dispersion images

(via an f-k or other transform) from an array which spans only a segment of the survey line.
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The dispersion image is picked and the resultant dispersion curve is assigned to a location

at the center of the array. The array is then moved laterally and the process is repeated

and interpolated to obtain a lateral profile of phase-velocities. A smaller array potentially

increases the degree of heterogeneity that can be resolved, but due to Fourier duality there

are limits as to how small the spatial window can be made.

3.2.3 High-resolution dispersion imaging

Simply transforming surface-wave data to the f-k or slowness-frequency (p-ω) domain re-

quires a very large number of traces to resolve an image of dispersive energy. The traces

must also cover a large range of offsets. The resolution of dispersive energy is especially

critical in the presence of higher modes where higher resolution provides separation between

unique modes.

We follow the method outlined by Park et al. (1998) to image dispersion curves. Using

Park’s method, less traces are required and both a higher resolution of the dispersion image

and a higher spatial resolution in the final model can be attained.

The transformation process described below is applied in a window of frequencies, ω,

and offsets, x, for a shot gather. We begin by defining the Fourier transformation of an

offset-time (x, t) shot gather as,

U(x, ω) =

∫
u(x, t)eiωtdt. (3.1)

The term U(x, ω) can be split into two terms representing the phase, P (x, ω), and amplitude,

A(x, ω), spectrum:

U(x, ω) = P (x, ω)A(x, ω). (3.2)
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Note that U(x, ω) is a function of frequency. The phase spectrum term, P (x, ω), contains

information about arrival time and about dispersion and the amplitude spectrum term,

A(x, ω), contains information about attenuation and spherical spreading.

There is a specific frequency and phase-velocity at which the surface wave exists. The

unique values of frequency and phase velocity can be represented as a wavenumber, Φ =

ω/c(ω), and equation 3.2 can be rewritten as,

U(x, ω) = e−iΦxA(x, ω), (3.3)

Now, presume a phase shift, eiφx, is applied to the shot gather as,

V (x, ω) =

∫
eiφxU(x, ω)dx. (3.4)

The phase-shift term above is dependent on offset and wavenumber, φ. If we consider each

frequency component as completely separated from other frequencies the phase-shift term

can be written as,

eiφx = eiφ(ω)x = e
i ω
c(ω)

x
. (3.5)

By putting equations 3.3, 3.4, and 3.5 together we arrive at the following type of transfor-

mation,

V (ω, φ) =

∫
eiφ(ω)x

(
U(x, ω)

|U(x, ω)|

)
dx,

=

∫
e−i(Φ(ω)−φ(ω))x

(
A(x, ω)

|A(x, ω)|

)
dx.

(3.6)

The expression above sums across offsets of wave-fields per frequency after applying a phase

shift. The process is like a slant stack except it is applied in the frequency domain. The
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transformation will exhibit a peak of energy for each frequency where,

φ = Φ =
ω

c(ω)
. (3.7)

In practice, a selection of frequencies and phase-velocities associated with the phase-shift

wavenumber, φ, are ”scanned”. A dispersion image occurs where peak energy exists. Usu-

ally peak frequency occurs at frequencies and phase-velocities associated with the funda-

mental mode. However, if substantial surface-wave energy exists in the higher modes, they

too will be imaged.

Examples

Three separate dispersion images are formed from three separate spatial windows, each 100

m wide, located across the simulated shot gather. Each window is comprised of data from

receivers that exist within the spatial extent of the window. Figure 3.3 shows dispersion

images extracted from three different locations along a line.
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(a) (b) (c)

(d) (e) (f)

Figure 3.3: Three examples of imaged dispersive energy from simulated shot gather. The
100m spatial window is shown on shot gather and model with red bracket and red lines
from location (a) to the left of fault, (b) to the right of fault, and (c) spanning the fault.
Respective dispersion images from location (d) to the left of fault, (e) to the right of the
fault, and (f) spanning the fault. The picked dispersion curve is shown with the white dots
and black line.

As can be seen, given the relatively small section of receivers, the dispersion images

using the high-resolution transform from all three windows are better resolved than the f-k

transform previously shown in Figure 3.2b. The location windows are chosen to illustrate

the sensitivity of the transform to the underlying shear-wave velocity model. Note that

phase-velocity at higher frequencies is constant for the three dispersion images, Figures

3.3d, 3.3e, and 3.3f. This is consistent with the laterally constant shear-wave velocity in the

shallow part of the model. Phase-velocities at lower frequencies in the dispersion images
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on either side of the fault (Figures 3.3d and 3.3e) are markedly different due to the two

different underlying shear-wave velocities in the lower layer.

Note that even the high resolution method of imaging dispersion curves averages phase-

velocities laterally. The dispersion image estimated from the spatial window, which spans

the fault (Figure 3.3f), is an averaged combination of properties on either side.

3.2.4 Dispersion image resolution

All multi-channel techniques suffer from constraints due to the Fourier Scaling property.

This includes the higher resolution dispersion imaging presented above. The Fourier Scaling

property states that a function, g(t), scaled in time by a constant, c, is represented in the

Fourier domain as,

g(ct) =
1

|c|
G

(
f

c

)
. (3.8)

The scaling in time is inversely proportional in the Fourier domain. In other words, the

duration of a signal in time is inversely proportional to it’s bandwidth in frequency. This

concept also holds true for spatially recorded samples. If the number of receivers selected

for imaging a dispersion curves increases, the resolution of the dispersion image increases.

As less receivers are selected for imaging a dispersion curve, the resolution of the dispersion

image decreases.

Examples

Three separate dispersion images are formed from three differently sized spatial windows

from the simulated shot gather. Each window is comprised of data from receivers that exist

within the spatial extent of the window. Figure 3.4 shows dispersion images extracted from

the three differently sized windows.
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A high resolution dispersion image is produced from the large 300 meter window, Figure

3.4d. The trade-off, however, is lower lateral resolution. A small window, which could

potentially provide high lateral resolution, does not result in dispersion image that can

reliably be picked for a dispersion curve, Figure 3.4f. Therefore, when deciding on sizes of

windows for capturing lateral heterogeneity, a compromise needs to be made. In this case, a

50 meter window (Figure 3.4e) (or possibly slightly larger) provides dispersion images from

which reliable dispersion curves can be picked.

(a) (b) (c)

(d) (e) (f)

Figure 3.4: Three examples of imaged dispersive energy from simulated shot gather. Spatial
windows are shown on shot gather and model with red bracket and red line for (a) 300 meter
window, (b) 50 meter window, and (c) 25 meter window. Respective dispersion images are
shown from (d) 300 meter window, (e) 50 meter window, and (f) 25 meter window. The
picked dispersion curve is shown with the white dots and black line.
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3.2.5 Multi-channel windowing schemes

As explained earlier, MASW-based methods make use of the same survey geometry which

is used for traditional reflection processing. Oftentimes, surveys have a fixed receiver spread

and shots progressing at intervals across the line.

In MASW processing, a dispersion curve is estimated for each shot gather (excluding

nearest and farthest offsets) and assigned to the center of the gather. This is repeated for

all shot gathers in a line and the dispersion curves are spatially interpolated at the end to

create a phase-velocity model.

Other configurations of shots and receivers may be used with the same precautions for

the nearest and farthest offsets. By forming super-shots, i.e. including more than one shot

for dispersion curve estimation, higher resolution for both the dispersion image and lateral

direction can be achieved.

If shot and receiver spacing are the same a simple windowing can be used. Figure 3.5

shows an example of overlapping windows.

Figure 3.5: Diagram of survey with sources in red and receivers in blue. Window scheme
indicated with dashed lines.

A slightly different windowing scheme is needed to optimize resolution when source

spacing is at a larger interval than receiver spacing. For shot gathers, phase-velocities at a

specific location are dictated primarily by the receivers at that location. Although the sur-
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face wave may have traveled through an anomaly, altering the surface wave, along the way

from a particular source to the window of receivers, the dispersion image from the transform

is indicative of phase-velocities at that location. Apart from changes due to attenuation,

extracted phase-velocities are independent of source location. Therefore, a second source

aperture window should be designed around the receivers to optimize resolution. Figure 3.6

shows a diagram for the window scheme with sources at a larger interval than receivers.

Figure 3.6: Diagram of survey with sources in red and receivers in blue. Window scheme in-
dicated with black dashed lines for receiver window and red dashed lines for source aperture
window.

Examples

For this example, 20 shots at a 20 m spacing across the model are simulated using the same

blind fault model as before and same source settings (a point source with a 25 Hz Ricker

wavelet placed just below the surface).

Several dispersion images from a single spatial window are shown in Figure 3.7. The

shear-wave velocity model with sources and receivers indicated at the surface is shown on

the left frames and corresponding dispersion images shown on the right. As can be seen

in Figures 3.7a and 3.7b, simply choosing a small spatial window has an adverse effect on
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the dispersion image when there is only one shot in the window. Including an additional

shot (Figures 3.7c and 3.7b) improves the resolution of the dispersion image somewhat. For

this example, by choosing a source aperture window that is 50 meters on either side of the

receiver window (Figures 3.7e and 3.7f ) a dispersion image is produced with satisfactory

resolution.
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(a)

(b)

(c)

(d)

(e)

(f)

Figure 3.7: Three examples of imaged dispersive energy from spatial windows of simu-
lated shot gather. Sources (red) and receivers (green) which fall inside the spatial window
are plotted on the shear-wave velocity model for the case of: (a) one shot and (b) corre-
sponding dispersion image, (c) two shots and (d) corresponding dispersion image, and (e) 7
shots selected with 50 meter aperture and (f) corresponding dispersion image. The picked
dispersion curve is shown with the white dots and black line.

With an understanding of how windows are optimized to increase both lateral resolution

and dispersion image resolution a windowing scheme for the entire survey can now be chosen.

The windowing scheme consists of a receiver window of 25 meters and a source aperture
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window of 50 meters on either side. An overlap of 5 meters is used for every receiver and

the nearest and farthest offsets are excluded from each spatial window. Dispersion curves

are picked for each window and assigned to the center of the window. Dispersion curves

are then combined for the entire survey line by spatial interpolation. Figure 3.8 show the

phase-velocity model produced from the synthetic data.

Figure 3.8: (a) Initial flattened data using extracted phase-velocities described in Step 1.
(b) Improved flattened data using least squares fit.

The phase-velocity model corresponds to the shear-wave velocity model. Higher phase-

velocities at lower frequencies (long wavelengths) exist at the same lateral location as the

high-velocity section of the blind fault model. Note that the model produced shows smooth

lateral change at the 300 meter mark. Sharp lateral change cannot be resolved due to

interpolation between windows and the Fourier Scaling property.
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3.2.6 Inversion for shear-wave velocity

Each dispersion curve determined along the line is independently inverted to determine

shear-wave velocity. The inversion itself is a 1D process. In this sense, the resulting shear-

wave velocity model is an approximation of a 2D solution built from many 1D solutions

along the survey line.

The inverse problem for surface waves is ill-posed and the solution is non-unique and

unstable. For this reason, a priori knowledge is needed. Phase-velocity is closely linked to

shear-wave velocity, while density and compressional-wave velocity are much less linked to

phase-velocity. Therefore, one can solve for shear-wave velocity by holding compressional-

wave velocity and density fixed.

The problem can be set in terms of phase-velocity and shear-wave velocity perturbation.

A linear inversion is formulated by finding the perturbations of shear-wave velocity that

minimize the perturbation (or difference from) the phase-velocity model (Russell, 1987).

First, the Love wave and Rayleigh wave solutions for phase-velocity, c(ω) , must be

defined in terms of perturbations, δc and δβ.

The Love wave is defined as,

δc(ω) =

∫ ∞
0

AL(ω, z)δβ(z)dz, (3.9)

where amplitude, AL(ω, z), is dependent on shear-wave modulus, µ, wavenumber k, and

the eigenfunction, (l1), defined in the previous chapter,

AL(ω, z) =
µc

βkW

[
k2l1 +

(
dl1
dz

)2
]
, (3.10)
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and the term W is,

W = k

∫ ∞
0

µl21dz. (3.11)

The Rayleigh wave is defined as,

δc(ω) =

∫ ∞
0

AR(ω, z)δβ(z)dz, (3.12)

where amplitude, AR(ω, z), is dependent on shear-wave modulus, µ, Lame’s parameter, λ,

wavenumber k, and the eigenfunctions, (r1, r2), defined in the previous chapter,

AR(ω, z) =
µc

βkW

[(
k2r2 +

dr1

dz

)2

+ 4kr1
dr2

dz

]
, (3.13)

and the term W is,

W = k

∫ ∞
0

[
(λ+ 2µ)r2

1 + µr2
2

]
dz +

∫ ∞
0

(
µr2

dr1

dz
− λr1

dr2

dz

)
dz. (3.14)

The inversion is implemented the same whether we are using Love-wave or Rayleigh-wave

phase velocities. Assuming that there are m number of frequencies in the dispersion-curve

(phase velocities), equations 3.9 and 3.12 can be written as,

δci =

∫ ∞
0

Ai(z)δβdz, i = 1, 2, ...m, (3.15)

if velocity is a function of depth (where the structure is vertically stacked layers). Equation

3.15, can be written slightly differently as,

δci =

n∑
j=1

Aij δβj , j = 1, 2, ...n, (3.16)
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where n is the number of stacked layers and the amplitude term, Aij , is defined as,

Aij =

∫ zj+1

zj

Ai(z) dz. (3.17)

An iterative least squares problem can now be set up using the perturbations, δc and δβ.

The first iteration is started by providing an initial guess of the shear-wave velocity profile,

B0
j , and determining phase-velocity, c0

i , using the 1D forward model previously presented

in chapter 1. The perturbation in phase-velocity is then the difference between the actual

measured phase velocity (extracted dispersion curve), cmi , and the initial guess,

δci = cmi − c0
i . (3.18)

The problem can now be set up to find the perturbations, δβj , that minimizes the residals,

ε in,

δci =
n∑
j=1

Aij δβj + εi, (3.19)

or, in matrix form,

δc = A δβ + ε. (3.20)

where δc is a vector of (m×1) frequencies of phase-velocity perturbations, δβ is the vector

of unknown (n × 1) for shear-wave velocity model parameters for every depth-layer, A is

the (m × n) matrix of known amplitude coefficients, and ε is a (m × 1) column vector of

residuals to minimize.

After the first iteration, when δβ is determined, the original estimate is updated by,

βu = β0 + δβ. (3.21)
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Updated shear-wave velocities, βu, are used to determine amplitudes, A, in an iterative

manner. The least squares inversion is solved by,

δβ = (ATA)−1AT δc, (3.22)

and the sum of the squares of the residuals is used to minimize the solution,

εTε = (δc−A δβ)T(δc−A δβ). (3.23)

Example:

Let us return to the model with a single vertical blind fault and use the phase-velocity

model processed previously from the simulated 20 shots at a 20 meter spacing. Each spatial

sample point in the phase-velocity model is treated as a 1-D profile, which is inverted for

shear-wave velocity using the method described above. Figure 3.9 shows the results of the

inversion.
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(a)

(b)

Figure 3.9: (a) True shear-wave velocity model. (b) Inverted shear-wave velocity model
from multi-channel processing.

The overall character of the shear-wave velocity model is retained. A slow layer exists

above a faster lower layer. On the right side, the faster section to the right of the fault has

been estimated. The inverted model is a smoothed version of the true model.

3.3 Estimating surface-wave reflectivity

Processing steps are shown by the flowchart in Figure 3.10. These processing steps are

grouped into three main steps for producing a reflectivity map:

1. Separating reflected surface waves from direct surface waves,
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2. Isolating the incident location of reflected surface waves which results in an image

representative of lateral locations of reflectors, and

3. Creating a reflectivity map by deconvolving reflected surface waves and converting to

depth.

Figure 3.10: Flowchart of processing steps to: 1) separate the wavefield, 2) isolate incident
reflections, and 3) create a reflectivity map. Operations are identified by straight rectangles,
and data is identified by slanted rectangles.

We use the model and survey parameters described in section 3.2.1 for the first three

steps of our processing flow. For the fourth step in the processing flow we use a slightly more

complex model. The data used for the entire processing flow is generated by SPECFEM2D.

3.3.1 Step 1: Separating the wavefield

When dispersive surface-waves propagate through heterogeneity in the near-surface, the

outgoing wave masks the onset of the incoming wavefield. This complicates the identi-

fication of the location of the discontinuity. Therefore, a primary challenge in locating a

discontinuity, or change, is in separating and identifying the incoming wavefield. A straight-
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forward approach to isolate the incoming wavefield is to use linear move-out to align the

outgoing wave and a dip filter to remove the aligned outgoing wave (Sloan et al., 2010).

A frequency dependent move-out, such as Dynamical Linear Move-Out (DLMO), improves

alignment of the outgoing wave for removal (Leparoux et al., 2000). Similar to DLMO, we

use a series of phase-velocity matching operations (Herrmann and Russell, 1990) defined by

extracted dispersion properties of the wave to de-disperse, or flatten, the outgoing surface

wave. In addition to determining the incoming wave we also preserve the outgoing wave for

the step of creating the reflectivity map.

Determining the phase-velocity model and flattening the surface wave

A correctly defined phase shift will flatten the outgoing surface-wave allowing us to apply

a filter to separate the incoming wavefield. However, the laterally-averaged phase-velocity

needed to flatten the outgoing wave is unknown. We use a two-part process to determine the

laterally-averaged phase-velocity which best flattens the outgoing wave. First, we determine

dispersion curves within spatial windows and integrate across the ray-path to determine a

laterally-averaged, phase velocity model for the phase-shift. Second, using the laterally-

averaged phase-velocity model determined in step one as initial parameters, we improve the

flatness of the outgoing wave with a least-squares fit.

The second part is a trace-by-trace operation starting at the source location and ending

with the last trace along the ray-path. Each trace is fit to a flattened goal, S(t). If the

location of the trace is at index j, the flattened goal is a previously fit trace nearer to the

source location, j − 1. The objective is to minimize the difference in energy, E, between

the flattened goal and a function that flattens the trace given a transfer function, H(ω, p)j ,

based on the phase terms in equations (2.29) through (2.32) and a vector of parameters, p,
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which define the average phase-velocities for each trace,

Ej = ||S(t)j−1 −F−1{O(ω)jH(ω, p)j}||2. (3.24)

An analytic function is used to define the average phase-velocities using only a few param-

eters for each trace (Tang et al., 2009). Here, we express the outgoing surface-wave, O(t)j ,

recorded at positional index, j, as having both amplitude and phase,

O(t)j = A(ω)je
−ik(ω,xj)xj . (3.25)

Dispersion due to layering can be removed by applying a transfer function, Hj , to the

outgoing wave, resulting with essentially the source wavelet, S(ω),

S(ω) = HjO(ω)j . (3.26)

The transfer function is defined by the unique laterally averaged dispersive properties at

the location of trace, xj .

Hj = eik(ω,xj)xj . (3.27)

We adapt Tang’s formula to represent the dispersion curve in slowness s(ω),

s(ω) = m+ r arctan (n ∗ (ω − q)) (3.28)

where the parameters are:

• m - inflection point on slowness axis

• r - slowness range, ie, extents of dispersion-curve

101



• n - inflection ”steepness” on frequency axis

• q - inflection point on frequency axis

Equations 3.27 and 3.28 are combined to further describe the transfer function,

H(ω,m, r, n, q)j = ei
(
m+r arctan (n∗(ω−q))

)
∗ωxj . (3.29)

This function constrains the solution for a dispersion curve and allows us to remove residual

dispersion subject to a flattened goal, S(t), using a least-squares fit,

E = ||S(t)−F−1
ω {O(ω)jH(ω,m, r, n, q)j}||2. (3.30)

Figure 3.11a shows the outgoing surface-wave flattened using only the first part of the

process described above, and Figure 3.11b shows the improved result using the least squares

fit to remove the residual dispersion.

(a) (b)

Figure 3.11: (a) Initial flattened data using extracted phase-velocities. (b) Improved flat-
tened data using least squares fit.
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Outgoing/Incoming separation

Once accurate velocities for the phase-shift have been estimated, the incoming and out-

going surface waves are separated using a VSP-type flow (Ross and Shah, 1987). In VSP

processing, downgoing direct waves are removed from upgoing reflected waves by applying

a static shift to align the downgoing wave, applying a horizontal median filter, and then

subtracting the median filtered result from the aligned data resulting in only the upgoing

waves. Similarly, now that the outgoing surface wave is flattened, we can apply the same

process to uncover the incoming surface wavefield. Applying a horizontal median filter on

the flattened aligned events, in this case, the outgoing surface-wave, reduces noise in the

aligned event and does not have the effect of smearing the aligned event. For this reason the

median filtered aligned event is often referred to as an enhanced event (Stewart, 1985). The

flattened outgoing wave is enhanced (Figure 3.12a) with a 13-point median filter applied

across the horizontal dimension. Then, the enhanced outgoing wave is subtracted from the

flattened wave (Figure 3.11b) resulting in an incoming residual, as shown in Figure 3.12b.

We will use the enhanced outgoing wave, Ô(t)j , later in step 3.
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(a) (b)

Figure 3.12: (a) Flattened outgoing wave separated and enhanced with median filter. (b)
Incoming wave determined from the subtraction of the enhanced outgoing wave from the
flattened wave.

The surface-wave reflection can be clearly seen originating from near time zero and

traveling back towards the source as time progresses. The outgoing wave is removed and

all that remains, for this example, are the direct waves that have been shifted to negative

time and a small amount of residual noise.

3.3.2 Step 2: Isolating incident reflections

The incoming wavefield (Figure 3.12b) for our simple synthetic model is well separated.

From a visual standpoint it is clear where the reflected wave originated. However, for a

more general model, each trace may not only record the incident reflection near zero time,

but may also record other events (such as reflected surface waves originating from locations

further from the source and direct waves) at other times along the trace. In addition,

because reflected surface-waves are weak in comparison with the outgoing surface-wave, the

signal-to-noise ratio (SNR) for the reflection at the incident location may be very small.
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The goal of step 2 is therefore twofold, increase the SNR and remove all events except the

incident reflection near time zero.

Increasing the SNR for the incoming wavefield

The most obvious choice to increase the SNR in the incoming wavefield is to align the

incoming wavefield and use a horizontal median filter in the same way as the outgoing

wave. However, the result of alignment for the incoming wavefield is not the same as

for the outgoing wave. Aligning the outgoing wave removes dispersion and flattens the

wave thereby compressing the wave near time zero. An opposite sign for a phase-shift in

the transfer function, H(ω)j , will flatten the incoming wavefield, however, the wavefield will

not be flattened near time zero, nor will the wavefield be compressed. Instead, the incoming

wavefield will be flattened where the wavefield crosses zero offset and the wavefield will be

expanded, not compressed. The expansion of the wavefield will cause unwanted interference

between incident reflections and other parts of the wavefield.

As an alternative approach, we apply an averaging filter which smooths the incoming

wavefield and stacks out events that do not obey the propagation properties of the incoming

surface wave, as defined by the transfer function, H(ω)j . The averaging filter is applied

from later time to earlier times (that is, from near offsets to far offsets for the case of the

incoming wave). We apply a transfer function, H(ω)j , to a trace at nearer offset, j, and

then stack it to the adjacent trace at farther offset, j + 1. The stacked trace, I(t)j , is then

shifted with the transfer function to the next adjacent trace and stacked again. This process

is repeated from near to far offset in a recursive fashion,

I(t)j+1 =
I(t)j+1 + F−1

ω {H(ω)jI(ω)j}
2

. (3.31)
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If the transfer function matches the phase of an event in the trace, the event in the next

trace will be additively stacked. The weight that a far offset trace is affected by a near

offset at position q decreases geometrically with distance from the far offset trace as defined

by,

I(t)j+1 =
0∑

q=j+1

I(t)q

(
1

2

)i+1−q
. (3.32)

Several passes of the averaging filter has the effect of further smoothing the incoming wave-

field and increasing the SNR. Figure 3.13a shows how applying the averaging filter affects

the incoming wavefield. Events which obey propagation properties of an incoming wave are

slightly smoothed. In this case, there is only one incoming event. Events that do not obey

the propagation properties of an incoming wave, such as the residual P-wave and outgoing

wave, are “stacked out”.

(a) (b)

Figure 3.13: (a) Incoming surface wave emphasized by averaging filter. (b) Location of
incident reflection is isolated by muting around zero time.
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Muting around zero time

The process of flattening the outgoing wave in step 1 not only had the intended effect of

compressing the outgoing wave, but it also compresses the incident reflections near zero

time. After the outgoing wave has been removed and the SNR has been improved for the

incoming wave we spatially isolate the incident location of the incoming wave by muting

around time zero (or, more exactly, muting around the temporal location of the outgoing

wave). Figure 3.13b shows the result of the mute. Using a mute with a smaller time gate will

have the effect of increasing lateral resolution. The wavefield of isolated incident locations,

Î(t)j , is used in the next step.

3.3.3 Step 3: Create reflectivity map

At this point in the processing flow, the lateral location of reflectors can be inferred from

the location of incident reflections. In step 3 we improve our interpretation by producing a

2D reflectivity map with sharp lateral resolution that is also a function of depth. First, we

determine a spectral reflectivity map by deconvolving the incident reflections, from step 2,

by the flattened outgoing wave determined in step 1. Then, maps from multiple shots are

combined and the total spectral reflectivity map is converted to depth. Spectral reflectivity

is also used to update velocity in step 4.

Deconvolution for reflectivity

Recall that the flattened outgoing wave for all traces, Ô(t)j , along the survey line has

been determined by wavefield separation in step 1. The waveforms for possible incident

reflections at every trace, Î(t)j , has been determined by step 2. We determine the ratio

between the outgoing wave and the incident reflections at every trace and interpret the
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result as reflectivity. There are benefits from implementing a trace-by-trace deconvolution

to determine reflectivity. Because the source waveform is present in both the outgoing

wave and incident reflection the division cancels out the source term. Also, trace-to-trace

variations due to the coupling of geophones to the surface of the earth are compensated

for because variable coupling affect both the incoming and outgoing waves equally on each

trace.

We determine reflectivity, R̃(ωi, xj), in the Fourier domain by damped deconvolution,

R̃(ωi, xj) =
Ô(ωi, xj)

∗Î(ωi, xj)

Ô(ωi, xj)∗Ô(ωi, xj) + ε2
. (3.33)

using the term, ε, as prescribed by Claerbout and Fomel (2006), to stabilize results. Next,

we determine reflectivity as a function of horizontal distance in the form of a 1D image by

summation over frequency,

R0(xi) =
∑
ωi

R̃(ωi, xj), (3.34)

which also is equivalent to imaging at zero time. Figure 3.14a shows the zero-time image

from deconvolving the incident reflection in Figure 3.13b. As can be seen, the reflection

waveform is replaced by a band-limited spike.
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(a) (b)

Figure 3.14: Resultant images from deconvolution of the incoming wavefield by the outgoing
wave. (a) Positive, band-limited spike processed from shot at the 0 m location. (b) Negative,
band-limited spike processed from shot at 400 m location.

Thus far, our examples for the processing flow have been for a source located to the

left of the fault at the 0 m location. Because the shear-wave velocity is lower to the left

of the fault, the reflection coefficient is positive. Figure 3.14b shows the reversed reflection

coefficient for the fault from a source on the right side of the fault at the 400 m location.

To constrain the spatial extent of strong reflection coefficients in determined reflectivity,

R̃(ωi, xj) (or R̃(ti, xj)), we apply a mask based on the zero-time image, R0(xj). The mask

is created by taking the zero norm of the zero-time image,

R(ωi, xj) = |R̃(ωi, xj)| ·
R0(xj)

||R0(xj)||0
,

R(ti, xj) = R̃(ti, xj) ·
∣∣∣∣ R0(xj)

||R0(xj)||0

∣∣∣∣ ,
(3.35)

and is applied to either the amplitude part of the reflectivity spectrum or reflectivity in

the time domain. By applying the mask to the amplitude part of the spectrum, we retain

polarity information in the resultant spectral reflectivity map, R(ωi, xj). No polarity sign

is required for determining a temporal reflectivity map, R(ti, xj). Figures 3.15a and 3.15b

respectively show the spectral reflectivity map for a source on the left side of the fault and
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for a source on the right side. Similarly, Figures 3.15c and 3.15d respectively show the

temporal reflectivity map for a source on the left side of the fault and for a source on the

right side.

(a) (b)

(c) (d)

Figure 3.15: (a) Spectral reflectivity map processed from shot on left. (b) Spectral reflec-
tivity map processed from shot on right. (c) Temporal reflectivity map processed from shot
on left. (d) Temporal reflectivity map processed from shot on right.

Validation of extracting reflectivity

To confirm the accuracy of extracting reflectivity by wavefield separation and deconvolution,

results are compared with semi-analytic solutions for a vertical discontinuity in the shear-
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wave velocity model. Recall in chapter 2 we investigated the normalized root-mean-squared

deviation (NRMSD), equation 2.42, between forward modeled reflectivity determined from

elastic properties and reflectivity determined from phase-velocities. For a blind-fault model,

identical to the blind fault model used in this chapter, we found a NRMSD of 51.2%.

Here, we compare extracted reflectivity with both methods of forward modeling reflectivity,

(Corchete, 2011) and ours (equation 2.41).

The bandwidth of the outgoing surface-wave produced by SPECFEM2D (Figure 3.16a)

represents frequencies where most of the energy exists. We extract the reflection coefficient

from a single trace of the deconvolved data at maximal amplitude. Figure 3.16b shows that

energy contained in the reflected surface-wave (for all three estimates) is skewed toward the

lower frequencies. This is consistent with the shear-wave velocity model. The higher fre-

quency (shorter wavelength) part of the outgoing wave does not reflect from a discontinuity

at depth.
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(a)

(b)

Figure 3.16: (a) Amplitude spectrum of surface-wave generated by SPECFEM2D. (b) Com-
parison of reflectivity results from analytic method based on shear-wave velocity, semi-
analytic method based on phase-velocity model, and extracted reflectivity from data gen-
erated by SPECFEM2D.

Extracted reflectivity, as well as the forward model approximation, slightly over-predicts

the analytic result derived from the shear-wave velocity model; however, both extracted

reflectivity and the forward model are within a reasonable range. The NRMSD between the

reflection coefficient extracted from the spectral reflectivity map and the reflection coefficient

derived from elastic properties across 10 to 60 Hz is 28%. While the NRMSD between the

reflection coefficient extracted from the spectral reflectivity map and the reflection coefficient

derived from our forward model approximation across 10 to 60 Hz is 14%. In this case our

forward model approximation is most consistent with reflectivity extracted from synthetic

data produced by SPECFEM2D.
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Multi-gather processing

Reflections occur at fixed locations on the surface regardless of shot location, xs. Reflection

polarity at those locations, however, depends on the directivity of the source. For our 2D

fixed-spread geometry, we separate each temporal reflectivity map, R(ti, xj , xs), into two

parts, negative and positive offsets. By separately stacking the left and right part of N shot

gathers, RL(ti, xj , xs) and RR(ti, xj , xs), in the time domain we retain phase information,

RL(ti, xj) =

N∑
xs

RL(ti, xj , xs)

N
,

RR(ti, xj) =
N∑
xs

RR(ti, xj , xs)

N
,

(3.36)

where the two parts are combined by reversing the sign for one part,

R(ti, xj) =
−RL(ti, xj) +RR(ti, xj)

2
(3.37)

In combining shots, noise, such as back-reflections from higher modes and other conversions,

is reduced. Note that because deconvolution prior to stacking balances the amplitude

between the shots the amplitude of reflectivity after stacking is also preserved.

Converting to depth

Surface waves are most sensitive to the velocity structure at about one-half their wavelength

(Rix and Stokoe, 1989). We thus map the spectral amplitude of reflectivity to a depth-

profile using this relationship. We first create an array of points corresponding to lateral

position and depth. Then, we map the nearest half-wavelength (determined by using the

average velocity of the surface-wave) from wavelength to depth. The result is an image

which shows reflectivity as a function of offset and depth (Figure 3.17).
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Figure 3.17: Image of reflectivity as a function of lateral position and depth.

It should be noted that this mapping is approximate. Although low-frequency waves

cause strong particle displacement in deeper velocity structures, shallow structures are also

affected by low frequency waves. Accordingly, a one-to-one mapping of frequency to depth

is inexact. However, similar mappings of direct surface-wave spectra to depth have proved

useful for near-surface interpretation (Shtivelman, 2000). Our mapping is instructive for

the purpose of approximate interpretation. As can be seen in Figure 3.17, the depth of

reflectivity corresponds to the depth of the fault in the shear-wave velocity model.

The shear-wave velocity profile from the location at the fault is compared with the

depth-mapped reflectivity the same location to confirm the prediction of depth given by

extracted reflectivity. Figure 3.18 shows the profile of shear-wave velocity and reflectivity.
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Figure 3.18: Comparison of shear-wave velocity profile (solid blue line) and depth-mapped
reflectivity profile (dashed red line) at location of fault.

Note that the depth at which reflectivity becomes strong corresponds to the depth of

the velocity change in the shear-wave velocity model.

3.3.4 Example: Physical Model, 2D line perpendicular to fault

It is useful to understand simple data prior to investigating more complicated data from the

field. Physical modeling fills the gap between synthetically generated data and field data.

Properties of materials are known and the particle motions in materials are real in physical

modeling, as opposed to synthetic data.

In the following section, data is processed from an experiment performed at the Allied

Geophysical Laboratories (AGL), University of Houston, using an ultrasonic data acqui-

sition system. Data from the system always uses a scaling factor of 110000 for time and

space to convert ultrasonic measurements to values representative of seismic measurements

collected by traditional field equipment. A receiver interval in the physical modeling exper-

iment of 0.5 mm therefore translates to a 5 m receiver interval in the field.
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The model was built to mimic a laterally varying structure with a vertical boundary

(vertical fault). A block of plexiglas was welded to a block of aluminum using adhesives

and honey as a viscous couplant, (Figure 3.19a). Compressional and shear-wave velocity in

plexiglas is: VP = 2740 m/s and VS = 1380 m/s respectively. Compressional and shear-wave

velocity in aluminum is: VP = 6300 m/s and VS = 3100 m/s respectively.

A roll-along source-receiver geometry was used to acquire seismic datasets with ultra-

sonic contact transducers Figure 3.19b shows specifications used for the physical model

survey.
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(a)

(b)

Figure 3.19: (a) Photo of physical model and (b) table of parameters (courtesy of Soumya
Roy).

Figure 3.20 shows a shot gather collected across the vertical boundary. Because the two

blocks are not vertically layered the surface wave observed is non-dispersive. The vertical

boundary is at an offset of 280 m. As can be seen in the shot gather, there is a strong

reflection and refraction (transmission) of the surface wave, along with other converted

modes, from the vertical boundary.
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Figure 3.20: Shot gather of data with arrivals notated (courtesy of Soumya Roy).

Processing the physical model is similar to the synthetic example. However, because the

surface wave is non-dispersive and the signal-to-noise ratio of the incoming surface-wave is

high a simplified processing flow can be used. In this case, after separating the outgoing

wave a that is identical to a VSP processing flow can be used.

Figure 3.21a shows the initial shot gather. The shot gather is first aligned on the

outgoing wave as shown in Figure 3.21b. A horizontal median filter is then applied to the

aligned shot gather (Figure 3.21c) and it is referred to as the outgoing wave estimate. The
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outgoing wave estimate is subtracted from the aligned shot gather resulting in the incoming

wave, Figure 3.21d. The steps thus far are identical to the previous processing flow.

The remaining steps are simpler than the flow used for dispersive surface-waves. The

incoming wave is deconvolved (Figure 3.22a) and shifted to be aligned at the two-way travel

time, Figure 3.22b. Next a corridor mute is applied (Figure 3.22c) and the data is stacked,

Figure 3.22d. The result is reflectivity at the location of the fault. For a surface-wave, a

corridor stack is not very useful in laterally locating an anomaly but it is shown here for

those familiar with VSP processing.
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(a) (b)

(c) (d)

Figure 3.21: Processing flow shown for physical model. (a) Shot gather. (b) Aligned shot
gather. (c) Outgoing wave. (d). Incoming wave.
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(a) (b) (c)
(d)

Figure 3.22: Second part of processing flow for physical model. (a) Deconvoluted incoming
wave. (b) Deconvoluted incoming wave aligned. (c) Corridor mute applied. (d) Display of
corridor mute stack.

Figure 3.23a shows that the spectral reflectivity map locates the vertical fault properly.

Not surprisingly, reflectivity is present across all frequencies. This is consistent with the

fact that the vertical fault in the physical model extends to the surface.

Additionally, the results of extracted reflectivity are compared with a known semi-

analytic prediction of reflectivity from the shear-wave velocity model. Aluminum has a

density of 2700 kg/m3 and Plexiglas has a density of 1180 kg/m3. Density values are used

with the known velocity values to determine the expected reflectivity. Figure 3.23b shows

the comparison of extracted reflectivity with the semi-analytic prediction.
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(a) (b)

Figure 3.23: Physical model.

Results between extracted reflectivity and predicted reflectivity for the physical model

are fairly close. The variation in the extracted reflectivity plot is most likely due to noise.

The NRMSD between forward modeled reflectivity and extracted reflectivity across 5 to 30

Hz is 50%.

3.3.5 Example: Field, Hockley 2D line

A multi-shot processing flow for reflectivity and shear-wave velocity updates is tested using

seismic data collected across the Hockley fault near Houston, TX (Khan et al., 2013). The

survey was part of a larger effort to study and produce maps of surface faults in Houston.

There is particular interest and concern about active faults in the area. Active faults are

often due to subsidence caused by extraction of subsurface hydrocarbons and groundwater

withdrawal. Depending on location, these faults can be a potential geohazard. In addition,

the faults themselves can provide information about hydrocarbon accumulation.

The survey was a 2D line recorded with 216 vertical-component geophones at 5 m spacing

and vertical vibrator sources at the same spacing. A 12 second linear sweep from 10 to 150

Hz was used.
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Figure 3.24: Survey near Hockley fault with inlay showing map of Houston highways and
location of Hockley fault.

Two types of processed data are compared:

1. Traditional seismic image processed from reflections.

2. Reflectivity image via surface-wave processing described above.

The migrated image we use was independently processed by Khan et al. (2013). We

converted the image to depth using Dix’s formula (Dix, 1955) and a compressional-wave

velocity model based on an average shear-wave velocity determined from extracted disper-
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sion curves. We assumed a VP /VS value of 2 to determine compressional-wave velocity from

shear-wave velocity.

The interpretation of faults in the migrated image was based heavily on the noted

presence of large cracks on the surface of a highway (which ran parallel to the survey line).

The largest crack at 0 m was identified by Khan et al. (2013) as the location of the main

fault. During the study, another fault was interpreted near the 200 m location due to both

a crack on the highway and an anticlinal feature seen at depth below that location in the

migrated image. Figure 3.25 shows the migrated image with both the main fault at the 0

m location and the fault near the 200 m location indicated with red arrows.

Figure 3.25: Migrated seismic image with interpreted faults marked by red arrows.

The surface wave near the fault has a central frequency of about 40 Hz (Figure 3.26a) and

a dispersion image extracted near the main fault (Figure 3.26b) indicates that the velocity

ranges from about 250 m/s to 400 m/s. We expect good sensitivity to discontinuities at 3

m to 5 m in depth and our expected total depth of exploration is about 20 m.
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(a)

(b)

Figure 3.26: (a) Bandwidth of surface-wave from data collected at the Hockley Fault survey.
(b) Dispersion image extracted near the main fault.

Prior to our processing flow we remove heavy traffic noise in a few shots on the left

side of the survey line with a low-cut filter. In assessing a single raw shot 62 m to the left

(D−62m) of the main fault we see faint evidence of a back-reflection (Figure 3.27a) near the

marked fault. We highlight the back-reflection with red lines in Figure 3.27b.

The outgoing wave is flattened and enhanced for all shots using a 5-point median filter

across the horizontal dimension. The incoming wavefield is separated by subtracting the

enhanced outgoing wave from the total data. Figure 3.27c shows the result of the subtraction

for the shot at D−62m. For visual clarity, we show the result of the subtraction after data

has been unflattened. The SNR for the incoming wavefield is improved using the averaging

filter. Figure 3.27d shows that the back-reflections near the fault are emphasized by the

averaging filter. Again, the result for shot D−62mis shown in the unflattened domain.
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(a) (b)

(c) (d)

Figure 3.27: (a) Raw shot to left of the marked fault located at negative 62 m. (b) Red
lines indicate the location of back-reflections. (c) Outgoing wavefield removed leaving the
incoming wavefield and noise (shown unflattened). (c) Emphasized incoming wavefield
(shown unflattened).

The emphasized incoming wavefield is muted near time zero, as Figure 3.28a shows for

shot D−62m, and the resultant incident reflections are deconvolved by the outgoing wave for

all shots. Figure 3.28b shows the spectral reflectivity map for the shot at D−62m. Reflection

energy in the central frequency range of the surface wave is concentrated near the fault while

a low frequency band is present across the record.
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(a)

(b)

Figure 3.28: (a) Incident locations for incoming wavefield (shown unflattened). (b) Spectral
reflectivity map for shot located at negative 62 m. Marked fault indicated with red arrows.

We split the two halves of the fixed-spread geometry into shots illuminating reflectors

from the left and shots illuminating reflectors from the right and process each separately.

A reflectivity map is created from shots illuminating from the left (Figure 3.29a) and shots

illuminating from the right, Figure 3.29b. Interestingly, the map of reflectors illuminated

by shots on the right shows no sign of the main fault. Upon closer inspection of individual

shots on the right side of the fault evidence can be seen for the fault in a few of the shots.

Unfortunately many of shots in the same area also happen to be noisy. The stacking process

which is meant to accentuate concurrent reflection events across shots, in this case, stacks

out reflection events with noise. Fortunately, in combining the two sides (Figure 3.29c) we

regain the lost information for interpretation and phase-velocity updates.
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(a)

(b)

(c)

Figure 3.29: Reflectivity maps created by stacking shots which illuminated reflectors from
the left side (b) and right side. (c) Left and right maps are combined to create a total
reflectivity map. Surface expression of faults indicated with red arrows.

The overlay of surface-wave reflectivity on the seismic image (Figure 3.30) illuminates

several structures. The main fault at the 0 m mark is highlighted by strong reflectivity.

Two other areas of strong reflectivity on the right side highlight slightly deeper structures,

which dip to the right, that could be interpreted as blind faults.
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Figure 3.30: Migrated seismic image with reflectivity map overlay. Surface expression of
faults indicated with red arrows.

Strong reflectivity does highlight the main fault at the 0 m location. A close inspection

of the main fault in the migrated image shows a clear break in strata at a depth of 5 m.

The clear break in strata supports the interpretation of a sharp change in properties in the

lateral direction at the location of the main fault.

3.3.6 Example: Multi-line processing

To test the multi-shot processing flow designed to image lateral discontinuities on the scale

of an engineering site, a 3D synthetic model with two vertical faults, Figure 3.31, is used. A

total of twenty-three 2D survey lines running nearly perpendicular to the fault, each 200m

long with a 1m receiver and 10m shot spacing, are simulated. For all shots a minimum-phase

Ricker source is placed just below the surface to excite surface waves. The source wavelet

is designed to have a 15 Hz central frequency. The model consists of two layers beneath the

free surface. The shear-wave velocity of the upper layer is 200 m/s and the lower layer is

400 m/s, with a Vp/Vs=2 for the entire model.
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(a)

(b)

Figure 3.31: Survey geometry for multi-line processing. (a) Plan view of geometry and
location of faults. (b) Three dimensional horizon with faults visible. Survey geometry
indicated at the surface.

Two faults intersect the boundary between the layers. On the west fault, the up-thrown

side of the horizon between the two layers remains at a constant depth of two meters;

whereas the down-thrown side of the horizon is 15m on the west side and decreasing in

depth towards the center of the model. Both the up-thrown and down-thrown sides of

the east fault decrease in depth, eastward, from 1m and 2m respectively to 12m and 15m

respectively.
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(a) (b)

Figure 3.32: Frequency slices through reflectivity results. (a) Frequency slice at 20Hz. (b)
Frequency slice at 30Hz

Data is processed for surface-wave reflectivity in each 2D line and the spectral amplitude

of reflectivity from each 2D line is combined to construct a 3D reflectivity image. Frequency

is the first axis and lateral space defines the other two axes. Figure 3.32 shows frequency

slices through the reflectivity image at 20 Hz and 35 Hz. The frequency slices show that

the amount of reflectivity at a particular frequency varies depending on how deep and how

large the fault-slip is. Both images show that where the east fault is deep, on the right side

of the image, no wavelength in the bandwidth of the surface wave is long enough to image

the fault. At moderate depth and moderate fault-slip, both faults are imaged well at 20

Hz. At shallow depth and small fault-slip, near the center of the image, the fault is imaged

well by 35 Hz.

3.3.7 Example: Sub-vertical faults

Up until this point we have assumed the fault in the model is vertical. The surface wave

is expected to reflect differently from a fault that is sub-vertical. No analytic model ex-

131



ists for a sub vertical fault. Here, numerical techniques are used to model surface wave

propagation across sub-vertical fault. First, arrivals in the numerically modeled shot gather

are investigated. Further insight in regard to reflectivity from non-vertical faults can be

found by using the processing flow for reflectivity described above. Three variations of fault

models are investigated. Figure 3.33 shows an example for a vertical fault, a fault at a 45

degree angle with respect to the surface, and a fault at a 25 degree angle with respect to

the surface.

(a)

(b)

(c)

Figure 3.33: Model for sub-vertical faults. (a) Vertical fault for comparison. (b) 45 degree
fault. (c) 15 degree fault.

It is expected that the low frequency part of the surface wave will reflect from a nearer-

offset location than the high frequency part for faults that dip towards the source. A single

10 Hz shot is simulated on the left side for the fault models.
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It is helpful to review the simple case of the vertical fault. Figure 3.34 shows simulated

shots from the finite difference method for the vertical fault.

(a) (b) (c)

Figure 3.34: Shot gathers of finite difference generated data for vertical fault model. (a)
Shot gather with location of vertical fault marked with dashed black line. (b) Shot gather
with direct waves (outgoing) marked. Red is indicative of waves traveling at compressional
velocity and green is indicative of waves traveling at shear velocity. (c) Shot gather with
reflected waves marked.

Figure 3.34a is a clean image of the shot gather with only the vertical fault marked.

Direct arrivals (outgoing wave) can be seen for the direct (outgoing) P-wave and surface

wave, Figure 3.34b. Although the S-wave is difficult to distinguish from the surface wave

it is nonetheless present in the record. All waves refract at the location of the fault. Each

incident wave type reflects and converts into P-waves, S-waves, and surface waves, Figure

3.34c. Keep in mind that the processing flow for extracted surface-wave reflectivity is not

designed to accommodate converted modes. The processing flow instead attempts to filter

out converted modes.

The next case is a fault with a 45 degree slope (with respect to the surface) dipping

towards the source. Figure 3.35 shows simulated shots from the finite difference method for

the 45 degree fault model.
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(a) (b) (c)

Figure 3.35: Shot gathers of finite difference generated data for 45 degree fault model. (a)
Shot gather with location of fault (where it contacts the surface) is marked with dashed
black line. (b) Shot gather with reflected waves marked. Red is indicative of waves traveling
at compressional velocity and green is indicative of waves traveling at shear velocity. (c)
Shot gather with body-waves reflected from fault at depth marked.

Figure 3.35a is an unmarked image of the shot gather with only the 45 degree fault

(where it contacts the surface) marked. Direct arrivals are similar to the vertical-fault case.

Also similar are the reflected waves from P-waves, S-waves, and surface-waves converting

into other types of waves, Figure 3.35b. Figure 3.35c marks arrivals not present in the

vertical fault model. The new arrivals in the 45 degree fault model are due to body-waves

reflecting from at depth from the fault. A reflected P-wave and reflected S-wave are present

in the record. In addition, there is a possible headwave which exists ahead of the surface

wave.

The final case investigated is a fault with a 15 degree slope (with respect to the surface)

dipping towards the source. Figure 3.36 shows simulated shots from the finite difference

method for the 15 degree fault model.
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(a) (b)

Figure 3.36: Shot gathers of finite difference generated data for 15 degree fault model. (a)
Shot gather with location of fault (where it contacts the surface) is marked with dashed
black line. (b) Shot gather with reflected waves marked. Red is indicative of waves traveling
at compressional velocity and green is indicative of waves traveling at shear velocity.

Figure 3.36a is an unmarked image of the shot gather with only the 15 degree fault (where

it contacts the surface) marked. The 15 degree fault creates a much more complicated direct

wave. Prior to the location where the fault contacts the surface, the waveform can be seen to

be altered. The converted waves for this case are much weaker, Figure 3.36b. The dipping

fault has the effect of smoothing the lateral change. Also no longer seen are the body-waves

reflecting from depth at the fault. Surface-waves, however, still reflect strongly at where

the fault contacts the surface.

Extracting reflectivity from sub vertical faults

Six images, each from a different model, are created with surface wave reflectivity processing.

All models are vertically homogeneous with one lateral boundary. The fault models created

are: 90 degree, 75 degree, 60 degree, 45 degree, 30 degree, and 15 degree faults (measured

in reference to the surface). The model properties other than the dip are the same as above.
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To help ensure the converted modes are not a source of noise a higher frequency source is

used. The central frequency of the source wavelet is 25Hz.

Largely the same parameters are used for processing each model. A reflectivity im-

age mapped to depth is produced for each. Figure 3.37 shows the various model with a

reflectivity overlay.

(a) (b)

(c) (d)

(e) (f)

Figure 3.37: Fault models with reflectivity overlay. Various models have differently dipping
faults: (a) vertical fault, (b) 75 degree fault, (c) 60 degree fault, (d) 45 degree fault, (e) 30
degree fault, and (f) 15 degree fault.

Generally, the reflectivity image corresponds with the velocity structure. The process

seems most accurate for the case it was designed for: the vertical fault model. Reflectivity

processing also looks to be effective in estimating the slope of the fault when the fault is

between 30 and 45 degrees. A steeply dipping fault does not produce a reflectivity image

much different than the vertical fault.
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3.4 Summary

Many topics on processing surface waves are covered in this chapter. We first review theory

about processing direct surface waves by covering multi-channel phase-velocity estimation

and inversion. Our improvements to the existing method by using high resolution dispersion

curve imaging and array-windowing schemes help increase lateral resolution. Nevertheless,

the inverted shear-wave velocity model is shown to be a laterally smooth version of the true

model.

Processing surface-wave reflections has considerable potential due to the fact that reflec-

tions are a direct result of the very property we are seeking to define, that being sharp lateral

change. Synthetic reflectivity maps generated from our method locate the blind fault with

high lateral resolution and accurate depth resolution. Our method of extracting reflectivity

from data generated by SPECFEM2D agrees well with our semi-analytic model, exhibiting

an NRMSD of only 14%. We confirm our method of extracting reflectivity using a physical

model with known elastic properties. Field results show that surface-wave reflectivity maps

can be helpful in identifying faults.

Although we present a 2.5D solution using 2D flow, we prefer using a 3D approach for

processing reflectivity (this will be covered in chapter 5). Results from the sub-vertical

faults show that our processing method is sensitive to distinguishing dips from about 30 to

45 degrees. We should note that the resolution of the lateral boundary will decrease with

depth as the wavelength of the surface wave increases.
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Chapter 4

Modeling surface waves: 3D

4.1 Overview

Numerical methods are often used to forward model surface waves in a 3D model. No

analytic solution exists for a model which is heterogeneous in all three dimensions. We de-

velop a semi-analytic method that is computationally efficient in comparison with numerical

methods. We use a combination of semi-analytic modeling and one-way surface-wavefield

extrapolation to model surface waves in a 3D heterogeneous model.

Typically, wavefield extrapolation techniques are used to model and migrate body waves

through the interior of the earth. The method uses models defined by physical parameters

such as P and S wave velocity, and density. We introduce the concept of using wavefield

extrapolation to model and migrate surface-waves in the horizontal direction. Instead of

using a model based on physical parameters, we use a model based on surface-wave phase-

velocities. Frequency dependencies of the surface-wave are naturally accounted for by using

phase-velocities as a model. Forward modeling is implicitly three dimensional because

frequency is dependent on the structure of shear-wave velocities at depth.
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4.2 One-way surface-wavefield extrapolation

4.2.1 Theory

As in the previous chapter, a survey geometry consisting of a straight line of receivers and

an in-line source is again considered. Surface waves exhibit dispersive phase-velocities due

to vertically varying heterogeneity in the subsurface . Assuming that phase-velocity, c, is

dependent on angular frequency, ω, we write a 2D wave equation for surface-wave as,

∇2ψ(x, y, t, ω)− 1

c(x, y, ω)2

δ2ψ(x, y, t, ω)

δt2
= 0, (4.1)

where the wavefield at the surface, ψ(x, y, t, ω), is a function of time, t, frequency, and lateral

space, x and y. We assume that receivers are well sampled in the x-direction, establishing

a line in the survey. The y-direction is defined perpendicular to the receiver line.

We construct a 3D surface-wave phase-velocity model, c(x, y, ω), by calculating local

1D phase-velocity, ĉ0(ω), given elastic properties as a function of depth, z, at each spatial

point,

ĉ0(ω) = F [VP (z), VS(z), ρ(z)]. (4.2)

The function, F , that defines the relationship between phase-velocity and elastic properties,

P and S wave velocity, VP and VS , and density, ρ, is highly non-linear. For a given frequency,

ω, there are solutions that exist for special values of phase-velocity, ĉ = ĉm(ω),m={0,M}.

These solutions represent modes, m, of surface-wave propagation. Navier’s equation of

motion for a 1D vertically inhomogeneous model provides solutions to equation 4.2. In
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generalized compact form, the equation of motion is written as,

df(z)

dz
= A(z)· f(z) (4.3)

where f(z) is a 4× 1 motion-stress vector corresponding to eigenfunctions and A is a 4× 4

matrix of elastic properties that are independent of z (Aki and Richards, 1980). Solutions

to this eigen-problem are found with the propagator matrix method (Haskell, 1953, Kennett,

1983, Thomson, 1950). The fundamental mode, ĉ0(ω), is often the most energetic mode.

We, therefore, use the adiabatic mode approximation (Pierce, 1965) and consider only the

contribution of the fundamental mode to surface-wave propagation.

By separation of variables the solutions to equation 4.1, for a single depth profile in the

phase-velocity model, can be written in the exponential form as,

ψ(x, t) = Aek(ω)x−ωt, (4.4)

where A is the amplitude of the wavefield and k is the wavenumber. The surface-wave

dispersion relation is a function frequency,

k(ω) =
ω

ĉ0(ω)
. (4.5)

To illustrate the surface-wave dispersion relation we define a single vertical profile in

lateral space as a half-space above a layer, shown in Figure 4.1.
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Figure 4.1: Simple model for illustrating the dispersion relations of the surface-wave.

Using the compact form of the equation of motion (equation 4.3) and solutions given by

the propagator matrix method, we find the dispersion relation for the fundamental mode.

Note that although this model contains only two layers, solutions for the dispersion relation

may be found for any number of layers.

Figure 4.2 compares the S wave dispersion relations of the model to the surface-wave

dispersion relation. Phase-velocity for S wave is equivalent to the intrinsic S wave velocity,

VS = cS . The two S wave velocities, 250 m/s and 400 m/s, for each layer shown in Figure

4.2 are linear and clearly independent of k. Phase-velocity for surface-wave is a non-linear

function of k. Note that phase-velocity is closely tied to S wave phase-velocity.
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Figure 4.2: Comparison of different dispersion relations. Shear-wave velocity in the upper
layer, c1, and lower layer, c2, are independent of k. Phase-velocity of the surface wave, cR,
is non-linearly dependent on k.

Following the split-step method, to account for velocity heterogeneity in the direction

parallel to the line, x, velocity variance is split in space, c(x, y, ω), into a constant term

cc(y, ω) and a perturbation term, c(x, y, ω).

c(x, y, ω) = cc(y, ω) + ∆c(x, y, ω). (4.6)

After substituting the constant velocity term, cc, into equation 4.1 and applying a two-

dimensional Fourier transform over time and the x-axis we arrive at the expression:

δ2

δy2
ψ(kx, y, ω) +

(
ω2

cc(ω2)
− k2

x

)
ψ(kx, y, ω) = 0. (4.7)

Factoring equation 4.7 provides two solutions, representing an outgoing and an incoming

wavefield. Velocity, cc(y, ω), is only approximately constant for small y intervals, ∆y,

therefore, the solution for the incoming wavefield is,

ψ(kx, y + ∆y, ω) = e−iky∆yψ(kx, y, ω), (4.8)
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where the wavenumber, ky, due to constant velocity is represented in the first term and the

perturbation from equation 4.8 is included in the second term. The second term corrects

the wavefield due to velocity variation in the x direction,

ky =

√
ω2

c2
c(ω, y)

− k2
x +

ω

∆c(x, y, ω)
. (4.9)

Figure 4.3 shows the dimensions considered for the surface-wavefield propagation. A

single source and line of receivers exist at the northern extent of the model. The wavefield

is modeled across the surface, step wise, δy, in the negative y-direction. The third dimension

of frequency correctly models the non-linear dispersion characteristics of the surface-wave

due to the layers below the surface.

Figure 4.3: Diagram of surface-wavefield extrapolation.

Given the 2D surface of the model, and using a one-way formulation of extrapolation,

there are four general directions to propagate a wavefield. The survey geometry and the

choice of propagation direction dictates how the split-step method will account for hetero-

geneity in the model. For our example above, Figure 4.3, heterogeneity in the y-direction is

accounted for by assuming small steps of y. Heterogeneity in the x-direction is accounted

for in the perturbation term of equation 4.9.
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In the presence of small model variations in the x-direction the split-step method will

accurately extrapolate the outgoing wavefield to an opening angle of nearly 90◦. However,

in the presence of larger model variations in the x-direction the split-step method will be

less accurate at larger opening angles. This also means that the wavefield will be poorly

modeled where structures are steep in respect to the primary direction of propagation. We

therefore model outgoing surface-wave in four directions,+x,+y,−x,−y , limit the opening

angle of each to 45◦, and merge the result,

ψs =ψ+x
s(315◦,45◦) + ψ+y

s(45◦,135◦)

+ ψ−xs(135◦,225◦) + ψ−ys(225◦,315◦).

(4.10)

Figure 4.4 shows a template of angles used for combining one-way modeled data. We

assume north is in the positive y-direction. The template is used for each source where the

source is located at the center. The total modeled wavefield for each source is a combination

of one-way wavefields merged at an opening angle of 45◦ from the direction of propagation.
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Figure 4.4: Angles used for merging one-way modeled data. Source location is assumed to
be in the center of the plot.

4.2.2 Example

We create a 3D shear-wave velocity model containing four structures to show our process

of modeling surface waves. Figure 4.5 shows three slices through the model. The upper left

frame is a depth slice through the velocity model and the bottom left and right frames are

lateral slices through the velocity model in the x and y direction respectively. The location

of the lateral slices are indicated on the depth slice with a blue-line. And, the location of

the depth slice is shown on the lateral slices with a blue line. Note that all subsequent

figures of 3D volumes are shown in this format.

The background velocity is represented by three vertically stratified layers. Top, middle,

and bottom layers have a shear-wave velocity of 150 m/s, 175 m/s, and 200 m/s respectively.

All structures are bounded by a vertical fault and have a shear-wave velocity of 400 m/s.

The structure to the north does not reach the surface, but terminates at a depth of 12 m.
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The P wave velocity model is based on a constant VP /VS value of 2. Density is assumed to

be a constant value of of 2200 kg/m3.

Figure 4.5: Shear-wave velocity model used for generation of synthetic data. Depth slice
is shown in top left frame. Location of the lateral slice in the x-direction and y-direction
indicated with blue-line on depth slice. Lateral slices are shown in bottom left and right
frame.

We use a Ricker wavelet with a central frequency of 10 Hz for a source located at

position: x=250 m, y=250 m, and z=0 m. Data is recorded at all sample points at the

surface with vertical component receivers. Spatial sampling at the surface is 5 × 5 m.

First, local surface-wave phase-velocities are determined at every lateral location. Then,

the surface-wave is modeled using wavefield extrapolation in four directions (north, south,

east, and west). Figure 4.6a shows our modeling result.

We compare our method of modeling surface waves with an elastic finite difference. We

pad the model in all spatial directions for the finite difference simulation to reduce artifacts

at the edges. The source is placed just below the surface to excite surface waves. To avoid

numerical dispersion spatial sampling is increased to 2.5 × 2.5 m . The finite difference
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result is subsampled to 5 × 5 m for direct comparison with our semi-analytic wavefield

extrapolation. Figure 4.6b shows the result from finite difference.

(a) (b)

Figure 4.6: A comparison of simulated surface-waves. Time slice is shown in top left frame.
The lateral slice in the x-direction and y-direction is indicated with blue-line on time slice,
and lateral slices shown in bottom left and right frame. (a) Semi-analytic modeling with
wavefield extrapolation, and (b) elastic finite difference.

The complicated wavefield is caused by the velocity contrast of the four structures and

surface-wave dispersion. No surface-wave reflections are present in data modeled by surface-

wavefield extrapolation because the method is one-way. However, the direct surface-wave

modeled by the surface-wavefield extrapolation matches the direct surface-wave modeled by

finite difference quite well. Note that the data generated by finite difference exhibits both

surface waves and body waves.

Looking across the x-direction, the direct surface-wave suddenly changes dip (velocity)

as offset increases. The high-velocity zones coincide with the east and west structures in

the model. It is interesting to note that although only one-way is modeled by wavefield

extrapolation, reflections appear to be modeled in the high-velocity zones. The wavefield

has been bent to such a degree by the strong velocity contrasts that events similar to
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reflections occur. The effect is not an artifact from the wavefield extrapolation algorithm

as it is evident in the finite difference data as well.

The most obvious difference between wavefield extrapolation and finite difference is the

lack of reflections in the wavefield extrapolated data. In the finite difference data, wherever

the direct surface-wave exhibit a sudden change in dip, reflections also occur. Surface-wave

reflections occur well within the cone of direct surface waves. To model the reflected surface

waves we must combine two one-way algorithms.

4.3 Two-way surface-wavefield extrapolation

4.3.1 Theory

For the purpose of forward modeling, two, one-way modeling schemes are combined to

approximate two-way modeling. The basic steps in the overall forward modeling flow are:

1. edge detect sharp contrasts in the surface-wave phase-velocity model

2. calculate reflection coefficients at edge locations,

3. extrapolate direct (outgoing) surface wave

4. convolve extracted surface wave with reflection coefficients,

5. extrapolate reflected surface wave in opposite direction, and

6. combine (sum) direct and reflected forward modeled datasets.

Before forward modeling the direct surface wave, a modeling direction is chosen with respect

to the survey line. Given a laterally constant phase-velocity model, the wave equation will

correctly distribute the energy of the surface wave across the wavefront out to 90 degrees
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from the chosen propagation direction. The accuracy of the modeled wavefront at large

opening angles will decrease in the presence of strong heterogeneity.

We first detect edges in the phase-velocity model. The reflection coefficient is calculated

using the phase-velocity approximation, 2.41, at the location of detected edges. Ray-tracing

provides the most accurate result; however, as a first approximation we estimate reflectivity

by assuming that the wavefront is normal to the reflector. Reflectors that are at a steep

angle with respect to the one-way direction and reflectors that are near the edge of the

model will be less accurate.

The direct surface wave is modeled and the wavefield is convolved with reflection co-

efficients and stored as a separate dataset. The separate dataset represents the incident

locations at a particular time and location. The dataset containing incident reflections is

then modeled in the opposite direction. Finally, the direct and reflected data is combined

to produce a two-way result.

4.3.2 Examples

It is helpful to define the terms “inline” and “offline” when considering the difference be-

tween 2D and 3D forward modeling. Prior to this chapter, only reflections traveling across

the inline direction have been considered. It is assumed that the fault, or anomaly, of

interest lies directly underneath the survey line. Reflections that have incident locations

offline are not considered for 2D modeling and processing. Figure 4.7 illustrates the inline

and offline assumption in respect to the orientation of the survey geometry and velocity

structure.
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(a) (b)

Figure 4.7: A comparison of inline and offline assumption. (a) Receiver line runs directly
over, and perpendicular to, structure. (b) Structure is offline from receiver line.

The inline assumption (Figure 4.7a) is ideal when survey geometry is arranged perpen-

dicular to subsurface structure. When structure is more complex, the inline assumption

may not suffice. Figure 4.7b shows an example of a structure that is offline from the survey.

Structures offline are not considered for 2D modeling and are essentially invisible to 2D

processing methods covered in chapter 3.

To illustrate how data is recorded given inline and offline reflections we generate wave-

field extrapolated surface waves from each model respectively, Figures 4.8a and 4.8b.

(a) (b)

Figure 4.8: Ideal structures for (a) inline and (b) offline assumptions. Depth slice is shown
in top left frame. The lateral slice in the x-direction and y-direction is indicated with
blue-line on depth slice, and lateral slices shown in bottom left and right frame.
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For both models, we use a background velocity comprised of three vertically stratified

layers to generate dispersive surface waves. Shear-wave velocities of the background are 150

m/s, 175 m/s, and 200 m/s, from top to bottom. For the inline case, a fault across all y at

x=300 m is placed in the model. On the right side of the fault shear-wave velocity is 375

m/s in the upper layer and 400 m/s at depth. For the offline case, a tower structure (with

a shear-wave velocity of 400 m/s) is placed in the upper left-hand quadrant of the model.

A constant VP /VS value of 2 and a constant density of 2200 kg/m3 is specified throughout

the model.

A 10Hz Ricker source is placed at: x=250 m, y=250 m, and z=0 m. Shear wave

velocities are converted to surface-wave phase-velocities at every spatial point. Figures 4.9a

and 4.9b show lateral reflectivity calculated from surface-wave phase-velocities for the inline

and offline models. Note that reflectivity is frequency dependent and that only frequency

at 5 Hz is shown.

(a) (b)

Figure 4.9: Reflectivity at 5 Hz for (a) ideal inline model and (b) offline example model.

We record data at all sample points at the surface with vertical component receivers.

Spatial sampling at the surface is 5× 5 m. Figure 4.10 shows our modeling results for the

inline and offline case. For each of the shots we take a time slice at 1 s, and lateral slices

through the middle of the volume. Only the surface wave has been modeled, other arrivals
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like the P-wave are not included. Both the direct and reflected wave are shown combined

in the shot gather.

The lateral slice in the x-direction across the fault (lower left frame of Figure 4.10a)

illustrates the ideal wavefield recorded for the inline case. The incident reflection is recorded

at the same time as the direct arrival of the surface-wave. The reflection itself propagates

in the direction opposite to the direct (outgoing) wave. Processing in chapter 3 focused on

separating the direct wave from the incoming wave prior to creating a reflectivity image.

(a) (b)

Figure 4.10: A comparison of simulated surface-waves for (a) the ideal inline case and (b)
for a offline case. The top left frame shows a time slice. The lateral slice in the x-direction
and y-direction is indicated with a blue-line on the time slice. Lateral slices are shown in
bottom left and right frame.

Now, consider the wavefield recorded from a model where the fault does not extend

fully under survey line, but instead where an anomaly exists offline (northwest) from the

survey line, Figure 4.10b. The surface wave which travels in three dimensions encounters

the anomaly offline, reflects, and is recorded by the receivers in the x-direction (lower left

frame of Figure 4.10b). The reflection arriving from offline is hyperbolic and no longer

originates from the direct surface-wave. In fact, all reflections from off-line will have an
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apex which exists within the surface-wave cone (between the direct surface wave arrivals

for a split spread gather).

We return to the 3D shear-wave velocity model containing four structures (Figure 4.5)

to show modeling of both outgoing and reflected (incoming) surface waves for a more com-

plicated case. Figure 4.11a shows the wavefield modeled using our two-way extrapolation

method. Compared to the one-way extrapolation for the outgoing wave 4.6a, the interior

of the surface wave cone is much more complex.

(a) (b)

Figure 4.11: A comparison of simulated surface-waves. Time slice is shown in top left frame.
The lateral slice in the x-direction and y-direction is indicated with blue-line on time slice,
and lateral slices shown in bottom left and right frame. (a) Semi-analytic modeling with
wavefield extrapolation, and (b) elastic finite difference.

Both directions for the direct surface-wave have been modeled in addition to the re-

flected surface wave. The time slice the wavefield reveals nuanced propagation through

the scatterers. Visually, the surface-wave generated using wavefield extrapolation matches

finite difference quite well.
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4.4 Summary

We modify the split-step wavefield extrapolation method to account for dispersion in surface-

wave propagation. We rely on local 1D phase-velocity solutions to convert the shear-wave

velocity model to phase-velocities used in the extrapolation. The method generates direct

surface waves that match surface-waves generated by finite difference. Data modeled by

wavefield extrapolation is limited somewhat by the one-way formulation, however the limi-

tation can be overcome by expressly modeling in all necessary directions. Reflectivity can

also be added to the forward model to extrapolate reflected surface waves. The forward

modeling is instructive in that it shows where reflections occur with respect to the direct

surface wave. For reflectors offline, the reflections will be recorded within the surface-wave

cone. This suggests that the noise often seen within the surface-wave cone in the field is

valuable, and can be used for imaging.
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Chapter 5

Imaging using surface waves: 3D

5.1 Overview

We use a modified one-way wave-equation migration to image near-surface heterogeneity

in three dimensions. Instead of migrating in depth, the algorithm is modified to migrate

surface-wave reflections laterally across the surface. Surface-wave dispersion is accounted

for in the migration by using a phase-velocity model that is a function of frequency. Because

the wavelength of the surface-wave is dependent on velocity and structures at depth, the

wavelength of the migrated image will also contain information about structures at depth.

The migration is one-way, meaning that the wavefront is migrated only from the direc-

tion we choose (north, south, east, west, or any intermediate azimuth). Any number of

directions may be chosen as migration directions, but the efficacy of migration in a cho-

sen direction is dependent on the orientation of the receiver line. It is ideal to migrate in

the direction perpendicular to a receiver line. Given a proper survey geometry, multiple

migration directions can be combined to create a full-azimuth migration.
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To migrate reflections off-line, the wavefield is extrapolated, or moved, so that the inci-

dence of outgoing and incoming wavefields match each other in time at the reflector. This

matching process is done by back-propagating the receiver (incoming) wavefield and for-

ward modeling the source (outgoing) wavefield. It is customary to refer to the matching

process as an imaging condition. We test the applicability of several types of imaging condi-

tions for migrating surface waves. A synthetic off-line example is investigated using several

imaging conditions. One imaging condition, based on deconvolution, has the potential to

provide high resolution results as well as an estimate of reflectivity. Results from two field

datasets show that there is a strong correlation between surface-reflectivity and surface fea-

tures. Although only a single receiver line is needed to produce a migrated image, there

is a directivity problem associated reflections arriving to receivers within the image space.

Several solutions are provided using multiple receiver lines to solve the directivity problem

of reflections.

5.2 Imaging condition

Several imaging conditions are routinely used for standard migrations. We choose three

imaging conditions to test: extraction along a time curve, correlation functions, and decon-

volution functions. The first, extraction along a time curve (ray-traced time curve), is the

fastest to compute. Computing a simple time curve is much less intensive than modeling the

outgoing wave. Second, correlation functions (cross-correlations) rely on the computation

of the outgoing wave, but produce higher resolution images and are robust in comparison

with deconvolution functions. Third, deconvolution functions are difficult to manage due to

zeros in the denominator; however, properly applied, they produce images that remove the

source term, are high resolution, and estimate reflectivity. Keep in mind that regardless of
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the imaging condition used, the migrations are performed in frequency bands as dictated

by frequency dependent phase-velocities.

5.2.1 Option 1: Ray-traced time curve

The simplest implementation of an imaging condition is to use a determined time-curve, to,

at which the outgoing wavefield propagates. It is along this time curve that the migrated

incoming wavefield, ψr(x, y, to), can be extracted (Ng, 1994). Note that the migration

direction is defined to be in the y direction. From this extraction a time migrated time

image, q(x, t), or a spatially migrated spatial image, q(x, y), can be output depending on the

axis chosen for output. For the case of spatial migration, the time curve is the combination

of two travel times,

to = ts→i + ti→r, (5.1)

which is the time at which it takes the wave to travel from the source, (xs, ys), to an image

point, (xi, yi). The second time, ti→r, is the time it takes to travel from the receiver, (xr, yr),

to the image point, (xi, yi). For this example we can use approximations,

ts→i =

√
x2 + y2

VRMS(x, y)
, (5.2)

and

ti→r =
y

VAV G(x, y)
. (5.3)

5.2.2 Option 2: Cross-correlation

The first method calculates a time-curve line from which to extract the migrated incoming

wavefield. The next option is to model the source wavefield instead of simply calculating a
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time-curve. In this case, the modeled source wavefield (outgoing wavefield) is matched to

the reflected (recorded) wavefield at the location they meet in space. One way to match the

outgoing and incoming wavefields is to use a time-cross-correlation at every image location,

ψ(x, y, t) = ψs(x, y, t) ? ψr(x, y, t). (5.4)

Because a time correlation should result in large amplitude at zero time, image extraction

at zero time should provide an image,

q(x, y) = ψ(x, y, t = 0). (5.5)

The term q is proportional to reflectivity. This is a slight modification of the up-down

imaging condition presented by Claerbout (1985). Instead of up-down we have x+, x−, y+,

y− or any other direction we may choose to migrate. In practice the imaging condition is

implemented in the Fourier domain, where

R(x, y) =
∑
ω

ΨS(x, y, ω)ΨR(x, y, ω). (5.6)

Summing over frequency, ω, is the same as imaging at zero time.

5.2.3 Option 3: Deconvolution

A correlation imaging condition simply indicates where the wavefield matches and the ampli-

tude of the output image is a measure of how well the two wavefields match. Deconvolution

brings the image one step closer to representing the actual reflectors by attempting to re-

move the source term. The imaging condition consists of deconvolution at every image
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location of the recorded receiver wavefield, ΨR(x, y, ω), by the modeled source wavefield,

ΨS(x, y, ω). The migrated image, R(x, y, ω), is represented in the Fourier domain as,

R(x, y, ω) =
∑
ω

ΨS(x, y, ω)ΨR(x, y, ω

ΨS(x, y, ω)ΨS(x, y, ω) + ε2
, (5.7)

where summation over frequency, ω, corresponds to imaging at zero time. The over-bar

notes the complex conjugate, and epsilon, ε, is the damping factor to avoid zeros in the

denominator. A deconvolution imaging condition provides an estimate of reflectivity in the

image.

5.3 Example: Imaging conditions

5.3.1 Comparison: time curve, correlation, and deconvolution

Let us consider a surface-wave phase-velocity model where a large anomaly is located off-

line. Figure 5.1 shows the mapview of a phase-velocity model at 5 Hz. The source and

survey line are located to the north of the anomaly. The shot gather is forward modeled

using the surface-wave extrapolation technique described in chapter 4. We use a 10 Hz

Ricker source wavelet.
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Figure 5.1: Rayleigh-wave phase-velocity model used for comparing of imaging conditions.

The resultant shot gather from the simulation is shown in Figure 5.2a. Prior to migra-

tion, the direct surface-wave is removed resulting in only the incoming wavefield, Figure

5.2b. It is not difficult to remove the direct wave for this particular record because the

reflections arrive much later in time.
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(a) (b)

Figure 5.2: shot record of (a) full wavefield of surface wave, and (b) incoming surface wave
(outgoing surface-wave removed).

The three imaging conditions are compared for this example. Figure 5.4 shows the vari-

ous images. The first imaging condition with a ray-traced time-curve (Figure 5.3a) produces

low resolution image. The advantage of the ray-traced time-curve is that it computation-

ally more efficient, since the outgoing source wavefield does not need to be modeled or

stored. The cross-correlation imaging condition (Figure 5.3b) produces a higher resolution

image. Dispersion due to layering will be removed given that the source wavefield and ve-

locity model have been accurately defined. However, the cross-correlation image lacks the

sharpness of the deconvolution imaging condition, Figure 5.3c.
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(a) (b)

(c)

Figure 5.3: Results from three imaging conditions: (a) ray trace extraction, (b) cross-
correlation, (c) and deconvolution.

The deconvolution imaging condition removes the effect of the source and provides an

estimate of reflectivity. The drawback to using a deconvolution imaging condition is that

it exhibits some instability due to zeros in the denominator. Although the deconvolution

works well for synthetic data where the wavefields and velocity are well known we expect

the cross-correlation imaging condition to be more robust for field data.
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5.3.2 Extrapolating wavefields

We use the offline example model from chapter 4 to investigate wavefield extrapolation

during migration. Figure 5.4a shows a schematic of the survey and model. A single source

(10 Hz Ricker wavelet) is located in the center of the model. Synthetic data is recored on

a single survey line running in the x-direction. A high velocity structure exists offline.

(a)

(b)

Figure 5.4: (a)Structure is offline from receiver line. (b) Shear-wave velocity model used
for illustrating wavefield extrapolation during migration. Depth slice is shown in top left
frame. The lateral slice in the x-direction and y-direction is indicated with blue-line on
depth slice, and lateral slices shown in bottom left and right frame.

A more detailed view of the shear-wave velocity model is shown in Figure 5.4b. Each

frame shows slices through the shear-wave velocity model. The background velocity com-

prised of vertically stratified layers, 150 m/s, 175 m/s, and 200 m/s, from top to bottom.

A tower structure (with a shear-wave velocity of 400 m/s) is located in the upper left-hand

quadrant of the model. A constant VP /VS value of 2 and a constant density of 2200 kg/m3

is used throughout the model.

The migration process prior to the imaging step is illustrated by the frames in Figure

5.5. The top frame for each subfigure shows a time snap of the wavefield overlaid on the
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model. The bottom from shows the wavefield as a function of time at the slice indicated by

the dashed green line.

(a) (b)

Figure 5.5: Map view of model with wavefield snapshots (top frame) and lateral slice
near anomaly (bottom frame) for: (a) forward propagated source wavefield and (b) back
propagated receiver wavefield.

Figure 5.5a shows the outgoing wavefield forward propagated from the source to the

location of the anomaly. Figure 5.5b shows the incoming wavefield back propagated from

the receiver line (located across the x-direction at y = 250 m). The time snapshot is taken

where the two wavefields meet. Lateral slices across the x-direction near the anomaly show

how the wavefields match in time. The resulting image from deconvolving the two wavefields

is shown in Figure 5.6.
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Figure 5.6: Migrated surface-wave reflection image.

Note that although there is a dispersive wavetrain associated with surface wave, the

deconvolution imaging condition determines a fairly high resolution image at the location

of the reflector.

5.4 Example: Physical Model, 2D line 20 degrees to fault

The picture in Figure 5.7 shows the physical model used to simulate surface waves propagat-

ing across a vertical fault. The physical model is aluminum and Plexiglas welded together.

Data is collected from a single survey line which was oriented at a 20 degree angle to the

fault. Note that the record has been scaled by a factor of 10000 to mimic the scale of data

collected in the field.
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Figure 5.7: Photo of physical model with survey line indicated by a dashed black line.

Figure 5.8 illustrates the location of the survey in relation to the vertical fault. The

source is offset 110 m from the first receiver. The survey line spans a total of 610 m across the

vertical fault (the receiver line is 500 m long). The red line with arrows represent the possible

ray-path for reflected surface waves. Using an approximated distance of 250 m for the

distance of the expected ray-path we can determine time at which the surface-wave reflection

will be recorded. The known shear-wave velocity for Plexiglas is 1350 m/s; therefore,

surface-waves will be traveling at roughly 1227 m/s. A simple traveltime calculation, t =

250m
1227m/s = .2s, provides the time we expect the surface-wave to be recorded.
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Figure 5.8: Map view diagram showing interface of Plexiglas and Aluminum. Receivers are
shown in green and source in red. Red arrows the ray-path of reflected surface waves.

Figure 5.9 shows the shot record from the physical model. The shot record contains

identifiable transmitted P waves from Plexiglas to the higher velocity aluminum. Much

of the transmitted energy from the P wave is converted to S waves and surface waves.

Surface waves can also be identified traveling at a slower velocity and refracting at the

fault boundary. The surface wave reflecting at the vertical boundary and propagating back

towards the source, however, is missing. Instead, there is a new event present: a reflection

of the surface wave from the fault off-line. The surface-wave reflection arrives roughly at

0.2 s; the same time we expected.
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Figure 5.9: A shot gather from survey line at 20 degrees from fault. Arrivals are marked.

The only signal of interest when migrating surface waves is the reflected surface wave,

which exists inside the surface wave cone. Therefore, the outgoing surface wave is removed

from the record. For this example, the outgoing surface wave is removed using the flattening

and filtering routine presented in the chapter 3. Direct arrivals of the P-wave are removed

with a mute. Figures 5.10a and 5.10b show the originally recorded data and the filtered

reflected surface wave respectively.
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(a) (b)

Figure 5.10: (a) Original shot record and (b) direct (outgoing) surface wave removed leaving
only reflected (incoming) surface waves .

A phase-velocity model for the physical model is estimated using windowed dispersion

curve imaging and lateral-interpolation presented in chapter 3. The source and receiver

locations are regularized to the same sample spacing of the designed phase-velocity model.

Figure 5.11 shows the model used for imaging the surface wave collected from the physical

model. Note that the orientation of the survey has been rotated to horizontal; however, the

orientation of the fault in respect to the survey remains the same.
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Figure 5.11: Phase-velocity model used for surface wave migration of data collected from
the physical model.

Because a deconvolution based imaging condition is used, the outgoing wave is forward

propagated and the incoming wave is back-propagated. Forward modeling the outgoing

wave requires an initial wavelet. One option in estimating the source wavelet is to first, iso-

late the surface wave and attain overall the spectral amplitude, and then, design a wavelet.

The source wavelet could be designed, for example, using a Ricker wavelet with the central

frequency of the spectral amplitude of the surface-wave. A second option is to extract near

offset traces after the surface wave has been aligned (and de-dispersed). A stack of the

traces provides the estimated source wavelet.

Figures 5.12a and 5.12b compare the results from a Ricker-based source wavelet and

an extracted source wavelet. The image based on the extracted source wavelet is slightly

cleaner.
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(a)

(b)

Figure 5.12: Comparison of migrated images from physical model data. Images produced
by deconvolution with (a) Ricker-based wavelet, and (b) extracted wavelet.

5.5 Example: Complex Synthetic

A slightly more complex model is used to illustrate the concept of extending the image

to 3D using the dispersive properties of surface waves. Figure 5.13a shows a map view of

the phase-velocity model in the top frame and the cross-sectional view at Y=300 m in the

bottom frame. Note that the velocity anomaly on the left is at depth while the velocity

anomaly on the right extends to the surface. A snapshot of the wavefield at 1.12 s is overlaid

on the map view of the shear-wave velocity model.
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(a) (b)

Figure 5.13: (a) Shear-wave velocity model for complex model. Map view in top frame and
cross-section view in bottom frame, and snapshot of wavefield overlaid on map view. (b)
Shot gather from complex model.

Figure 5.13b shows the shot gather from the synthetic forward modeling. Surface waves

reflect from both the deep and shallow (surface) anomalies. As before, the outgoing surface

wave is removed and only incoming surface waves are migrated. The outgoing wave is

simulated for use in the deconvolution based imaging. Figure 5.14 shows the result of the

migration
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Figure 5.14: Migrated image using deconvolution based imaging condition.

The migrated image reveals the location of both the deep and shallow structure. Recall

that the depth of the structure is linked to the frequency content of the surface wave. The

higher frequency part of the surface wave is sensitive to the shallow structures and the lower

frequency part of the surface wave is more sensitive to the deeper structures.

The resultant image is filtered based on the wavelength of the image. The first image

(Figure 5.15a) is filtered to only include low wavelengths. The second image (Figure 5.15b)

is filtered to only include short wavelengths. Notice that the short wavelength image (on

the right) shows only a faint reflection from the deep anomaly.
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(a) (b)

Figure 5.15: Wavelength filtered images of complex model: (a) Long wavelength image, and
(b) short wavelength image.

5.6 Example: Field, Bradford

Several surveys in the AGL database were investigated to find shots that may have recorded

surface-wave reflections from off-line. The Bradford survey, in the Marcellus shale region,

was selected due to it’s potential for strong lateral heterogeneity. Varied geology in the

region and surrounding mountains are likely candidates as surface-wave reflectors.

The Marcellus shale is a unit of marine sedimentary rock which extends throughout

much of the Appalachian Basin. The Marcellus is a gas-rich shale. Originally the survey

was conducted to assess the presence of hydrocarbons. The survey itself covers an area of

about 25 km2, Figure 5.16.
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Figure 5.16: The Bradford survey area.

The inlay in the upper right of Figure 5.16 shows the location of the survey. The large

map shows the layout of the survey, with the sources indicated in red and the receivers in

blue. The specifications for the survey are shown in the left frame. Only a small selection

of sources and receivers is selected to be processed and only the vertical component is

considered.

A single shot is selected to assess the presences of surface wave reflections. Figure

5.17a shows the single shot selected (indicated by the red dot) and the group of receivers

(indicated by the dark blue dots) investigated.
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(a)

(b)

Figure 5.17: (a) Selection of shot and receivers, and (b) corresponding shot record.

Figure 5.17b shows the shot record from the selected location in the survey. The outgoing

surface wave is highlighted in yellow. A reflected surface wave is identifiable on the left side

of the record (marked in red). However, there still is noise in the surface wave that is

unexplained (on the right).

Surface-waves in field data are often very noisy. Ideally, only the incoming (reflected)

part of the wavefield should be migrated. As is the case with this shot, there are often other

parts of the surface wave that are not identifiable as outgoing or incoming waves. Prior to

migration, everything but the identifiable incoming wave is removed. The outgoing wave is

removed from the record using the same method presented in chapter 3. Multiple shots are

migrated and stacked to increase the signal-to-noise ratio in the resulting image.

Figure 5.18a shows the selection of shots chosen for migration. Surface waves were

migrated to the south-west side of the line. As such, the only section of the survey modeled
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is indicated by the blue square labeled Model. For simplicity, only one dispersion curve is

used to represent the phase-velocity of the entire area of the model. Each shot is migrated

independently and the image from each shot is stacked to produce a final result.

(a) (b)

Figure 5.18: (a) Model space and selection of shots, and (b) migrated image.

The reflectivity image from the selection of shots (Figure 5.18b) shows some interesting

structures. A correlation can be seen between the reflectivity image and topography by

overlaying the two, Figure 5.19.
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Figure 5.19: Migrated image with topographic overlay.

In this example, it seems surface reflections are dominated by topography. Strong

reflectivity exists where the hill meets the valley. There is also evidence of reflections from

hills further away (indicated with arrows).

These results are preliminary for a number of reasons. First, a small selection of shots

and receivers were used. Second, further work is needed to determine which direction

the reflections actually came from. It has been assumed that reflections came from the

southwest. However, the complete opposite direction is also a valid direction to consider.

Finally, the third dimension, depth, is not investigated. The reflections have not been

constrained adequately to consider the reflectivity image as a function of wavelength.
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5.7 Example: Field, Arctic Slope, Alaska

In 1923 President Harding designated the western half of the Arctic Slope of Alaska for the

U.S. Navy as Naval Petroleum Reserve Number 4. The area was re-designated the National

Petroleum Reserve, Alaska (NPRA) in 1976. Between 1974 and 1981 more than 22,500 km

of 2D seismic data was acquired across the Reserve. The Uiukok Carihu/Grizzly Special

Management Area (USMA) in the southwestern part of the NPRA was found to have only

a small amount of economically recoverable oil and gas. Figure 5.20 shows the location of

NPRA in Alaska as well as the section designated as the USMA.

Figure 5.20

Figure 5.21: Map of the Arctic Slope, NPRA, Alaska. The section containing the seismic
line of interest (USMA) is highlighted by the red-dashed line.

The area is interesting for investigation due to the numerous geologic structures in the

area that could reflect surface-waves. There are many anticlines, synclines, and overturned

beds in the area, some of which extend deep into the subsurface (Bascle and Foland, 1992).

Figure 5.22 shows a detailed view of the USMA, which is also highlighted with a red dashed-

line in Figure 5.20. The seismic line selected crosses directly over an anticline.
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Figure 5.22

Figure 5.23: Map of the USMA in the Arctic Slope, NPRA, Alaska. Seismic line of interest
is indicated with a red dashed line.

Survey geometry was designed with reflection processing in mind. The roll-along seismic

survey was shot from west to east with 96 channels active for every shot. Shot spacing was

134 m and receiver spacing was 33.5 m. The shot-type was dynamite at a depth of 67 m.

A single shot is selected for processing due to the fact that surface-wave reflections were

identifiable in the data. Figure 5.24a shows a close-up view of the seismic line in green and

the selected shot in red. The seismic line crosses three rivers in this area. For this particular

shot, no receivers cross the anticline, although the anticline is only 2000 m to the north of

the survey line.

Figure 5.24b shows the shot record selected for study. The direct surface-wave is clearly

visible as a high-amplitude, dispersive wave. Near the direct surface-wave several back-

reflections can be seen propagating in the opposite direction. A low-frequency reflected

surface-wave is also observed at a much later time in the record.
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(a)

(b)

Figure 5.24: (a) Location of shot selected for migration, and (b) shot record with surface-
wave reflections indicated by red arrows.

Unfortunately, it is not possible to quantitatively determine the direction from which

the surface-wave reflections originated. The direction of migration was instead based on a

migrated test image in both directions, and then a visual comparison with features visible

on the map. For example, the migrated image of back-reflections near the direct surface

wave matched the path of the river well, therefore, the south direction was determined to

be the correct direction in that case. The surface-wave reflections at a later time; however,

matched well with the anticline to the north when migrated. Figure 5.25 shows both

reflections migrated towards their assumed originating locations.
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Figure 5.25: Migrated image superimposed on map.

Manually choosing the direction for migrating reflections is too tedious for more than

a simple study; especially when considering multiple shots. As we shall see in the next

section, at least two parallel lines are needed to determine the direction of reflections.

5.8 Dual-receiver lines and wavefield separation

There is a fundamental problem of indeterminable directionality associated with recording

surface-wave reflections using a single receiver line with single component receivers. A

simple example of the problem is illustrated in Figure 5.26a. Given a single receiver line,

the reflection will look identical whether it propagated from the north or propagated from

the south.
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(a) (b)

Figure 5.26: Comparison of survey geometries given a reflection from the north. (a) Data
collected from a single receiver line does not indicate whether the reflection originated from
the north or south. (b) Two receiver lines can be used to determine the direction of the
reflection.

Migration can be performed assuming that the reflection originated from either the north

or south side of the receiver line. Each image will be equally well resolved and equally valid

as far as the method is concerned. Unfortunately, only one assumption, regarding which

side the reflector exists on, is correct.

There are two solutions to the problem of unknown reflection directionality. One solution

is to use multi-component receivers. The lateral direction in which the surface-wave is

traveling could be determined from the x and y component of the receivers. The other

solution is to add dimensionality to the geometry of the survey. Using two parallel receiver

lines, Figure 5.26b, for each shot is the most basic way to add dimensionality to the survey.

With two parallel receiver lines the wavefield can be separated into north-going and south-

going components. This type of separation is the lateral analog to up/down separation

introduced by Sonneland and Berg (1985).
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5.8.1 Theory

We assume that the total wavefield, in the Fourier domain, for any particular yi position,

ψ(kx, yi, ω), is comprised of a north-going wavefield, ψN (kx, yi, ω), traveling in the +y di-

rection and a south-going wavefield, ψS(kx, yi, ω), traveling in the −y direction,

ψ(kx, yi, ω) = ψN (kx, yi, ω) + ψS(kx, yi, ω), (5.8)

or written more simply,

ψ(yi) = ψN (yi) + ψS(yi). (5.9)

By using wavefield extrapolation the north-going component from the southern receiver

line, ψN (y2), is moved to the northern receiver line, at y1, by,

ψN (y1) = PN (y1, y2)ψN (y2), (5.10)

where PN (y1, y2) is the extrapolation term needed to shift the wavefield from the southern

receiver, y2, line to the northern receiver line y1,

PN (y1, y2) = e−i
√
k2−k2x∆y, (5.11)

where,

∆y = y1 − y2, (5.12)

and wavenumbers, k and kx, are assumed to be a function of frequency and phase-velocity,

c(ω), of the surface wave,

k2 = k2
x + k2

y =

(
ω

c(ω)

)2

. (5.13)
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It is important to point out that in practice the north-going component has the south-going

component superimposed on it. Applying equation 5.10 to move the wavefield recorded on

the southern line to the northern line, will correctly move the north-going component to

the north but will also incorrectly move the south-going component to the north.

To move the south-going component from the southern receiver line, ψS(y2), to the

northern receiver line, at y1, a slightly modified extrapolation term, PS(y1, y2), is applied,

ψS(y1) = PS(y1, y2)ψS(y2), (5.14)

where,

PS(y1, y2) = ei
√
k2−k2x∆y. (5.15)

A deconvolution can now be devised which moves the appropriate component and sup-

presses the incorrectly moved component. Substituting equations 5.10 and 5.14 into equa-

tion 5.9 gives the separated wavefield at the southern receiver line for the north-going and

south-going component,

ψN (y2) =
PS(y1, y2)ψ(y2)− ψ(y1)

PS(y1, y2)− PN (y1, y2)
, (5.16)

and,

ψS(y2) =
ψ(y1)− PN (y1, y2)ψ(y2)

PS(y1, y2)− PN (y1, y2)
(5.17)

5.8.2 Example: Synthetic

The equation above is tested using a synthetic model with four, rectangular, high-velocity

anomalies. The background velocity is vertically stratified, as is often the case in the near-
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surface. The anomalies are essentially vertical towers placed in a stratified model, Figure

5.27a.

(a)

(b)

Figure 5.27: (a) Shear-wave velocity model used for testing wavefield separation. (b) Survey
geometry plotted on map view of anomaly locations in shear-wave velocity model.

The survey geometry is a modified cross-spread. For each source, four receiver lines are

active. Two parallel lines run west-to-east and two parallel lines run south-to-north. The

source is placed at the center of the spread, Figure 5.27b. Vertical component receivers are

placed at the surface with an inline spacing of 5 m. The spacing between receiver lines is

10 m.
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Figure 5.28: Surface-waves modeled using the split-step phase-shift method. Blue lines
indicate location of lateral slices through the data-cube.

Both the outgoing and incoming surface-wave are modeled using the split-step phase-

shift method. The outgoing wave uses a Ricker source wavelet with a central frequency of

10Hz. Data is modeled in four directions (east, west, south, and north) and then merged

together. Figure 5.28 shows the data-cube generated by the split-step method. The top left

panel shows a time-slice of the wavefield while the bottom frames show lateral-slices.

Data extracted at the receiver lines which run east-to-west is shown in Figure 5.29.

The two records look nearly identical; however, there are distinguishing features between

the two. The source is nearer to the southern line; and therefore, a delayed origin-time is

observed on the northern line. It is difficult to discern, but surface-wave reflections inside

the surface-wave cone also arrive at slightly different times.
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(a) (b)

Figure 5.29: Comparison of receiver lines: (a) surface wave record at northern, east-to-west
running receiver line, and (b) surface wave record at northern, east-to-west running receiver
line.

There are two surface reflections that are superimposed within the surface-wave cone.

The reflections originate from the anomalies directly to the north and south of the lines.

The back-reflections originating from the direct-surface wave are due to the anomalies along

the line to the east and to the west.

The wavefield separation method assumes that the wavefield to be separated is travel-

ing, more or less, back towards the source, perpendicular to the lines. Therefore, prior to

wavefield separation, the direct-surface wave and reflected surface-waves in the inline direc-

tion are removed. Figures 5.30a and 5.30b shows the result of filtering all but the reflected

surface waves originating from the north side and south side of the east-west running lines.
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(a) (b)

Figure 5.30: (a) Filtered, reflected surface-waves at northern, east-to-west running receiver
line. (b) Filtered, reflected surface waves at southern, east-to-west running receiver line.

Even with only two surface-wave reflections present in record the wavefield is visually

complicated. The complicated wavefield is due, in part, to the dispersive nature of the

surface-wave. We can apply the wavefield separation modified for surface-waves, equations

5.16 and 5.17, to determine the south-going wavefield, Figure 5.31a and the north-going

wavefield, Figure 5.31b.
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(a) (b)

Figure 5.31: Comparison of filtered wavfields: (a) south-going wavefield, and (b) north-
going wavefield.

The same process applied to separate the south-going and north-going wavefields can be

considered for the east-going and west-going wavefields if lines run north-to-south as well.

After all directions have been accounted for, each surface-wave reflection can be migrated

to its respective origin location. Figure 5.32 shows the final migrated image.

Figure 5.32: Final migrated image after wavefield separations.
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5.9 Multi-receiver line migration

An alternative to relying on a deconvolution-type algorithm to separate wavefields is to

add more lines and allow the incorrectly migrated wavefields to stack out. A diagram of

the multi-receiver line survey geometry is shown in Figure 5.33. Given the geometry in the

diagram, the incorrectly positioned reflector will be stacked out by a 4:1 factor.

Figure 5.33: Multi-line survey geometry. Additional arrivals stack out wrongly positioned
reflectors.

5.9.1 Theory

Consider again the deconvolution imaging condition from equation 5.7. The imaging con-

dition consists of deconvolution at every image location of the recorded receiver wavefield,

ψr(x, y, ω), by the modeled source wavefield, ψs(x, y, ω). For this formulation, all lines

are included in the volume during migration, essentially providing a summed image. The

migrated image, R(x, y, ω), is represented in the Fourier domain as,

R(x, y, ω) =

∑
shots

[ ∑
lines

∑
ω

ψs(x, y, ω)+yψr(x, y, ω)+y

ψs(x, y, ω)+yψs(x, y, ω)+y + ε2

−
∑
lines

∑
ω

ψs(x, y, ω)−yψr(x, y, ω)−y

ψs(x, y, ω)−yψs(x, y, ω)−y + ε2

] (5.18)
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where the final image is a result of summation over shots, receiver lines, and frequency, ω.

We note complex conjugate with the overbar, and the damping factor with epsilon, ε.

5.9.2 Example: Synthetic

This imaging condition is tested with a survey geometry consisting of 14 parallel lines

throughout model. Figure 5.34 shows the map view of the model with the geometry of the

receivers.

Figure 5.34: Survey geometry plotted on map view of anomaly locations in shear-wave
velocity model.

Only the direct surface-wave needs to be removed prior to migration. The reflections

originating near the inline direction will be handled correctly by the migration. Receiver

lines are inserted into the 3D data-cube to represent the receiver wavefield. All lines are

migrated simultaneously.

Figure 5.35 shows a map view of the migrated lateral-image. The complex dispersed

wavefield of back-reflections from one shot are migrated to the correct spatial position.

The reflections defining the structures are compressed because dispersion was accounted for

in the wavefield extrapolation for both the source and receiver wavefield. In addition to
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improving the resolution of the image, the deconvolution imaging condition also provided

an estimate of reflectivity.

Figure 5.35: Migrated image given a multi-line geometry.

The migrated image is slightly better when compared to the cross-spread migration in

Figure 5.32. The improved result is somewhat surprising because although we only migrated

in the north-south direction we still resolved inline reflections. The result suggests that the

previous workflow processing 2D lines, in chapter 3, can be improved by back propagating

inline reflections.

5.9.3 Example: Multi-shot finite-difference

We return to the 3D shear-wave velocity model containing four structures shown in chapter

4. Figure 5.36a shows three slices through the model. The background velocity is repre-

sented by three vertically stratified layers, each 4 m thick. Top, middle, and bottom layers

are have a shear-wave velocity of 150 m/s, 175 m/s, and 200 m/s respectively. Each struc-

ture is bounded by a vertical fault and has a shear-wave velocity of 400 m/s. The structure

to the north does not reach the surface, but terminates at a depth of 12 m.
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(a)

(b)

Figure 5.36: (a) Shear-wave velocity model used for generation of synthetic data and migra-
tion. Depth slice is shown in top left frame. Lateral slice in the x-direction and y-direction
indicated with blue-line on depth slice, and lateral slices shown in bottom left and right
frame. (b) Geometry of synthetic survey. Source locations indicated by red stars and
receiver locations indicated by green markers. Polar coordinates shown as reference for
migration direction and wavefield construction.

The compressional-wave velocity model is based on a constant VP /VS value of 2. Density

is assumed to be a constant value of of 2200 kg/m3. Note that only the shallow part of

the model is shown in Figure 5.36a. For purposes of visual clarity, the entire extent of the

model used for generating synthetic data using finite difference is not shown.

A fixed spread of 1120 vertical component receivers are placed at the surface at a 5 m

spacing in the x-direction and a 20 m spacing the y-direction, with the exception of a 10

m spacing around y=250 m. The arrangement results in 14 receiver lines shown in Figure

5.36b. A total of 21 shots are simulated across the receiver lines with an interval of 125 m

in the x-direction and 40 m in the y-direction. Sources are placed just below the surface to

excite surface-waves.
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Finite difference

Synthetic data is modeled using an elastic finite difference. We use a Ricker wavelet with

a central frequency of 10 Hz for all sources. Figure 5.37 shows the resultant data-cube for

a source at the location: y=250 m, x=250 m. The surface-wave is the highest amplitude

event seen in the depth slice. The velocity contrast of the four structures, and dispersion

create the complicated wavefield.

Figure 5.37: Synthetic data generated by finite difference. Time slice is shown in top left
frame. The lateral slice in the x-direction and y-direction is indicated with blue-line on
time slice, and lateral slices shown in bottom left and right frame.

To simulate the survey described above, data is extrapolated from the cube at the

receiver positions. Figures 5.38a and 5.38b show receiver lines extracted near the source,

y=255 m and y=245 m. The two receiver lines are similar in appearance.
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(a) (b)

(c) (d)

Figure 5.38: Receiver lines for source at: x=250, y=250 m. (a) Receiver line located at
y=255 m and (b) receiver line located at y=255 m. Reflections originating from near the
direct surface-wave are highlighted in yellow. (c) Receiver line located at y=255 m and (d)
receiver line located at y=245 m. Reflections originating from north and south structures
are highlighted in yellow.

The direct P-wave and direct surface-waves exhibit a sudden change in dip at both edges

of the line. The high-velocity zones coincide with the east and west structures in the model.

Surface-wave back-reflections originate from the time near to the sudden change in dip.
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Two more reflections occur well within the cone of direct surface-waves. To clearly

inspect the two reflections, direct surface-waves for lines y=255 m and y=245 m is removed

and shown in Figure 5.38c and 5.38d. The reflections are highlighted and the arrival times

are noted.

Reflection direction is confirmed by comparing line y=245 m with y=255 m. The earlier

reflection arrives at a earlier time in the line to the north of the source, y=255 m. The later

reflection arrives at a later time in the line to the north of the source, y=255 m. Both these

observations are consistent with the interpretation that the reflection earlier in time is from

the northern structure and the reflection later in time is from the southern structure.

5.9.4 Migration

The same velocity model used for finite difference is used to migrate the data and create

a source wavefield. The 2D elastic models (VP , VS , and ρ) are used with the propagator

matrix method to determine a 3D surface-wave phase-velocity model. The phase-velocity

model is used to back-propagate the prepped receiver wavefield and extrapolate the outgoing

wave from the source.

The receiver wavefield recorded at the lines is prepared for migration by first removing

the direct arrival of surface-waves, as seen in Figures 5.38c and 5.38d. For back-propagation

of the receiver wavefield, one continuation step is oriented azimuthally perpendicular to the

line. We use the split-step algorithm to account for velocity heterogeneity parallel to the

line (across x) and perpendicular to the line (across y).

To find a wavelet for the outgoing wave from the source, we stack the near offsets

from the synthetic data generated by finite difference. A one-way extrapolation is used to
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model outgoing surface-wave in the east, west, north, and south direction. The results are

combined with an opening angle of 45◦ each, as shown in Figure 5.39a.

Figure 5.39b shows the data-cube for outgoing surface-waves. Compared to the synthetic

data in Figure 5.37 the image is simpler. Only direct surface-waves are present in the

data generated by wavefield extrapolation. The direct surface-wave generated by both

methods is; however, very similar. Interestingly, although only the direct wave is modeled,

the substantial amount of velocity variation on the eastern side of the model creates a

reflection-type event.

(a)
(b)

Figure 5.39: (a) Outgoing surface-waves modeled using the split-step method in four di-
rections. Survey geometry and angles used for wavefield reconstruction shown. Shear-wave
velocity model is in the background. (b) Surface-waves modeled using the split-step method
shown as a 3D data-cube.

At this stage, all data needed for the imaging condition is prepared: phase velocity

model, reflected data at the receivers, and the forward modeled source wavelet. Receiver

lines are inserted into the 3D data-cube to represent the receiver wave field. All lines are

migrated simultaneously.

Figure 5.40a shows a single shot at location y=250 m, y=250m migrated to produce

a map-view lateral-image. The complex dispersed wavefield of back-reflections from one
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shot are migrated to the correct spatial position. The reflections defining the structures are

compressed because dispersion was accounted for in the wavefield extrapolation for both

the source and receiver wavefield. In addition to improving the resolution of the image, the

deconvolution imaging condition also proved an estimate of reflectivity.

(a) (b)

Figure 5.40: (a) Migrated image from one shot at y=250 m, y=250m (b) Migrated image
from using all shots.

Note that the structures resolved by migrating one shot are not mirrored on either the

north or south side. By including multiple lines in the migration mispositioned reflections

are effectively ”stacked out”. The structures themselves are correctly placed with a limited

amount of artifacts. Figure 5.40b shows that using multiple shots improves the image

further. Shots distributed throughout the image space help illuminate sections of the model

which are poorly illuminated by a single shot.

Because surface-waves are dispersive and the dispersion is a function of properties at

depth, the frequency content provides information abut the depth of a structure.
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Figure 5.41: Wavelength filters for the migrated image image. Zero amplitude corresponds
to complete signal rejection and an amplitude of one corresponds to a full pass.

Recall that the structure to the north does not extend to the surface but instead ter-

minates at depth. Surface-waves are sensitive to shear-wave properties at approximately

one-half its own wavelength. We test the sensitivity of our method to determine the depth

of an object by filtering the spatial frequency of an image.

Figure 5.41 shows the filters applied to the migrated image. To be consistent the filters

are applied in the same direction as the migration was applied, (+y,−y).

(a) (b)

Figure 5.42: (a) High-cut applied to spatial frequency of migrated image. (b) Low-cut
applied to spatial frequency of migrated image.
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Figure 5.42a shows the result of applying a spatial-frequency high-cut to the image. All

four structures are easily identified in a lower resolution image. Figure 5.42b shows the

result of applying a spatial-frequency low-cut to the image. The structures to the south

and east are still visible; however the north structure is diminished in amplitude. This is a

consistent finding with the model. A reflection from a structure at depth does not include

high frequencies or short wavelengths.

5.10 Summary

We directly account for sharp lateral change by processing surface-wave reflections. By

leveraging the frequency content of dispersive surface-waves we add the dimension of depth

to imaging at the surface. Of the three imaging conditions tested (time curve, correlation,

and deconvolution), deconvolution provides the potential to remove source effects and re-

cover reflectivity. Deconvolution is not, however, as stable as correlation. As shown for the

dataset with physical model, accurately attaining the source wavelet is no easy task. We

arrived at slightly better results using a source wavelet extracted from the near offsets of

the record.

In the field, our imaging process identified topographical features as the cause of surface-

wave reflections. All our field experiments consisted of a single line receivers. The drawback

of using a single line is that the reflection may arrive from either side. At a minimum, two

receiver lines are needed to determine the wavefield direction. Adding multiple lines of

receivers greatly improves imaging.

Our results indicate that estimated reflectivity can be used as an attribute in highlighting

the location of faulting, making it a useful tool for interpretation. Given an accurate phase-
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velocity model and an accurate source, the deconvolution imaging condition resolves sharp

discontinuities at high resolution and provides and estimate of reflectivity.
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Chapter 6

Estimating shear-wave velocity

from reflectivity

6.1 Overview

Given that the phase and polarity of the back-reflections are accurate, an inversion can be

designed to update an existing surface-wave phase-velocity model in the lateral direction.

Although the focus of this chapter is on updating the phase-velocity model, the overall

process is as follows: extract reflectivity and find the phase-velocity model (chapter 3),

update the phase-velocity with extracted reflectivity, and finally invert phase-velocity to

the shear-wave velocity model. The overall flow of estimating velocity with respect to

previously covered processing is shown Figure 6.1
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Figure 6.1: Overall method of the velocity estimation.

At minimum, a rough phase-velocity model is required to determine reflectivity. The

phase-velocity model is used both to de-disperse the outgoing wave in step 1 and to enhance

the incoming wavefield in step 2. After reflectivity has been estimated in step 3 a starting

phase-velocity model is also needed to continue the process.

Our suggested flow, therefore, enhances the current standard flow for determining shear-

wave velocity from phase-velocities. Figure 6.2 condenses our process in the context of

existing methods. From seismic data, or more specifically multiple shots across a receiver

line, we extract dispersion curves across many sections of the survey line. The result is a

phase-velocity model, c(ω, x), which is a function of frequency, ω, and lateral space, x.

Figure 6.2: Overall method of the velocity estimation.
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The standard processing route from the phase-velocity model is to invert phase-velocities

at every point in the lateral direction to estimate shear-wave velocity, VS(z, x). Our pro-

cessing flow estimates reflectivity, R(ω, x), (also a function of frequency and lateral space)

which can be used to update the phase-velocities and attain a higher resolution shear-wave

velocity model.

6.2 Theory

Several types of reflectivity maps (temporal, spectral, and depth-converted) have been gen-

erated in the previous step. We resume processing in step 4 using the spectral reflectivity

map. If we assume that the polarity of the spectral reflectivity map is accurate, an inver-

sion can be designed to update an existing surface-wave phase-velocity model. Although

we will focus our description on updating the phase-velocity model, the overall process is

as follows: extract reflectivity via the method described in the first three steps, determine

the phase-velocity model, update the phase-velocity model with extracted reflectivity, and

finally invert the phase-velocity model to the shear-wave velocity model.

We use synthetic data from a slightly more complex model (Figure 6.3a) to illustrate

velocity model updates. Our shear-wave velocity model includes two examples of faults that

have no surface expression (also known as blind faults). One blind fault is deep with large

vertical slip, and the other blind fault is shallow with small vertical slip.

We generate synthetic data with SPECFEM2D. We simulate one shot on the left side of

the model with a 25 Hz Ricker wavelet. The wavefield is recorded with vertical component

receivers at a 1 m spacing across the extent of the model. Density and VP /VS are constant

throughout the model at 2800 kg/m3 and 2 respectively. Data is processed to create a

surface-wave reflectivity image. As can be seen in the reflectivity map (Figure 6.3b), strong
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reflection coefficients identify the location and depth of the faults in the shear-wave velocity

model. The corresponding spectral reflectivity map (Figure 6.4a) is used for the velocity

updates described below.

(a)

(b)

Figure 6.3: (a) Shear-wave velocity model used for illustrating velocity updates. (b) Spectral
reflectivity map processed from data.

We attempt to update velocities using a technique analogous to iterative inversion, (?).

We assume the deconvolution step has been successful in restoring the spectrum and our

data is now a set of reflection coefficients, R(ω), at each source-receiver pair, j. We rearrange

our plane-wave estimation for determining reflection coefficients within narrow frequency

bands in equation 2.41 and solve for a velocity update, α, by a set of reflection coefficients,

α =
1 +R(ω)j
1−R(ω)j

, (6.1)

where α is the update applied to derive the neighboring velocity, c(ω), at the source-receiver

pair, j + 1,

c(ω)j+1 = αc(ω)j . (6.2)
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Each updated velocity is used with the reflection coefficient at the current source-receiver

pair to derive the next velocity in an iterative manner. An initial starting velocity, rep-

resenting the constant of integration, is needed to start the process. For our example, we

start by windowing data near the source, extracting the dispersion curve from this window,

and using this dispersion curve as a starting model.

Figure 6.4b shows the starting model used for our example. In combining negative and

positive offsets of shots we have reversed polarity for the right-hand side of shots thereby

choosing a left sided convention. We apply the velocity update from left to right. The

iterative inversion process provides a first approximation to the phase-velocity model. After

the iterative update the resultant phase-velocity model is spline-fit in the frequency domain

at each location to ensure a smooth phase-velocity model along the frequency axis. Figure

6.4c shows the updated phase-velocity for our example after the trace inversion process and

spline fit along frequency.
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(a) (b)

(c)

Figure 6.4: (a) Spectral reflectivity extracted from data. (b) Initial phase-velocity model
and (c) updated phase-velocity model after iterative inversion and spline fit.

Once the updated phase-velocity model has been determined, we invert phase-velocity

at each location for a shear-wave velocity model. Figure 6.5a shows the inverted shear wave

velocity model for our synthetic double blind fault model. The fault with large vertical

slip is well resolved. Although the lateral change across the fault with small vertical slip

is obvious in the updated phase-velocity model, it is not as well resolved for the inverted

shear-wave velocity model. The difference between the true model and updated inverted

model (Figure 6.5b) shows that the overall structure of the model is a smoothed version
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of the initial model. The reflectivity map (Figure 6.3b) remains helpful in determining the

location of sharp lateral change.

(a)

(b)

Figure 6.5: (a) Shear-wave velocity model inverted from updated phase-velocity model. (b)
Difference between true and inverted shear-wave velocity model.

6.3 Reflected surface-wave processing vs. Direct surface-

wave processing

Now that the process has been outlined for extracting reflectivity and updating the shear-

wave velocity model with reflectivity, a comparison can be made between the shear-wave ve-

locity model estimated through high resolution multichannel processing and the shear-wave

velocity model updated using reflectivity. Multichannel methods of surface-wave analysis

use the direct surface-wave. Effects observed in the direct wave are due to the averaged

culmination of properties along the surface-wave path. Surface-wave reflections occur where

there is sharp lateral change. Therefore, using reflections and reflectivity has the potential

of resolving lateral boundaries.
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Consider again the single blind fault model, Figure 6.6a, used in chapter 3. The result

of high resolution multichannel processing and inversion was a somewhat smoothed model,

Figure 6.6b.

(a)

(b)

(c)

Figure 6.6: (a) True shear-wave velocity model, (b) shear-wave velocity model estimated
by direct surface-wave processing , and (c) shear-wave velocity model estimated reflected
surface-wave processing.

Reflectivity is extracted from the surface wave and used to update the phase-velocity

model. The phase-velocity model is then inverted for shear-wave velocity. The shear-wave

velocity model estimated using reflectivity, Figure 6.6c, is substantially more resolved in

the lateral direction than the model estimated using multi-channel processing.
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6.4 Example: Field, Hockley 2D line

Seismic data collected across the Hockley fault near Houston, TX is used to test the velocity-

update process. The survey was a 2D line recorded with 216 vertical-component geophones

at 5 m spacing and vertical vibrator sources at the same spacing. A 12 second linear sweep

from 10 to 150 Hz was used. Three types of processed data were compared:

1. traditional seismic image processed from reflections,

2. shear-wave velocity model (inverted from extracted dispersion curves) updated using

reflectivity results.

The migrated image was independently processed in a previously published case study

(Khan et al., 2013). The image has been converted to depth and marked where the main

fault was previously identified, Figure 6.7. The survey was centered around a crack on the

highway, indicating the surface expression of a prominent fault. The fault on the image is

located at the zero mark on the horizontal axis. Red arrows indicate the location of faults

noted at the surface.

Figure 6.7: (a) Seismic image from Hockley Fault survey.

An initial phase-velocity model is determined by imaging dispersion curves within spatial

windows across the extent of the survey. The initial phase-velocity model is updated using
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the iterative inversion scheme described above. Shear-wave velocity is inverted from both

the initial phase-velocity model and updated phase-velocity model. The original shear-wave

velocity model (Figure 6.8a) and the shear-wave velocity model updated using surface wave

reflectivity (Figure 6.8b) are overlain on the migrated image. Note that the frequency

content of the surface wave has limited our inversion result to a 30 m depth. Below that

depth shear-wave velocities are truncated.
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(a)

(b)

Figure 6.8: (a) Seismic image with shear-wave velocity model overlay determined by direct
surface-wave processing, and (b) seismic image with overlay determined by reflected surface-
wave processing.

It is interesting that a velocity anomaly exists in both the original and updated velocity

model near the surface expression of the Hockley Fault. The updated velocity model sharp-

ens the velocity change at the fault and reveals more nuanced velocity structure elsewhere.
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The large velocity structure at a location of 200 m in both the initial and updated model

corresponds with the fault at the surface and an anticlinal feature slightly deeper in the

migrated image. A close inspection of the main fault in the migrated image shows a clear

break in strata at a depth of 5 m. The clear break in strata supports the interpretation

of a sharp change in properties in the lateral direction at the location of the main fault.

The largest update in the velocity model is the sharpened velocity change at the main fault

(X = 0 m). We interpret the velocity change as a normal fault and suggest that a small

graben feature exists between the two marked faults.

6.5 Summary

Multichannel analysis and inversion of the direct surface-wave provide laterally smooth

shear-wave velocity models. Characteristics of the direct surface-wave at a particular loca-

tion are the result of an averaged culmination of properties along the path. Surface-wave

reflections occur where there is sharp lateral change. Therefore, using reflections and re-

flectivity has the potential of resolving lateral boundaries.

Our synthetic tests show that the potential can be used to increase the lateral resolution

of the shear-wave velocity model. As illustrated by results at Hockley Fault, the updated

shear-wave velocity model provides additional insight about the subsurface not apparent in

the original shear-wave velocity model or reflectivity map.
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Conclusions

Many assumptions about the survey and the data are made to keep the processing flow

computationally efficient. For 2D modeling and processing we process along a single survey

line and use a 2D model for processing. The implicit assumption is that faults or other re-

flectors are normal to the survey line. This assumption is sufficient for our purposes because

we specifically orient the survey line to investigate reflectors of interest. For 3D modeling

and processing we only discretize to the level that is needed for wavefield extrapolation and

for describing boundaries and the velocity model. This allows us to save computational

time.

Our 2D and 3D modeling, processing, imaging, and inversion is based on picked dis-

persion curves of the fundamental mode of the outgoing wave. We therefore ignore the

higher modes of the surface wave. We call the result of deconvolving the filtered incoming

wave and the outgoing wave “reflectivity”; however, it most likely excludes energy due to

higher modes in its estimate. For synthetic and field examples presented here where the

fundamental mode dominates energy in the surface wave the error will be small. Caution

should be taken when strong higher modes are observed.

We chose a simple one-to-one mapping of frequency to depth to convert the frequency

axis of the reflectivity model to depth. As stated earlier, this is an approximate method that
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does not take into account the solution for surface-wave propagation. However, the method

is sufficient for the purposes of producing an interpretation aid. Because the mapping

to depth is so closely tied to velocity a better approach would be to directly invert for the

underlying shear-wave velocity model given a spectral reflectivity map. The first three steps

of our processing flow combined with an inverse solution could perhaps be used for a more

correct mapping to depth while simultaneously determining shear-wave velocity. We also

note that whatever method is used, the resolution of the lateral boundary as determined

by reflected surface-waves will decrease with depth as the wavelength of the surface wave

increases.

We take the approach of calculating reflectivity from the phase-velocity model in our

forward model because the relationship is simple to invert and use to update phase-velocities

(and the shear-wave velocity model inverted from updated phase-velocities). For the syn-

thetic models presented here, extracted reflectivity from our processing flow matched with

reflectivity predicted from our semi-analytic forward modeling.

Noise (defined as any event other than the explainable surface wave) presents a sub-

stantial challenge. Most of the 2D processing flow is designed to isolate the incoming and

outgoing surface-waves and minimize other noise. Noise is less of a problem when imag-

ing with surface waves with 3D survey geometry. Multiple shots and multiple receivers

throughout the image space will have the effect of stacking out noise.

Determining the polarity of reflection coefficients is also difficult in the presence of noise

or when the source wavelet is not well known. Because our algorithm for updating velocity

is strongly dependent on polarity we do not suggest it’s use if there is doubt about the

polarity of the reflectivity map. An inversion which simultaneously determines depth and
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shear-wave velocity directly from reflection coefficients may be less susceptible to errors in

polarity.

Processing surface-wave reflections is a formidable task due to their complex propaga-

tion. However, complexity such as dispersion is useful for inferring properties at depth. The

same relationship used between frequency and depth in processing direct surface-waves is

useful in processing reflected surface-waves.

Careful processing of reflected surface waves is required to produce reflectivity maps

that are sharply defined in the lateral direction. Improving the accuracy of the surface-

wave dispersion model, via picked dispersion curves or a least-squared fit, results in more

sharply defined reflections.

Processing reflected surface waves should also be useful for imaging other discontinuities,

such as buried objects, which are difficult to detect using direct surface waves. Using reflec-

tivity to update phase-velocities and increase lateral resolution of the shear-wave velocity

model is also useful. As illustrated by field results, especially at Hockley Fault, the updated

shear-wave velocity model provides additional insight about the subsurface not apparent in

the original shear-wave velocity model or reflectivity map.

Surface-wavefield extrapolation provides a surface-wave reflectivity image which is 3D.

Although structures on both sides of each line cause a dilemma of arbitrary reflection

direction, additional receiver lines can be used to separate outgoing and incoming wavefields.

Given an accurate phase-velocity model and well known source wavelet, the deconvolution

imaging condition resolves sharp discontinuities at high resolution and provides and estimate

of reflectivity.
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