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## ABSTRACT

Recently a new theory of heat conduction has appeared in the literature. The raison d'être of this theory is that in the classical theory heat propagates in a body with infinite speed. The present paper deals with the linearized form of the theory, which gives rise to an integro-partial differential equation.

Two problems for this equation, called history-value problems, are posed. It is shown that, under certain conditions, solutions to these history-value problems on a bounded region of space are unique. Next, it is shown that if the data of the problem have bounded support, then for any time the solution has bounded support. This proves the hypothesis of finite wave speeds. This result is then used to prove that solutions to the history-value problems on an unbounded region of space are unique.
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## I. INTRODUCTION

The classical theory of heat conduction, as well as other theories dealing with diffusive phenomena, leads in the case of a homogeneous isotropic medium to the parabolic partial differential equation

$$
\begin{equation*}
\dot{\theta}=\alpha \Delta \theta \tag{1.1}
\end{equation*}
$$

It is a familiar fact that this equation, as is characteristic of those of the parabolic type, has solutions whose physical interpretation implies an infinite propagation speed in the sense that a disturbance in any part of the body will be accompanied by an instantaneous change in the temperature throughout the body. This physically untenable attribute of solutions of (1.1) has stimulated recent researches $[1,2]$ aimed at a theory of heat conduction that gives rise to finite wave speeds.

The theory presented by Gurtin and Pipkin in [1] pertains to materials with memory and as a consequence they propose to supplant (1.1) with an integro-differential equation. By means of linearizations based upon the assumption that $\left|\theta-\theta_{0}\right|$ and $|\nabla \theta|$ are $\operatorname{small}\left(\theta_{0}\right.$ is a constant

[^0]temperature), they arrive at
\[

$$
\begin{align*}
c \ddot{\theta} & (\underset{\sim}{x}, t)+\beta(0) \dot{\theta}(\underset{\sim}{x}, t)+\int_{0}^{\infty} \beta^{\prime}(s) \dot{\theta}(\underset{\sim}{x}, t-s) d s \\
& =a(0) \Delta \theta(\underset{\sim}{x}, t)+\int_{0}^{\infty} a^{\prime}(s) \Delta \theta(\underset{\sim}{x}, t-s) d s+\dot{r}(\underset{\sim}{x}, t) \tag{1.2}
\end{align*}
$$
\]

for the temperature in a homogenous isotropic material. In (1.2), $c>0$ denotes the heat capacity, $\beta$ and a the respective energy and heat flux relaxation functions, and $r$ the body heating.

The authors of [l] give a twofold motivation for their claim to have found a mathematical model that predicts finite propagation speeds for thermal disturbances. First, they point out that, in the case of one dimensional temperature fields where $\beta$ and $r$ are identically zeror (1.2) reduces to the equation governing the longitudinal motion of a viscoelastic bar with mass density $c$ and stress relaxation function a. It is well known that this equation has associated with it the finite propagation speed $[a(0) / c]^{\frac{1}{2}}$. Second, they arrive at finite speeds for the propagation of singular surfaces, ${ }^{2}$ through an analysis that obviates the linearization used to obtain (1.2).

The objective of this thesis is to establish by means different from those employed in []] that the linear theory has the finite propagation speed property. Two

[^1]approaches are utilized. The first, which is primarily for motivation, is to compare solutions of (1.1) and (1.2) which are of the form of spherical waves with harmonic time dependence. This treatment, however, does not furnish a rigorous confirmation of the finiteness of propagation speeds with sufficient generality to suit our purposes. There is little doubt, however, that more general results can be obtained, notwithstanding some hypotheses of unjustifiable complexity and restrictiveness, by the use of Fourier integrals. The second approach is to adapt the method of energy integrals ${ }^{3}$ to (1.2). This technique is used to prove that certain types of problems suggested for (1.2) are well posed from the point of view of uniqueness. These problems, because of the form of (1.2) are boundary-history-value problems, or more simply history-value problems, in contrast with the usual boundary-initial-value problems posed for (1.l). The method is then used to establish the finiteness of the wave speed and delivers an upper bound for it.

## II. NOTATION

We designate by $\mathrm{E}_{\mathrm{n}}$ the euclidean space of ordered n-tuples of real numbers. The open spherical ball of radius $r$ in $E_{n}$ about $\underset{\sim}{x}$ will be denoted by $B_{r}(\underset{\sim}{x})$, and its bounding surface by $S_{r}(\underset{\sim}{x})$. Hence

$$
\begin{align*}
& B_{r}(\underset{\sim}{x})=\left\{\underset{\sim}{y} \in E_{n}: \quad|\underset{\sim}{x}-\underset{\sim}{y}|<r\right\}, \\
& S_{r}(\underset{\sim}{x})=\left\{\underset{\sim}{y} \in E_{n}:|\underset{\sim}{x}-\underset{\sim}{y}|=r\right\} . \tag{2.1}
\end{align*}
$$

An open connected set in $E_{3}$ will be called a region. If a region R has the property that for any bounded set $S \subseteq R$, there exists a bounded set $R^{*}$, with $S \subseteq R^{*} \subseteq R$, and the boundary of $\mathrm{R}^{*}$ consists of a finite number of "closed regular surfaces" (in the sense of Kellogg [5, p. ll2]), then $R$ will be called a regular region. For a set $S \subseteq E_{n}$, its interior, boundary, and closure will be written in the usual manner, namely $\stackrel{\circ}{S}, \partial S$, and $\bar{S}$ respectively.

Finally, we use the conventional notation to designate the degree of smoothness of a function. Thus we write $\phi \varepsilon C^{\mathrm{m}}(S)$ if $\phi$ is defined and m-times continuously differentiable on $S \subseteq E_{\mathrm{n}}$. If $\phi$ is continuous on S we write $\phi \varepsilon C(S)$ instead of $\phi \varepsilon C^{\circ}(\mathrm{S})$. For the restriction of a function $\phi$ defined on a set $S$ to a subset $T$ of $S$ we write $\phi \mid T$.

## III. COMPARISON WITH THE

 CLASSICAL THEORYThe purpose of this section is to compare the classical theory of heat conduction with the linear theory presented by Gurtin and Pipkin in [l]. In particular it will be shown that:
a) In either theory if the temperature is time independent, then it is a harmonic function in its spacial coordinates, i.e., if

$$
\dot{\theta}=0 \text {, then } \Delta \theta=0 \text {. }
$$

b) For a certain family of solutions (with harmonic time dependence) there is an upper bound for the propagation speeds of temperature functions that satisfy (1.2), whereas there is no such bound for the propagation speeds of functions satisfying (1.1).

The field equations of the classical heat conduction theory are:

$$
\begin{align*}
& \dot{e}(\underset{\sim}{x}, t)=-\nabla \cdot \underset{\sim}{q}(\underset{\sim}{x}, t)+r(\underset{\sim}{x}, t), \\
& \underset{\sim}{q}(\underset{\sim}{x}, t)=-k_{0} \nabla \theta(\underset{\sim}{x}, t),  \tag{3.1}\\
& e(\underset{\sim}{x}, t)=b+c \theta(\underset{\sim}{x}, t) .
\end{align*}
$$

where $e$ is the internal energy, $\underset{\sim}{q}$ the heat flux vector, $r$ the body heating, $k_{0}>0$ the thermal conductivity, $c>0$ the heat capacity, and where $b$ is a constant pertaining to the zero point of the temperature scale.

The field equations established by Gurtin and Pipkin are

$$
\begin{align*}
& \dot{e}(\underset{\sim}{x}, t)=-\nabla \cdot \underset{\sim}{q}(\underset{\sim}{x}, t)+r(\underset{\sim}{x}, t), \\
& \underset{\sim}{x}(\underset{\sim}{x}, t)=-\int_{0}^{\infty} a(s) \nabla \theta(\underset{\sim}{x}, t-s) d s,  \tag{3.2}\\
& e(\underset{\sim}{x}, t)=b+c \theta+\int_{0}^{\infty} \beta(s) \theta(\underset{\sim}{x}, t-s) d s .
\end{align*}
$$

The relaxation functions $\beta$ and a were mentioned in the introduction. As in [1], we assume that $\beta(s), a(s) \rightarrow 0$ as $s^{\rightarrow \infty}$.

By taking the divergence in (3.1) 2 and the time derivative in (3.1) $)_{3}$ and combining the three equations (3.1), assuming that $r=0$, one obtains (1.l), where $\alpha=k_{0} / c$. The analogous operations on (3.2) give

$$
c \dot{\theta}(\underset{\sim}{x}, t)+\int_{0}^{\infty} \beta(s) \dot{\theta}(\underset{\sim}{x}, t-s) d s=\int_{0}^{\infty} a(s) \Delta \theta(\underset{\sim}{x}, t-s) d s+r(\underset{\sim}{x}, t) .
$$

For convenience, in the remainder of this section we set $r$ equal to zero. This amounts to the assumption that all the heat flowing between the body and the external world occur by conduction through its surface. ${ }^{l}$ It is clear that both (1.1) and (3.3) reduce to
$l_{\text {This }}$ rules out phenomena such as heating by electromagnetic radiation (microwave cooking).

$$
\Delta \theta=0
$$

if $\dot{\theta}=0$ and the equilibrium conductivity

$$
\begin{equation*}
k=\int_{0}^{\infty} a(s) d s \tag{3.4}
\end{equation*}
$$

is not zero. Thus the two theories reduce to identical forms in the steady state case.

It is worth mentioning that we cannot make this conclusion from (1.2). Under the hypothesis that $\dot{\theta}=0$ (1.2) becomes

$$
\mathrm{a}(0) \Delta \theta+\Delta \theta \int_{0}^{\infty} \mathrm{a}^{\prime}(\mathrm{s}) \mathrm{ds}=0
$$

But since $a(\infty)=0$, this becomes merely an identity. This is due to the fact that (1.2) is found by time differentiation in (3.3). This can be seen by putting (3.3) into the form

$$
\begin{equation*}
c \dot{\theta}(\underset{\sim}{x}, t)+\int_{-\infty}^{t} \beta(t-s) \dot{\theta}(\underset{\sim}{x}, s) d s=\int_{-\infty}^{t} a(t-s) \Delta \theta(\underset{\sim}{x}, s) d s+r(\underset{\sim}{x}, t) . \tag{3.5}
\end{equation*}
$$

Differentiation in this equation and another change of variable give (1.2). With this in mind it is easy to anticipate that we could not prove that $\dot{\theta}=0$ implies $\Delta \theta=0$. In fact by taking the time derivative in (1.1), we obtain

$$
\ddot{\theta}=\alpha \Delta \dot{\theta},
$$

from which no such conclusion can be reached.
We may note at this point that. (1.1) is, in a
sense, a limiting case of (3.3) (with $r=0$ ). If we put $\beta(s)=0$ and $a_{\mu}(s)=\kappa \mu e^{-\mu s}$ for $s \geq 0$, then by a familiar theorem about Laplace Transforms, ${ }^{2}$

$$
\begin{align*}
\lim _{\mu \rightarrow \infty} & \int_{0}^{\infty} a_{\mu}(s) \Delta \theta(\underset{\sim}{x}, t-s) d s \\
& =\lim _{\mu \rightarrow \infty}\left\{\kappa \mu \underset{\sim}{L}\left[p_{t} \theta\right](\mu)\right\}  \tag{3.6}\\
& =\kappa\left(p_{t} \theta\right)(\underset{\sim}{x}, 0)=\kappa \Delta \theta(\underset{\sim}{x}, t)
\end{align*}
$$

where $p_{t}$ is the operator defined by

$$
\left(p_{t} \theta\right)(\underset{\sim}{x}, s)=\Delta \theta(\underset{\sim}{x}, t-s) .
$$

In order to compare propagation characteristics of solutions of (1.1) and (3.3) in a context where time dependence is present, we seek solutions to these equations of the form

$$
\begin{equation*}
\theta=u(r, \omega) \cos (\omega t-k r) \tag{3.7}
\end{equation*}
$$

where $r=|\underset{\sim}{x}|$. For (1.1) we find that (3.7) is a solution if

$$
\begin{equation*}
u(r, \omega)=A r^{-1} \exp (-k r) \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{k}=(\omega / 2 \alpha)^{\frac{1}{2}} \tag{3.9}
\end{equation*}
$$

For (3.3) we find that (3.7) is a solution if

$$
{ }^{2} \text { See }[6, p, 350]
$$

$$
\begin{equation*}
u(r, \omega)=A r^{-1} \exp \left(-k^{\prime} r\right) \tag{3.10}
\end{equation*}
$$

$$
k=\operatorname{Im}\left\{\frac{i \omega[C+B(\omega)]}{A(\omega)}\right\}^{\frac{1}{2}},
$$

and

$$
\begin{equation*}
k^{\prime}=\operatorname{Re}\left\{\frac{i \omega[c+B(\omega)]}{A(\omega)}\right\}^{\frac{1}{2}} . \tag{3.11}
\end{equation*}
$$

The functions $A$ and $B$ are defined by

$$
\begin{align*}
& A(\omega)=\int_{0}^{\infty} a(s) e^{-i \omega s} d s,  \tag{3.12}\\
& B(\omega)=\int_{0}^{\infty} \beta(s) e^{-i \omega s} d s .
\end{align*}
$$

Note that A is the Fourier Transform of the function

$$
\begin{aligned}
\hat{a}(s) & =a(s) & & s \geq 0 \\
& =0 & & s<0
\end{aligned}
$$

and that $B$ is the Fourier Transform of the function

$$
\begin{aligned}
\hat{\beta}(s) & =\beta(s) & & s \geq 0 \\
& =0 & & s<0 .
\end{aligned}
$$

The phase velocity associated with a solution of the form (3.7) is defined by

$$
\begin{equation*}
v(\omega)=\omega / k . \tag{3.13}
\end{equation*}
$$

So the phase velocity for the solution (3.8)-(3.9) of (1.1)
is

$$
\begin{equation*}
v_{2}(\omega)=(2 \alpha \omega)^{\frac{1}{2}}, \tag{3.14}
\end{equation*}
$$

whereas the phase velocity corresponding to the solution (3.10)-(3.11) of (3.3) is

$$
\begin{equation*}
v_{2}(\omega)=\frac{1}{\operatorname{Im}\left\{\frac{c+B(\omega)}{-i \omega A(\omega)}\right\}^{\frac{1}{2}}} . \tag{3.15}
\end{equation*}
$$

We immediately note that as $\omega \rightarrow \infty, V_{1}(\omega) \rightarrow \infty$, indicating that there is no bound for the speed of propagation of solutions of (1.1). Taking the limit of $V_{2}(\omega)$ as $\omega \rightarrow \infty$,

$$
\begin{equation*}
V_{2}(\infty)=\lim _{\omega \rightarrow \infty} V_{2}(\omega)=\frac{1}{\operatorname{Im}\left\{\frac{\lim _{\omega \rightarrow \infty}[C+B(\omega)]}{\lim _{\omega \rightarrow \infty}[-i \omega A(\omega)]}\right\}^{\frac{1}{2}}} . \tag{3.16}
\end{equation*}
$$

But $\lim B(\omega)=0$ by the Riemann-Lebesque Theorem. ${ }^{3}$ Also. $\omega \rightarrow \infty$

$$
\begin{equation*}
-i \omega A(\omega)=-i \omega F[\hat{a}]=-a(0)-F\left[\hat{a}^{\prime}\right] . \tag{3.17}
\end{equation*}
$$

Using the Riemann-Lebesque Theorem again, we find

$$
\begin{equation*}
\lim _{\omega \rightarrow \infty}[-i \omega A(\omega)]=-a(0) \tag{3.18}
\end{equation*}
$$

and thus

$$
\begin{equation*}
v_{2}(\infty)=\frac{1}{\operatorname{Im}\left\{-c / a(0)^{\frac{3}{2}}\right.}=\left[\frac{a(0)}{c}\right]^{\frac{1}{2}} \tag{3.19}
\end{equation*}
$$

${ }^{3}$ See [7, p. 11]. We assume, for arguments' sake, that $a$ and $\beta$ are absolutely integrable.

We conclude that for solutions of (3.3) (or of (1.2)) of the form (3.7), the associated phase velocities are bounded, although not necessarily by $[a(0) / c]^{\frac{1}{2}}$.

It is interesting to note that if we let $\beta(s)=0$ for all $s \geq 0$, (1.2) reduces to

$$
\begin{equation*}
\ddot{c} \ddot{\theta}(\underset{\sim}{x}, t)=a(0) \Delta \theta(\underset{\sim}{x}, t)+\int_{0}^{\infty} a^{-}(s) \Delta \theta(\underset{\sim}{x}, t-s) d s \tag{3.20}
\end{equation*}
$$

which is the equation governing the one-dimensional longitudinal motion of a viscoelastic bar. As mentioned in [1], the speed of propagation of solutions of this equation is $[a(0) / c]^{\frac{1}{2}}$, the value found in (3.19).

Moreover, a much wider class of solutions to (3.3)
can be formed by taking an integral superposition of solutions of the form (3.7), leading to Fourier integrals.

## IV. HISTORY-VALUE PROBLEMS

## UNIQUENESS FOR BOUNDED REGIONS

In this section we give sufficient conditions for uniqueness of solutions of "history-value problems" for (3.3). The method of proof is based on an identity similar to the "energy identity" for the scalar wave equation. ${ }^{1} \mathrm{~A}$ similar technique of proof has been used by Volterra [8] to prove uniqueness of solutions to an integro differential equation of a different type.

At this stage let us state precisely what we mean by a solution of the first history-value problem.

DEFINITION 4.1. A function $\theta: \overline{\mathrm{R}} \times(-\infty, \infty) \longrightarrow(-\infty, \infty)$ is a. solution of the first history-value problem for the region $R$ corresponding to history $\psi: \overline{\mathrm{R}} \times(-\infty, 0] \longrightarrow(-\infty, \infty)$, boundary value $f: B_{1} \times[0, \infty) \longrightarrow(-\infty, \infty)$, normal derivative g: $B_{2} \times[0, \infty) \longrightarrow(-\infty, \infty)$, where $B_{1}$ and $B_{2}$ are complementary subsets of $\partial R$, heat capacity $c$, relaxation functions $a, \beta:[0, \infty) \longrightarrow(-\infty, \infty)$ and body heating function $r: \quad R^{\times}[0, \infty) \longrightarrow(-\infty, \infty)$ if
a) $\quad \theta \varepsilon C^{2}(\mathrm{R} \times(-\infty, \infty)) \cap C^{1}(\overline{\mathrm{R}} \times(-\infty, \infty))$,
b) $\quad a \varepsilon C^{2}[0, \infty), \beta \varepsilon C^{1}[0, \infty), 0<k<\infty$, where $k=\int_{0}^{\infty} a(s) d s$, $l_{[4, ~ p . ~ 440-445] . ~}^{\text {. }}$

$$
\text { and } a(s), \beta(s) \longrightarrow 0 \text { as } s \longrightarrow \infty,
$$

c) $\theta$ satisfies (3.3) on $R \times(0, \infty)$, and
d) $\quad \theta=\psi$ on $\overline{\mathrm{R}} \times(-\infty, 0]$,

$$
\begin{aligned}
\theta & =f \text { on } B_{1} \times[0, \infty), \\
\frac{\partial \theta}{\partial n} & =\nabla \theta \cdot \underset{\sim}{n}=g \quad \text { on } B_{2} * \times[0, \infty] .
\end{aligned}
$$

Here $B_{2}$ * is the set of all points $\underset{\sim}{x} \varepsilon B_{2}$ at which a normal $\underset{\sim}{n}(\underset{\sim}{x})$ can be defined.

To be brief we will say that $\theta$ is a solution to the first history-value problem on R corresponding to $\psi, \mathrm{f}, \mathrm{g}$, $c, a, \beta$, and $r$.

We are now in a position to prove

LEMMA 4.1. Let R be a bounded regular region, and assume that $\theta$ is a solution to the first history-value problem on $R$ corresponding to $\psi \equiv 0, f, g, c, a, \beta$, and $r$. Then

$$
\begin{aligned}
& \left.\frac{c}{2} \int_{R} \dot{\theta}^{2}(\underset{\sim}{x}, t) d \underset{\sim}{x}+\beta(0) \int_{0}^{t} \int_{R}^{\dot{\theta}} \dot{\sim}^{2} \underset{\sim}{x}, \sigma\right) \underset{\sim}{x} d \sigma \\
& +\int_{0}^{t} \int_{0}^{\sigma} \int_{R} \beta^{\prime}(\sigma-s) \dot{\theta}(\underset{\sim}{x}, \sigma) \dot{\theta}(\underset{\sim}{x}, s) \underset{\sim}{x} d s d \sigma+\frac{a(0)}{2} \int_{R}|\nabla \theta(\underset{\sim}{x}, t)|^{2} d \underset{\sim}{x} \\
& +\gamma(0) \int_{0}^{t} \int_{R}|\nabla \theta(\underset{\sim}{x}, \sigma)|^{2} \underset{\sim}{x} d \sigma \\
& \left.+\int_{0}^{t} \int_{0}^{\sigma} \int_{R}^{\gamma}(\sigma-s) \nabla \theta(\underset{\sim}{x}, \sigma) \cdot \nabla \theta \underset{\sim}{x}, s\right) \underset{\sim}{x} d s d \sigma \\
& \left.+\int_{Q}^{t} \int_{R} \cdot a^{\prime}(t-s) \nabla \theta(\underset{\sim}{x}, t) \cdot \nabla \theta \underset{\sim}{x}, s\right) \underset{\sim}{x} d s
\end{aligned}
$$

$$
\begin{align*}
= & a(0) \int_{0}^{t} \int_{\partial R} \dot{f}(\underset{\sim}{x}, \sigma) g(\underset{\sim}{x}, \sigma) d \underset{\sim}{x} d \sigma \\
& +\int_{0}^{t} \int_{0}^{\sigma} \int_{\partial R} a^{\prime}(\sigma-s) \dot{f}(\underset{\sim}{x}, \sigma) g(\underset{\sim}{x}, s) d \underset{\sim}{x} d s d \sigma \\
& +\int_{0}^{t} \int_{R} \dot{\theta}(\underset{\sim}{x}, \sigma) \dot{r}(\underset{\sim}{x}, \sigma) \underset{\sim}{x} d \sigma \quad \text { for } \text { all } t \geq 0, \tag{4.1}
\end{align*}
$$

where

$$
\begin{equation*}
\gamma=-a^{\prime} \tag{4.2}
\end{equation*}
$$

Proof: By hypothesis, for $(x, \sigma) \varepsilon R \times[0, \infty)$
$\dot{c} \dot{\theta}(\underset{\sim}{x}, \sigma)+\int_{0}^{\sigma} \beta(s) \dot{\theta}(\underset{\sim}{x}, \sigma-s) d s=\int_{0}^{\sigma} a(s) \Delta \theta(\underset{\sim}{x}, \sigma-s) d s+r(\underset{\sim}{x}, \sigma)$
or
$c \dot{\theta}(\underset{\sim}{x}, \sigma)+\int_{0}^{\sigma} \beta(\sigma-s) \dot{\theta}(\underset{\sim}{x}, s) d s=\int_{0}^{\sigma} a(\sigma-s) \Delta \theta(\underset{\sim}{x}, s) d s+r(\underset{\sim}{x}, \sigma)$.
Note that by hypothesis and (4.3) r is differentiable.
By differentiation in (4.3) one obtains

$$
\begin{align*}
\underset{c}{\theta}(\underset{\sim}{x}, \sigma) & +\beta(0) \dot{\theta}(\underset{\sim}{x}, \sigma)+\int_{0}^{\sigma} \beta^{\prime}(\sigma-s)  \tag{4.4}\\
\dot{\theta} & \underset{\sim}{x}, s) d s \\
& =a(0) \Delta \theta(\underset{\sim}{x}, \sigma)+\int_{0}^{\sigma} a^{\prime}(\sigma-s) \Delta \theta(\underset{\sim}{x}, s) d s+\underset{\sim}{\dot{x}}(\underset{\sim}{x}, \sigma) .
\end{align*}
$$

This is (1.2), for a function $\theta$ which is zero on $R \times(-\infty, 0]$. Now multiply both sides of (4.4) by $\dot{\theta}(\underset{\sim}{x}, \sigma)$ and use the identities

$$
\dot{\theta}(\underset{\sim}{x}, \sigma) \ddot{\theta}(\underset{\sim}{x}, \sigma)=\frac{1}{2} \frac{\partial}{\partial \sigma}\left[\dot{\theta}^{2}(\underset{\sim}{x}, \sigma)\right]
$$

- and

$$
\dot{\theta}(\underset{\sim}{x}, \sigma) \Delta \theta(\underset{\sim}{x}, s)=\nabla \cdot[\dot{\theta}(\underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, s)]-\nabla \dot{\theta}(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, s)
$$

to find that

$$
\begin{align*}
& \left.\frac{c}{2} \frac{\partial}{\partial \sigma}\left[\dot{\theta}^{2}(\underset{\sim}{x}, \sigma)\right]+\beta(0) \dot{\theta}^{2} \underset{\sim}{x}, \sigma\right)+\int_{\beta^{\prime}}^{\sigma}(\sigma-s) \dot{\theta}(\underset{\sim}{x}, \sigma) \dot{\theta}(\underset{\sim}{x}, s) d s \\
& =a(0) \nabla \cdot[\dot{\theta}(\underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, \sigma)]-a(0) \nabla \dot{\theta}(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, \sigma) \\
& +\int_{0}^{\sigma} a^{\prime}(\sigma-s) \nabla \cdot[\dot{\theta}(\underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, s)] d s \\
& -\int_{0}^{\sigma} a^{\prime}(\sigma-s) \nabla \dot{\theta}(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, s) d s \\
& +\dot{\theta}(\underset{\sim}{x}, \sigma) \underset{\sim}{x}(\underset{\sim}{x}, \sigma) \text { for } a l l \underset{\sim}{x}, \sigma) \varepsilon R \times[0, \infty) . \tag{4.5}
\end{align*}
$$

By the smoothness hypotheses,
$\nabla \dot{\theta}(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, \sigma)=\frac{1}{2} \frac{\partial}{\partial \sigma}|\nabla \theta(\underset{\sim}{x}, \sigma)|^{2}$
and
$\frac{\partial}{\partial \sigma} \int_{0}^{\sigma} a^{\prime}(\sigma-s) \nabla \theta(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, s) d s=a^{-}(0)|\nabla \theta(\underset{\sim}{x}, \sigma)|^{2}$
$+\int_{0}^{\sigma} a^{\prime \prime}(\sigma, s) \nabla \theta(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, s) d s$
$+\int_{0}^{\sigma} a^{\prime}(\sigma-s) \nabla \dot{\theta}(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, s) d s$.

Accordingly, (4.5) becomes

Let $t \geq 0$ and integrate both sides of (4.6) over the set $R \times[0, t]$. By hypothesis it can be seen that $\theta(\underset{\sim}{x}, 0)=\dot{\theta}(\underset{\sim}{x}, 0)=0$ on R. Thus

$$
\begin{aligned}
& \frac{c}{2} \int_{R} \dot{\theta}^{2}(\underset{\sim}{x}, t) d \underset{\sim}{x}+\beta(0) \int_{0}^{t} \int_{R} \dot{\theta}^{2}(\underset{\sim}{x}, \sigma) \underset{\sim}{x} d \sigma \\
& \quad+\int_{0}^{t} \int_{0}^{\sigma} \int_{R} \beta^{\prime}(\sigma-s) \dot{\theta}(\underset{\sim}{x}, \sigma) \dot{\theta}(\underset{\sim}{x}, s) d \underset{\sim}{x} d s d \sigma
\end{aligned}
$$

$$
=-\frac{a(0)}{2} \int_{R}|\nabla \theta(\underset{\sim}{x}, t)|^{2} d \underset{\sim}{x}-\gamma(0) \int_{0}^{t} \int_{R}|\nabla \theta(\underset{\sim}{x}, \sigma)|^{2} d \underset{\sim}{x} d \sigma
$$

$$
-\int_{0}^{t} \int_{0}^{\sigma} \int_{R} \gamma^{\prime}(\sigma-s) \nabla \theta(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, s) d \underset{\sim}{x} d s d \sigma
$$

$$
-\int_{0}^{t} \int_{R} a^{\prime}(t-s) \nabla \theta(\underset{\sim}{x}, t) \cdot \nabla \theta(\underset{\sim}{x}, s) d \underset{\sim}{x} d s
$$

$$
\begin{align*}
& \left.\frac{c}{2} \frac{\partial}{\partial \sigma}\left[\dot{\theta}^{2}(\underset{\sim}{x}, \sigma)\right]+\beta(0) \dot{\theta}^{2} \underset{\sim}{x}, \sigma\right)+\int_{0}^{\sigma} \beta^{\prime}(\sigma-s) \dot{\theta}(\underset{\sim}{x}, \sigma) \dot{\theta}(\underset{\sim}{x}, s) d s \\
& =a(0) \nabla \cdot[\dot{\theta}(\underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, \sigma)]+\int_{\dot{\theta}}^{\sigma} a^{\prime}(\sigma-s) \nabla \cdot[\dot{\theta}(\underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, s)] d s \\
& -\frac{a(0)}{2} \frac{\partial}{\partial \sigma}|\nabla \theta(\underset{\sim}{x}, \sigma)|^{2}+a^{-}(0)|\nabla \theta(\underset{\sim}{x}, \sigma)|^{2} \\
& +\int_{0}^{\sigma} a^{\prime \prime}(\sigma-s) \nabla \theta(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x} r s) d s \\
& -\frac{\partial}{\partial \sigma} \int^{\sigma} a^{\prime}(\sigma-s) \nabla \theta(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, s) d s \\
& +\dot{\theta}(\underset{\sim}{x}, \sigma) \dot{x}(\underset{\sim}{x}, \sigma) . \tag{4.6}
\end{align*}
$$

$$
\begin{aligned}
& \left.+a(0) \int_{0}^{t} \int_{R} \nabla \cdot[\underset{\sim}{\dot{\theta}} \underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, \sigma)\right] \underset{\sim}{x} d \sigma \\
& +\int_{0}^{t} \int_{0}^{\sigma} a^{-}(\sigma-s) \int_{R} \nabla \cdot[\dot{\theta}(\underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, s)] d \underset{\sim}{x} d s d \sigma \\
& +\int_{0}^{t} \int_{R}^{\dot{\theta}}(\underset{\sim}{x}, \sigma) \dot{r}(\underset{\sim}{x}, \sigma) d \underset{\sim}{x} d \sigma,
\end{aligned}
$$

where the substitution $\gamma=-a^{\prime}$ has been made.
Now using the Divergence Theorem ${ }^{2}$, we arrive at (4.1).

With the help of this lemma we are able to prove uniqueness of solutions to the first problem for a bounded region. But first we make the following

DEFINITION 4.2. If $\theta$ is a solution to the first historyvalue problem on a region R corresponding to $\psi, f, g, c, a$, $\beta$, and $r$, where $\psi \equiv 0, f, g$, and $r$ are zero on $\bar{R} \times[0, T]$ for some $T \geq 0$, then we say that $\theta$ is a solution to the first history-value problem on $R$ with null data up to time $T$, corresponding to $c, a$, and $\beta$. If $\theta$ is a solution with null data up to time $T$ for every $T \geq 0$, we say that $\theta$ is a solution to the first history-value problem on $R$ with null data, corresponding to $c, a$, and $\beta$.

THEOREM 4.1. Let $R$ be a bounded regular region, and suppose that $\theta$ is a solution to the first history-value problem on $R$ with null data up to time $T>0$, corresponding to $c, a$,
${ }^{2}$ See [5, p. 113].
and $\beta$. Suppose further that $c, a(0), \beta(0)$, and $\gamma(0)=-a^{-}(0)$ are positive. Then

$$
\theta=0 \quad \text { on } \overline{\mathrm{R}} \times[0, T]
$$

Proof: By Lemma 4.1 and by hypothesis

$$
\begin{align*}
& \left.\frac{c}{2} \int_{R}^{\dot{\theta^{2}}} \underset{\sim}{x}, t\right) d \underset{\sim}{x}+\beta(0) \int_{0}^{t} \int_{R}^{\dot{\theta}} \dot{\theta}^{2}(\underset{\sim}{x}, \sigma) d \underset{\sim}{x} d \sigma \\
& \quad+\int_{0}^{t} \int_{0}^{\sigma} \int_{R} \beta^{\prime}(\sigma-s) \dot{\theta}(\underset{\sim}{x}, \sigma) \dot{\theta}(\underset{\sim}{x}, s) d \underset{\sim}{x} d s d \sigma \\
& \quad+\frac{a(0)}{2} \int_{R}|\nabla \theta(\underset{\sim}{x}, t)|^{2} d \underset{\sim}{x}+\gamma(0) \int_{0}^{t} \int_{R}|\nabla \theta(\underset{\sim}{x}, \sigma)|^{2} \underset{\sim}{x} d \sigma \\
& \left.\left.\quad+\int_{0}^{t} \int_{0}^{\sigma} \int_{R}^{r} \gamma^{r}(\sigma-s) \nabla \theta \underset{\sim}{x}, \sigma\right) \cdot \nabla \theta \underset{\sim}{x}, \underset{\sim}{x}, s\right) \underset{\sim}{x} d s d \sigma \\
& \quad+\int_{0}^{t} \int_{R} a^{\prime}(t-s) \nabla \theta(\underset{\sim}{x}, t) \cdot \nabla \theta(\underset{\sim}{x}, s) d \underset{\sim}{x} d s=0 \tag{4.8}
\end{align*}
$$

for all te[0,T]. Define four functions on $[0, T]$; $f_{1}(t)=\int_{R} \dot{\theta}(x, t) d \underset{\sim}{x} r^{\prime}$. $f_{2}(t)=\int_{0}^{t} f_{1}(s) d s$, $f_{3}(t)=\int_{R}|\nabla \dot{\theta}(\underset{\sim}{x}, t)|^{2} \underset{\sim}{x}$ $f_{4}(t)=\int_{0}^{t} f_{3}(s) d s$.

Note that each of these functions is nonnegative. Let

$$
\begin{equation*}
\alpha=\min \{c / 2, \beta(0), a(0) / 2, \gamma(0)\} \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(t)=d \sum_{i=1}^{4} f_{i}(t) \tag{4.11}
\end{equation*}
$$

By hypothesis, $d$ is positive and therefore $\phi$ is nonnegative on $[0, T]$.

By our continuity hypotheses there exists a positive number $K$ such that

$$
\left|a^{-}(t)\right|,\left|\beta^{-}(t)\right|,\left|\gamma^{-}(t)\right| \leq K \quad \text { on }[0, T] .
$$

From (4.8) one can conclude that

$$
\begin{align*}
\phi(t) & \leq K \int_{0}^{t} \int_{0}^{\sigma} \int_{R}|\theta(\underset{\sim}{x}, \sigma) \dot{\theta}(\underset{\sim}{x}, s)| d \underset{\sim}{x} d s d \sigma \\
& +K \int_{0}^{t} \int_{0}^{\sigma} \int_{R}|\nabla \theta(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, s)| \underset{\sim}{x} d s d \sigma \\
& +K \int_{0}^{t} \int_{R}|\nabla \theta(\underset{\sim}{x}, t) \cdot \nabla \theta(\underset{\sim}{x}, s)| \underset{\sim}{x} d s . \tag{4.12}
\end{align*}
$$

Since each $\mathrm{f}_{\mathrm{i}}$ is continuous on $[0, T]$, there exists a positive number $\alpha_{0}$ such that for each $i=1, \ldots, 4$

$$
\begin{equation*}
f_{i}(t) \leq \alpha_{0} \quad \text { for all } t \varepsilon[0, T] \tag{4.13}
\end{equation*}
$$

Define the sequence $\left\{\alpha_{n}\right\}_{n=0}^{\infty}$ by
$\alpha_{0}$ : from (4.13)

$$
\begin{equation*}
\alpha_{n+1}=\frac{2 K}{\alpha}\left[\frac{2 T}{(n+2)^{2}}+\frac{1}{n+2}\right] \alpha_{n}, n=0,1,2, \ldots \tag{4.14}
\end{equation*}
$$

Note that
$\lim _{n \rightarrow \infty}\left|\frac{\alpha_{n+1} t^{n+1}}{\alpha_{n} t^{n}}\right|=\lim _{n \rightarrow \infty} \frac{2 K}{d}\left[\frac{2 T}{(n+2)^{2}}+\frac{1}{n+2}\right] t=0$.

Therefore, by the Ratio Test, $\sum_{n=0}^{\infty} \alpha_{n} t^{n}$ converges for all $t \varepsilon[0, T]$, which implies that

$$
\lim _{n \rightarrow \infty} \alpha_{n} t^{n}=0 \quad \text { for all } t \in[0, T]
$$

In order to show that each $f_{i}$ is zero on $[0, T]$ it is.
sufficient to show that for each $i=1, \ldots, 4$ and $\mathrm{n}=0,1,2, \ldots$

$$
\begin{equation*}
f_{i}(t) \leq \alpha_{n} t^{n} \quad \text { on }[0, T] \tag{4.15}
\end{equation*}
$$

This assertion can be proved by induction. The first step, for $n=0$, is already shown in (4.13). The inductive hypothesis is that (4.15) holds for $n=j$. By the Schwarz inequality

$$
\begin{aligned}
\int_{R}|\dot{\theta}(\underset{\sim}{x}, \sigma) \dot{\theta}(\underset{\sim}{x}, s)| d \underset{\sim}{x} & \left.\leq\left[\int_{R} \dot{\theta}^{2}(\underset{\sim}{x}, \sigma) d \underset{\sim}{x}\right]^{\frac{1}{2}}\left[\int_{R} \dot{\theta}^{2} \underset{\sim}{x}, s\right) d \underset{\sim}{x}\right]^{\frac{1}{2}} \\
& =\left[f_{1}(\sigma) f_{1}(s)\right]^{\frac{1}{2}}
\end{aligned}
$$

so that the inductive hypothesis implies

$$
\begin{align*}
& \int_{0}^{t} \int_{0}^{\sigma} \int_{R}|\dot{\theta}(\underset{\sim}{x}, \sigma) \dot{\theta}(\underset{\sim}{x}, s)| d \underset{\sim}{x} d s d \sigma \leq \alpha_{j} \int_{0}^{t} \int_{0}^{\sigma} \sigma^{j / 2} s_{s}^{j / 2} d s d \sigma \\
& \quad=\frac{2 \alpha_{j} t^{j+2}}{(j+2)^{2}} \leq \frac{2 \alpha_{j} T}{(j+2)^{2}} t^{j+1} \tag{4.16}
\end{align*}
$$

Similarly

$$
\begin{equation*}
\int_{0}^{t} \int_{0}^{\sigma} \int_{R}|\nabla \theta(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, s)| d \underset{\sim}{x} d s d \sigma \leq \frac{2 \alpha_{j} T}{(j+2)^{2}} t^{j+1} \tag{4.17}
\end{equation*}
$$

Also, since

$$
\int_{R}\left[s^{j / 2}|\nabla \theta(\underset{\sim}{x}, t)|-t^{j / 2}|\nabla \theta(\underset{\sim}{x}, s)|\right]^{2} d \underset{\sim}{x} \geq 0
$$

one finds that

$$
\begin{align*}
& \int_{R}|\nabla \theta(\underset{\sim}{x}, t) \cdot \nabla \theta(\underset{\sim}{x}, s)| d \underset{\sim}{x} \leq \int_{R}|\nabla \theta(\underset{\sim}{x}, t)||\nabla \theta(\underset{\sim}{x}, s)| d \underset{\sim}{x} \\
& \leq \frac{1}{2} \int_{R}\left(\frac{s}{t}\right)^{j / 2}|\nabla \theta(\underset{\sim}{x}, t)|^{2} d \underset{\sim}{x}+\frac{1}{2} \int_{R}\left(\frac{t}{s}\right)^{j / 2}|\nabla \theta(\underset{\sim}{x}, s)|^{2} d \underset{\sim}{x} \\
&=\frac{1}{2}\left(\frac{s}{t}\right)^{j / 2}{\underset{f}{f}}^{x}(t)+\frac{1}{2}\left(\frac{t}{s}\right)^{j / 2} f_{3}(s) . \tag{4.18}
\end{align*}
$$

Again by the inductive hypothesis

$$
\int_{R}|\nabla \theta(\underset{\sim}{x}, t) \cdot \nabla \theta(\underset{\sim}{x}, s)| d \underset{\sim}{x} \leq \alpha_{j} t^{j / 2} s j / 2
$$

and hence

$$
\begin{align*}
\int_{0}^{t} \int_{R}|\nabla \theta(\underset{\sim}{x}, t) \cdot \nabla \theta(\underset{\sim}{x}, s)| d \underset{\sim}{x} d s & \leq \alpha_{j} \int_{0}^{t} t^{j / 2} s^{j / 2} d s \\
& =\frac{2 \alpha_{j}}{j+2} t^{j+1} \tag{4.19}
\end{align*}
$$

By (4.12), (4.16), (4.17), and (4.19)

$$
\begin{equation*}
\phi(t) \leq \frac{4 K T \alpha}{(j+2)^{2}} t^{j+1}+\frac{2 K \alpha}{j+2} t^{j+1} \tag{4.20}
\end{equation*}
$$

It follows that for $i=1, \ldots, 4$

$$
\begin{equation*}
f_{i}(t) \leq \frac{2 K}{d}\left[\frac{2 T}{(j+2)^{2}}+\frac{1}{j+2}\right] \alpha_{j} t^{j+1}=\alpha_{j+1} t^{j+1} \tag{4.21}
\end{equation*}
$$

Therefore, $f_{1}=f_{2}=0$ on $[0, T]$, which by (4.9) and the smoothness hypotheses implies that

$$
\dot{\theta}=0 \quad \text { and } \quad \nabla \theta=\underset{\sim}{0}
$$

on $\overline{\mathrm{R}} \times[0, T]$. Therefore $\theta$ is a constant on $\overline{\mathrm{R}} \times[0, T]$, and since $\theta(\cdot, 0)=0$ on $\overline{\mathrm{R}}$, one concludes that

$$
\theta=0 \quad \text { on } \quad \overline{\mathrm{R}} \times[0, \mathrm{~T}]
$$

the desired result.

COROLLARY 1. Let $R$ be an unbounded regular region, and suppose that $\theta$ is a solution to the first history-value problem on $R$ with null data, corresponding to $c, a$, and $\beta$. Suppose further that $c, a(0), \beta(0)$, and $\gamma(0)$ are positive. Then

$$
\theta=0 \quad \text { on } \quad \overline{\mathrm{R}} \times[0, \infty)
$$

## Proof: See Definition 4.2.

COROLLARY 2. Let $R$ be a bounded regular region and suppose that $\theta_{1}, \theta_{2}$ are solutions of the first history-value problem on $R$, corresponding to $\psi, f_{1}, g_{1}, c, a, \beta, r_{1}$, and $\psi, f_{2}, g_{2}$, $c, a, \beta, r_{2}$ respectively. If $c, a(0), \beta(0)$, and $\gamma(0)$ are positive and if $f_{1}=f_{2}, g_{1}=g_{2}$, and $r_{1}=r_{2}$ on $[0, T]$, then $\theta_{1}=\theta_{2}$ on $\bar{R} \times[0, T]$. If, under the same hypotheses $f_{1}=f_{2}, g_{1}=g_{2}$, and $r_{1}=r_{2}$ on $[0, \infty)$, then $\theta_{1}=\theta_{2}$ on $\overline{\mathrm{R}} \times[0, \infty)$.

Proof: Let $\theta=\theta_{1}-\theta_{2}$. By hypothesis and the linearity of (3.3), $\theta$ is a solution to the first history-value problem on $R$ with null data on $[0, T]$ (or on $[0, \infty)$ ), corresponding to $c, a$, and $\beta$. Using Theorem 4.l or Coroilary 1, the proof is immediate.

Physically it would perhaps be more meaningful to pose history-value problems for (3.3) giving the normal component of the heat flux vector, instead of the normal derivative of $\theta$ (these differ only by the multiplicative constant $-K_{0}$ in the classical theory), on $B_{2}$. $B y$ (3.2)
these are related by

$$
\begin{equation*}
q_{n}(\underset{\sim}{x}, t)=\underset{\sim}{q}(\underset{\sim}{x}, t) \cdot \underset{\sim}{n}(\underset{\sim}{x})=-\int_{0}^{\infty} a(s) \frac{\partial \theta}{\partial n}(\underset{\sim}{x}, t-s) d s . \tag{4.22}
\end{equation*}
$$

DEFINITION 4.3. A function $\theta: \bar{R} \times(-\infty, \infty) \rightarrow(-\infty, \infty)$ is a solution of the second history-value problem for the region R corresponding to history $\psi: \bar{R} \times(-\infty, 0] \rightarrow(-\infty, \infty)$, boundary value $f: B_{1} \times[0, \infty) \rightarrow(-\infty, \infty)$, normal component of heat flux $h: B_{2} \times[0, \infty)+(-\infty, \infty)$, where $B_{1}$ and $B_{2}$ are complementary parts of $\partial R$, heat capacity $c$, relaxation functions a, $\beta:[0, \infty) \rightarrow(-\infty, \infty)$, and body heating function $r: \overline{\mathrm{R}} \times[0, \infty)+(-\infty, \infty)$ if
(a) $\quad \theta \in C^{2}(R \times(-\infty, \infty)) \cap C^{1}(\bar{R} \times(-\infty, \infty))$,
(b) a $\varepsilon C^{2}[0, \infty), \beta \in C^{1}[0, \infty), 0<\kappa<\infty$, and $a(s), \beta(s) \rightarrow 0$ as $s \rightarrow \infty$,
(c) . $\theta$ satisfies (3.3) on $R \times(0, \infty)$, and
(d) $\theta=\psi$ on $\bar{R} \times(-\infty, 0]$,
$\theta=\mathrm{f}$ on $\mathrm{B}_{1} \times[0, \infty)$,
: $\mathrm{g}_{\mathrm{n}}=\mathrm{h}$ on $\mathrm{B}_{2}^{*} \times[0, \infty)$.

Here $q_{n}$ is given by (4.22) and $B_{2} *$ is the set of points $\underset{\sim}{x} \in B_{2}$ at which a normal $\underset{\sim}{n} \underset{\sim}{x}(\underset{\sim}{x})$ can be defined.

To be brief we will say that $\theta$ is a solution to the second history-value problem on $R$ corresponding to $\psi, f, h$, $c, a, \beta$, and $r$. If $\psi, f, h$, and $r$ are identically zero on $[0, T]$, we will say that $\theta$ is a solution to the second history-value problem on $R$ with null data up to $T$, corresponding to $c, a$, and $\beta$.

The first two terms on the right-hand side of (4.1) can be put into the form
$\int_{0}^{t} \int_{\partial R} \dot{\theta}(\underset{\sim}{x}, \sigma)\left[a(0) \frac{\partial \theta}{\partial n}(\underset{\sim}{x}, \sigma)+\int_{0}^{\sigma} a^{\prime}(\sigma-s) \frac{\partial \theta}{\partial n}(\underset{\sim}{x}, s) d s\right] d \underset{\sim}{x} d \sigma$.

If, as in the case of Theorem 4.1, we assume that
$\theta(\underset{\sim}{x}, t)=0$ for all $t \leq 0$, then (4.22), after a substitution, yields

$$
\begin{equation*}
q_{n}(\underset{\sim}{x}, t)=-\int_{0}^{t} a(t-s) \frac{\partial \theta}{\partial n}(\underset{\sim}{x}, s) d s \tag{4.24}
\end{equation*}
$$

From (4.24) we find by differentiation that

$$
\begin{equation*}
\dot{q}_{n}(\underset{\sim}{x}, t)=-a(0) \frac{\partial \theta}{\partial n}(\underset{\sim}{x}, t)-\int_{0}^{t} a^{-}(t-s) \frac{\partial \theta}{\partial n}(\underset{\sim}{x}, s) d s \tag{4.25}
\end{equation*}
$$

Therefore we recognize the expression in (4.23) to be

$$
\begin{equation*}
-\int_{0}^{t} \int_{\partial R} \dot{\theta}(\underset{\sim}{x}, \sigma) \dot{q}_{n}(\underset{\sim}{x}, \sigma) \underset{\sim}{x} d \sigma \tag{4.26}
\end{equation*}
$$

Using this fact, a uniqueness theorem for the second history-value problem, on a bounded regular region, can be proved.

THEOREM 4.2. Let $R$ be a bounded regular region and suppose that $\theta_{1}, \theta_{2}$ are solutions to the second history-value problem on $R$ corresponding to $\psi_{1} f_{1}, h_{1}, c, a_{1} \beta, r_{1}$ and $\psi, f_{2}, h_{2}, c, a, \beta, r_{2}$ respectively. If $c, a(0), \beta(0)$, and $\gamma(0)$ are positive and $f_{1}=f_{2}, h_{1}=h_{2}$, and $\gamma_{1}=\gamma_{2}$ on $[0, T]$ (on $[0, \infty)$ ), then $\theta_{1}=\theta_{2}$ on $[0, T]$ (on $[0, \infty)$ ).

Proof: Let $\theta=\theta_{1}-\theta_{2}$. Then $\theta$ is a solution to the second history-value problem with null data. By replacing the first two terms on the right-hand side of (4.1) with (4.26), we see that (4.8) holds. As in Theorem 4.1, then, $\theta=0$.

Remark: Theorem 4.2 could also have been proved by noting that (4.24), the hypothesis that a is not identically zero ( $k>0$ ), and Titchmarsh's Theorem on convolutions, ${ }^{3}$ imply that if

$$
q_{n}=0
$$

on

$$
\mathrm{B}_{2} \times[0, \infty)
$$

then

$$
\frac{\frac{\partial \theta}{\partial n}=0}{3_{\text {See }[9, ~ p . ~ 22] . ~}^{3}}
$$

That is, a solution to the second history-value problem with null data is a solution to the first history-value problem with null data.

## V. FINITE PROPAGATION SPEEDS

UNIQUENESS FOR UNBOUNDED REGIONS

The method used here to prove the finite propagation speed hypothesis depends upon a lemma which is a generalization of Lemma 4.1. This lemma has a counterpart in a result given by Zaremba [10], and discussed by Fritz John in [11].

LEMMA 5.l. Let $R$ be a regular region in $E_{3}$ (not necessarily bounded) and assume that $\theta$ is a solution to the first history-value problem on $R$ corresponding to $\psi, f, g, c, a$, $\beta$, and $r$. Also suppose that $\tau \varepsilon C^{1}(\bar{R})$ is a given function such that the set

$$
\begin{equation*}
P(\tau)=\{\underset{\sim}{x} \varepsilon R \mid \tau(\underset{\sim}{x})>0\} \tag{5.1}
\end{equation*}
$$

is bounded, and that $\psi \mid(P(\tau) \times(-\infty, 0])=0$. Then

$$
\begin{aligned}
& \frac{c}{2} \int_{R} \dot{\theta}^{2}(\underset{\sim}{x}, \tau(\underset{\sim}{x})) d \underset{\sim}{x}+\beta(0) \int_{R} \int_{0}^{\tau(x)} \dot{\theta}^{2}(\underset{\sim}{x}, \sigma) d \sigma d \underset{\sim}{x} \\
& +\int_{R} \int_{0}^{\tau(\underset{\sim}{x})} \int_{0}^{\sigma} \beta^{\prime}(\sigma-s) \dot{\theta}(\underset{\sim}{x}, \sigma) \dot{\theta}(\underset{\sim}{x}, s) d s d \sigma d \underset{\sim}{x} \\
& \left.+a(0) \int_{\underset{\sim}{x}}^{\dot{x}} \underset{\sim}{x}, \tau(\underset{\sim}{x})\right) \nabla \theta(\underset{\sim}{x}, \tau(\underset{\sim}{x})) \cdot \nabla \tau(\underset{\sim}{x}) d \underset{\sim}{x}
\end{aligned}
$$

$$
\begin{align*}
& +\int_{R} \int_{0}^{\tau(\underset{\sim}{x})} a^{\prime}(\tau(\underset{\sim}{x})-s) \dot{\theta}(\underset{\sim}{x}, \tau(\underset{\sim}{x})) \nabla \theta(\underset{\sim}{x}, s) \cdot \nabla \tau(\underset{\sim}{x}) d s d \underset{\sim}{x} \\
& +\frac{a(0)}{2} \int_{R}|\nabla \theta(\underset{\sim}{x}, \tau(\underset{\sim}{x}))|^{2} d \underset{\sim}{x}+\gamma(0) \int_{R} \int_{0}^{\tau(x)}|\nabla \theta(\underset{\sim}{x}, \sigma)|^{2} d \sigma d \underset{\sim}{x} \\
& +\int_{R} \int_{0}^{\tau(\underset{\sim}{x})} \int_{0}^{\sigma} \gamma^{\prime} \cdot(\sigma-s) \nabla \theta(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, s) d s d \sigma d \underset{\sim}{x} \\
& +\int_{R} \int_{0}^{\tau(\underset{\sim}{x})} a^{-}(\tau(x)-s) \nabla \theta(\underset{\sim}{x}, \tau(\underset{\sim}{x})) \cdot \nabla \theta(\underset{\sim}{x}, s) d s d \underset{\sim}{x} \\
& \left.=a(0) \int_{\partial R} \int_{0}^{\tau(\underset{\sim}{x})} \underset{f}{f} \underset{\sim}{x}, \sigma\right) g(\underset{\sim}{x}, \sigma) d \sigma d \underset{\sim}{x} \\
& +\int_{\partial R} \int_{0}^{\tau(\underset{\sim}{x})} \int_{0}^{\sigma} a-(\sigma-s) \dot{f}(\underset{\sim}{x}, \sigma) g(\underset{\sim}{x}, s) d s d \sigma d \underset{\sim}{x} \\
& \left.+\int_{R} \int_{0}^{\tau(\underset{\sim}{x})} \dot{\theta} \underset{\sim}{x}, \sigma\right) \dot{r}(\underset{\sim}{x}, \sigma) d \sigma d \underset{\sim}{x} \tag{5.2}
\end{align*}
$$

where again

$$
\begin{equation*}
\gamma=-a^{\prime} . \tag{5.3}
\end{equation*}
$$

Remark: Lemma 4.1 is a special case of this result, when $R$ is bounded and $\tau(\underset{\sim}{x})$ has the constant value $T$.

Proof: As in the proof of Lemma 4.1, for $\underset{\sim}{x} \varepsilon P(\tau)$

$$
\begin{aligned}
& \left.\left.\left.\frac{c}{2} \frac{\partial}{\partial \sigma}\left[\dot{\theta}^{2} \underset{\sim}{x}, \sigma\right)\right]+\beta(0) \dot{\theta}^{2} \underset{\sim}{x}, \sigma\right)+\int_{0}^{\sigma} \beta^{\prime}(\sigma-s) \dot{\theta}(\underset{\sim}{x}, \sigma) \underset{\sim}{\dot{x}} \underset{\sim}{x}, s\right) d s \\
& =a(0) \nabla \cdot[\dot{\theta}(\underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, \sigma)]+\int_{0}^{\sigma} a^{\wedge}(\sigma-s) \nabla \cdot[\dot{\theta}(\underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, s)] d s
\end{aligned}
$$

$-\frac{a(0)}{2} \frac{\partial}{\partial \sigma}|\nabla \theta(\underset{\sim}{x}, \sigma)|^{2}-\gamma(0)|\nabla \theta(\underset{\sim}{x}, \sigma) .|^{2}$
$-\int_{0}^{\sigma} \gamma^{\prime}(\sigma-s) \nabla \theta(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, s) d s$
$-\frac{\partial}{\partial \sigma} \int_{0}^{\sigma} a^{-}(\sigma-s) \nabla \theta(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, s) d s+\dot{\theta}(\underset{\sim}{x}, \sigma) \dot{r}(\underset{\sim}{x}, \sigma)$.

Now integrate with respect to $\sigma$ from 0 to $\tau(\underset{\sim}{x})$. The smoothness hypotheses imply that

$$
\begin{aligned}
\int_{0}^{\tau(\underset{\sim}{x})} \nabla \cdot[\dot{\theta}(\underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, \sigma)] d \sigma= & \left.\nabla \cdot \int^{\tau(\underset{\sim}{x})} \underset{\theta}{\dot{\sim}} \underset{\sim}{x}, \sigma\right) \nabla \theta(\underset{\sim}{x}, \sigma) d \sigma \\
& -\dot{\theta}(\underset{\sim}{x}, \tau(\underset{\sim}{x})) \nabla \theta(\underset{\sim}{x}, \tau(\underset{\sim}{x})) \cdot \nabla \tau(\underset{\sim}{x})
\end{aligned}
$$

and that

$$
\begin{aligned}
& \int_{0}^{\tau(\underset{\sim}{x})} \int_{0}^{\sigma} a^{\prime}(\sigma-s) \nabla \cdot[\dot{\theta}(\underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, s)] d s d \sigma \\
& =\int_{0}^{\tau(\underset{\sim}{x})} \nabla \cdot \int_{0}^{\sigma} \dot{\theta}(\underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, s) d s d \sigma \\
& =\nabla \cdot \int_{0}^{\tau(\underset{\sim}{x})} \int_{0}^{\sigma} a^{-}(\sigma-s) \dot{\theta}(\underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, s) d s d \sigma \\
& \left.\left.=\int_{0}^{\tau(\underset{\sim}{x})} a^{\prime}(\tau(\underset{\sim}{x})-s) \dot{\theta} \underset{\sim}{x}, \tau(\underset{\sim}{x})\right) \nabla \theta(\underset{\sim}{x}, s) \cdot \nabla \tau \underset{\sim}{x}\right) d s
\end{aligned}
$$

and that $\theta(\underset{\sim}{x}, 0)=\dot{\theta}(\underset{\sim}{x}, 0)=0$ for all $\underset{\sim}{x} \varepsilon P(\tau)$. Accordingly,

$$
\begin{align*}
& \left.\frac{\mathrm{C}}{2} \dot{\theta}^{2}(\underset{\sim}{x}, \tau(\underset{\sim}{x}))+\beta(0) \int_{0}^{T} \underset{\sim}{x}\right) \dot{\theta}^{2}(\underset{\sim}{x}, \sigma) d \sigma \\
& +\int_{0}^{\tau(\underset{\sim}{x})} \int_{0}^{\sigma} \beta^{-}(\sigma-s) \dot{\theta}(\underset{\sim}{x}, \sigma) \dot{\theta}(\underset{\sim}{x}, s) d s d \sigma \\
& \left.=\mathrm{a}(0) \nabla \cdot \int_{0}^{\tau(\underset{\sim}{x})} \underset{\theta}{\dot{\sim}} \underset{\sim}{x}, \sigma\right) \nabla \theta(\underset{\sim}{x}, \sigma) d \sigma \\
& -a(0) \dot{\theta}(\underset{\sim}{x}, \tau(\underset{\sim}{x})) \nabla \theta(\underset{\sim}{x}, \tau(\underset{\sim}{x})) \cdot \nabla \tau(\underset{\sim}{x}) \\
& +\nabla \cdot \int_{0}^{\tau(\underset{\sim}{x})} \int_{0}^{\sigma} a^{-}(\sigma-s) \dot{\theta}(\underset{\sim}{x}, \sigma) \nabla \theta(\underset{\sim}{x}, s) d s d \sigma \\
& -\int_{0}^{\tau(\underset{\sim}{x})} a^{\prime}(\tau(\underset{\sim}{x})-s) \dot{\theta}(\underset{\sim}{x}, \tau(\underset{\sim}{x})) \nabla \theta(\underset{\sim}{x}, s) \cdot \nabla \tau(\underset{\sim}{x}) d s \\
& -\frac{\mathrm{a}(0)}{2}|\nabla \theta(\underset{\sim}{x}, \tau(\underset{\sim}{x}))|^{2}-\gamma(0) \int_{0}^{\tau(\underset{\sim}{x})}|\nabla \theta(\underset{\sim}{x}, \sigma)|^{2} \mathrm{~d} \sigma \\
& -\int_{0}^{\tau(\underset{\sim}{x})} \int_{0}^{\sigma} \gamma^{\prime}(\sigma-s) \nabla \theta(\underset{\sim}{x}, \sigma) \cdot \nabla \theta(\underset{\sim}{x}, s) d s d \sigma \\
& -\int_{0}^{\tau(\underset{\sim}{x})} a^{\prime}(\tau(\underset{\sim}{x})-s) \nabla \theta(\underset{\sim}{x}, \tau(\underset{\sim}{x})) \cdot \nabla \theta(\underset{\sim}{x}, s) d s \\
& \left.\left.+\int_{0}^{\tau(\underset{\sim}{x})} \dot{\theta} \underset{\sim}{x}, \sigma\right) \dot{r} \underset{\sim}{x}, \sigma\right) d \sigma \tag{5.4}
\end{align*}
$$

Now since each of the terms in (5.4) has bounded support, integration over $R$ can be performed. Using the divergence theorem the result follows at once.

By Lemma 5.1 we can show that a perturbation in the data that occurs on a bounded part of the region propagates at a finite speed. More precisely, we can prove the
following:

THEOREM 5.1. Suppose that $R$ is an unbounded regular region in $\mathrm{E}_{3}$, and that $\theta$ is a solution to the first. history-value problem on $R$, corresponding to $\psi, f, g, c$, $a, \beta$, and $r$, with $c, a(0), \beta(0)$, and $\gamma(0)=-a^{-}(0)$ positive. Suppose further that for any $t>0$ there exists a bounded set $\Lambda_{t} \subset \bar{R}$ such that

$$
\begin{array}{lll} 
& \psi=0 & \text { on } \\
& \left(\bar{R}-\Lambda_{t}\right) \times(-\infty, 0], \\
f=0 & \text { on } & \left(B-\Lambda_{t}\right) \times[0, t], \\
\text { and }=0 & \text { on } & \left(B_{2}^{*}-\Lambda_{t}\right) \times[0, t], \\
\text { an }=0 & \text { on } & \left(\overline{\mathrm{R}}-\Lambda_{t}\right) \times[0, t] .
\end{array}
$$

Then there exists a bounded set $\Omega_{t} \subset \bar{R}$ such that

$$
\begin{equation*}
\theta=0 \quad \text { on } \quad\left(\bar{R}-\Omega_{t}\right) \times[0, t] \tag{5.5}
\end{equation*}
$$

Proof: Let $t>0$. By assumption $a^{\prime}, \beta^{\prime}$, and $\gamma^{\wedge}$ $(\gamma$ defined in (5.2)) are continuous on $[0, t]$. Hence there exists $K>0$ such that

$$
\begin{equation*}
\left|a^{-}(s)\right|,\left|\beta^{\perp}(s)\right|,\left|\gamma^{-}(s)\right| \leq K \quad \text { on }[0, t] \tag{5.6}
\end{equation*}
$$

Let

$$
\begin{equation*}
u_{0}>\max \left\{1, \frac{\mathrm{~K}+\mathrm{a}(0)}{\mathrm{c}}\right\} \tag{5.7}
\end{equation*}
$$

Now choose $\delta>0$ such that

$$
\begin{align*}
& \partial R \cup \Lambda_{t} \subseteq \overline{B_{\delta}(\underset{\sim}{0})} \text { if } \partial R \text { is bounded }  \tag{5.8}\\
& \Lambda_{t} \subseteq \overline{B_{\delta}(0)} \text { if } \partial R \text { is unbounded. }
\end{align*}
$$

Consider the set

$$
\begin{equation*}
\Omega_{t}=\bar{R} \cap \overline{B_{\delta+u_{0}}(\underset{\sim}{(0)}} \tag{5.9}
\end{equation*}
$$

Since $\Omega_{t}$ is closed, $\bar{R}-\Omega_{t}$ is contained in the closure of $R-\Omega_{t}$. In order to show that (5.5) holds, we let $\underset{\sim}{x} \in \bar{R}-\Omega_{t}$. For each $\lambda \varepsilon[0, t]$ define

$$
\begin{equation*}
\tau_{\lambda}(\underset{\sim}{y})=\lambda-u_{0}^{-1}|\underset{\sim}{y}-\underset{\sim}{x}| . \tag{5.10}
\end{equation*}
$$

Clearly $\tau_{\lambda} \varepsilon C^{1}(\overline{\mathrm{R}}-\{\underset{\sim}{\mathrm{x}}\}) \cap C(\overline{\mathrm{R}})$,

$$
\begin{equation*}
\tau_{\lambda}(\underset{\sim}{y}) \leq \lambda \leq t \quad \text { for all } \underset{\sim}{y} \varepsilon \bar{R}, \tag{5.11}
\end{equation*}
$$

and $\quad|\nabla \tau \underset{\lambda}{ }(\underset{\sim}{y})|=u_{0}^{-1}$ for all $\underset{\sim}{y} \varepsilon \bar{R}-\{\underset{\sim}{x}\}$.
Also, recalling (5.1),

$$
P\left(\tau_{\lambda}\right)=\bar{R} \cap B_{u_{0}}{ }_{\sim}^{(\underset{\sim}{x})} \text { for all } \lambda \varepsilon[0, t)
$$

Since $\overline{B_{\delta}(\underset{\sim}{0})} \cap B_{u_{0} \lambda} \underset{\sim}{(x)}=\varnothing$ for all $\lambda \varepsilon[0, t]$,
it follows that

$$
\begin{array}{ll}
P\left(\tau_{\lambda}\right) \subseteq \bar{R}-\left(\Lambda_{t} \cup\right. & \partial R) \\
\text { if } \partial R \text { is bounded }  \tag{5.12}\\
P\left(\tau_{\lambda}\right) \subseteq \bar{R}-\Lambda_{t} & \text { if } \partial R \text { is unbounded. }
\end{array}
$$

By hypothesis, (5.12), and (5.11), it is clear that
$\left.\int_{\partial R} \int_{0}^{\tau} \lambda \stackrel{(\underset{\sim}{y})}{f} \underset{\sim}{\underset{\sim}{y}}, \sigma\right) g(\underset{\sim}{y}, \sigma) d \sigma d \underset{\sim}{y}=0$,
$\int_{\partial R} \int_{0}^{\tau} \lambda^{(\underset{\sim}{y})} \int_{0}^{\sigma} a-(\sigma-s) \dot{f}(\underset{\sim}{y}, \sigma) g(\underset{\sim}{y}, s) d s d \sigma d \underset{\sim}{y}=0$,
and

$$
\int_{\mathrm{R}} \int_{0}^{\tau} \lambda^{(\underset{\sim}{y})} \dot{\theta}(\underset{\sim}{y}, \sigma) \dot{r}(\underset{\sim}{y}, \sigma) d \sigma d \underset{\sim}{y}=0 .
$$

At this point, let $\rho_{0}>0$ be small enough so that $B_{\rho_{0}}(\underset{\sim}{x}) \subset R$. Then consider the one parameter family of regular regions

$$
\begin{equation*}
R_{\rho}=R-B_{\rho}(\underset{\sim}{x}) \quad 0<\rho<\rho_{0} \tag{5.14}
\end{equation*}
$$

The hypotheses of Lemma 5.1 are satisfied on each $R \rho$ with the functions $\theta \mid\left(R_{\rho} \times(-\infty, \infty)\right)$ and $\tau_{\lambda} \mid R_{\rho}$. Using Lemma 5.1 on $R_{\rho}$ and passing to the limit as $\rho \rightarrow 0$, using (5.13), one obtains

$$
\begin{aligned}
& \frac{c}{2} \int_{R} \dot{\theta}^{2}(\underset{\sim}{y}, \tau \underset{\lambda}{(\underset{\sim}{y})}) d \underset{\sim}{y}+\beta(0) \int_{R} \int_{0}^{\tau} \lambda(\underset{\sim}{y}) \dot{\theta}^{2}(\underset{\sim}{y}, \sigma) d \sigma d \underset{\sim}{y} \\
& \quad+\int_{R} \int_{0}^{\tau} \lambda \stackrel{(\underset{\sim}{y})}{\int_{0}^{\sigma}} \beta^{-}(\sigma-s) \dot{\theta}(\underset{\sim}{y}, \sigma) \dot{\theta}(\underset{\sim}{y}, s) d s d \sigma d \underset{\sim}{y}
\end{aligned}
$$

$$
+a(0) \int_{R} \dot{\theta}\left(\underset{\sim}{y}, \tau_{\lambda}(\underset{\sim}{y})\right) \nabla \theta\left(\underset{\sim}{y}, \tau_{\lambda}(\underset{\sim}{y})\right) \cdot \nabla \tau \underset{\lambda}{ }(\underset{\sim}{y}) d \underset{\sim}{y}
$$

$$
+\int_{R} \int_{0}^{\tau} \lambda^{(\underset{\sim}{y})} a^{\prime}\left(\tau_{\lambda}(\underset{\sim}{y})-s\right) \dot{\theta}\left(\underset{\sim}{y}, \tau_{\lambda}(\underset{\sim}{y})\right) \nabla \theta(\underset{\sim}{y}, s) \cdot \nabla \tau \underset{\sim}{(\underset{\sim}{y}) d s d \underset{\sim}{y}}
$$

$$
+\frac{a(0)}{2} \int_{R}|\nabla \theta(\underset{\sim}{y}, \tau, \lambda(\underset{\sim}{y}))|^{2} d \underset{\sim}{y}+\gamma(0) \int_{R} \int_{0}^{\tau} \lambda(\underset{\sim}{y})|\nabla \theta(\underset{\sim}{y} ; \sigma)|^{2} d \sigma d \underset{\sim}{y}
$$

$$
\begin{equation*}
+\int_{R} \int_{0}^{\tau} \lambda \stackrel{(\underset{\sim}{y})}{\int_{0}^{\sigma}} \gamma^{\prime}(\sigma-s) \nabla \theta(\underset{\sim}{y}, \sigma) \cdot \nabla \theta(\underset{\sim}{y}, s) d s d \sigma d \underset{\sim}{y} \tag{5.15}
\end{equation*}
$$

$$
+\int_{\mathrm{R}} \int_{i}^{\tau} \lambda(\underset{\sim}{y}) a^{\prime}\left(\tau_{\lambda}(\underset{\sim}{y})-s\right) \nabla \theta\left(\underset{\sim}{y},{\underset{\sim}{\tau}}_{\lambda}(\underset{\sim}{y})\right) \cdot \nabla \theta(\underset{\sim}{y}, s) d s d \underset{\sim}{y}=0
$$

Now let

$$
\begin{aligned}
& \alpha_{1}(\lambda)=\iint_{R}^{\bullet} \dot{\theta}^{2}\left(\underset{\sim}{y}, \dot{\tau}_{\lambda}(\underset{\sim}{y}) d \underset{\sim}{y},\right. \\
& \alpha_{2}(\lambda)=\int_{R} \int_{0}^{\tau} \lambda(\underset{\sim}{\underline{y}}) \dot{\theta}^{2}(\underset{\sim}{\underset{\sim}{y}}, \sigma) d \sigma d \underset{\sim}{\underset{\sim}{y}}, \\
& \alpha_{3}(\lambda)=\int_{R}|\nabla \theta(\underset{\sim}{y}, \underset{\lambda}{\tau}(\underset{\sim}{y}))|^{2} d \underset{\sim}{y}, \\
& \alpha_{4}(\lambda)=\int_{R} \int_{0}^{\tau} \lambda(\underset{\sim}{y})|\nabla \theta(\underset{\sim}{y}, \sigma)|^{2} d \sigma d \underset{\sim}{\underset{\sim}{y}} .
\end{aligned}
$$

Note that each $\alpha_{i}$ is nonnegative. In order to show that each $\alpha_{i} .(\lambda)$ is zero for all $\lambda \varepsilon[0, t]$, let

$$
\begin{equation*}
t^{*}=\sup \left\{s \varepsilon[0, t]: \quad \sum_{i=1}^{4} \alpha_{i}=0 \text { on }[0, s]\right\} \tag{5.17}
\end{equation*}
$$

and assume for contradiction that

$$
\begin{equation*}
0 \leq t *<t \tag{5.18}
\end{equation*}
$$

By (5.15), (5.16), and (5.6)
$\frac{1}{2} \mathrm{c} \alpha_{1}(\lambda)+\beta(0) \alpha_{2}(\lambda)+\frac{1}{2} a(0) \alpha_{3}(\lambda)+\gamma(0) \alpha_{4}(\lambda)$
$\leq K \int_{R} \int_{0}^{\tau} \lambda \stackrel{(\underset{\sim}{y})}{ } \int_{0}^{\sigma}|\dot{\theta}(\underset{\sim}{y}, \sigma)| \cdot|\dot{\theta}(\underset{\sim}{y}, s)| d s d \sigma d \underset{\sim}{y}$
$+a(0) \int_{R}\left|\dot{\theta}\left(\underset{\sim}{y}, \tau_{\lambda}(\underset{\sim}{y})\right)\right| \cdot\left|\nabla \theta\left(\underset{\sim}{y}, \tau_{\lambda}(\underset{\sim}{y})\right)\right| \cdot\left|\nabla \tau_{\lambda}(\underset{\sim}{y})\right| d \underset{\sim}{y}$
${ }^{1}$ Note that $t^{*}$ exists, i.e. the set in (5.17) is nonempty, since $\alpha_{i}(0)=0, i=1, \ldots, 4$.
$\left.+K \int_{R} \int_{0}^{\tau} \lambda \underset{\sim}{(y)} \mid \underset{\sim}{\dot{\theta}}\left(\underset{\sim}{y},{ }_{\lambda}^{\tau} \underset{\sim}{\underset{\sim}{y}}\right)\right)|\cdot| \nabla \underset{\underset{\sim}{x}}{\underset{\sim}{y}, s)|\cdot| \nabla \tau} \underset{\lambda}{(\underset{\sim}{y}) \mid d s d \underset{\sim}{y}}$
$+K \int_{R} \int_{0}^{\tau} \lambda(\underset{\sim}{y}) \int_{0}^{\sigma}|\nabla \theta(\underset{\sim}{y}, \sigma)| \cdot|\nabla \theta(\underset{\sim}{y}, s)| d s d \sigma d \underset{\sim}{y}$
$+K \int_{R} \int_{0}^{\tau} \int^{(\underset{\sim}{y})}\left|\nabla \theta\left(\underset{\sim}{y}, \tau_{\lambda}(\underset{\sim}{y})\right)\right| \cdot|\nabla \theta(\underset{\sim}{y}, s)| d s d \underset{\sim}{y}$

For the moment, concentrate on the second and third terms on the right-hand side of (5.19). Since
$\left.\int_{R}\left[\left|\dot{\theta}\left(\underset{\sim}{y}, \tau_{\lambda}(\underset{\sim}{y})\right)\right|-\mid \nabla \theta\left(\underset{\sim}{y}, \tau_{\lambda}^{\tau} \underset{\sim}{y}\right)\right) \mid\right]^{2} d \underset{\sim}{y} \geq 0$,
it follows from (5.16) that
$\int_{R}|\dot{\theta}(\underset{\sim}{y}, \tau \lambda(\underset{\sim}{y}))| \cdot|\nabla \theta(\underset{\sim}{y}, \tau \underset{\sim}{x})(\underset{\sim}{y})| \underset{\sim}{y} \leq \frac{1}{2} \alpha_{1}(\lambda)+\frac{1}{2} \alpha_{3}(\lambda)$
for all $\lambda \varepsilon[0, t]$. Also, as mentioned in (5.11),
$\mid \nabla \tau \lambda \underset{\sim}{(y)}) \mid=u_{0}^{-1}$. Consequently
$\left.a(0) \int_{R}\left|\dot{\theta}\left(\underset{\sim}{y}, \tau_{\lambda}(\underset{\sim}{y})\right)\right| \cdot\left|\nabla \theta\left(\underset{\sim}{y}, \tau_{\lambda}(\underset{\sim}{y})\right)\right| \cdot \mid \nabla \tau \lambda \underset{\sim}{y}\right) \mid d \underset{\sim}{y}$
$\leq \frac{a(0)}{2 u_{0}}\left[\alpha_{1}(\lambda)+\alpha_{3}(\lambda)\right]$.
Similarly,
$\left.\int_{R}[\mid \dot{\theta}(\underset{\sim}{y}, \tau \lambda \underset{\sim}{y}))\left|-\int_{0}^{\tau} \lambda \underset{\sim}{(\underset{\sim}{y})}\right| \nabla \theta(\underset{\sim}{y}, s) \mid d s\right]^{2} d \underset{\sim}{y} \geq 0$
implies that
$\int_{R}\left|\dot{\theta}\left(y, \tau_{\lambda}(\underset{\sim}{y})\right)\right| \int_{0}^{\tau} \lambda(\underset{\sim}{y})|\nabla \theta(\underset{\sim}{y}, s)| d s d \underset{\sim}{\underset{\sim}{y}} \leq \frac{\dot{\alpha}_{1}(\lambda)}{2}$

$$
\begin{equation*}
+\int_{\cdot R}\left[\int_{0}^{\tau} \lambda^{(\underline{\sim})}|\nabla \theta(\underset{\sim}{y}, s)| d s\right]^{2} d \underset{\sim}{y} \tag{5.22}
\end{equation*}
$$

But, for $X_{1} \leq X_{2}$ the Schwarz inequality implies that

$$
\begin{equation*}
\left[\int_{X_{1}}^{X_{2}}|f| d s\right]^{2} \leq\left(X_{2}-X_{1}\right) \int_{X_{1}}^{X_{2}}|f|^{2} d s \tag{5.23}
\end{equation*}
$$

so that if $\lambda \varepsilon[t *, t]$

$$
\begin{align*}
& {\left[\int_{0}^{\tau} \lambda(\underset{\sim}{y})\right.} \\
& |\nabla \theta(\underset{\sim}{y}, s)| d s]^{2}=\left[\int_{t *}^{\tau} \lambda(\underset{\sim}{y})\right. \\
& \quad \leq(\nabla \theta(\underset{\sim}{y}, s) \mid d s]^{2}  \tag{5.24}\\
& \left.\quad \leq \underset{\sim}{y})-t^{*}\right) \int_{t^{*}}^{\tau} \lambda(\underset{\sim}{y}) \\
& \quad \leq\left.\left(\lambda-t^{*}\right) \int_{0}^{\tau} \lambda(\underset{\sim}{y}, s)\right|^{2} d s \\
& \quad-\left.\nabla \theta(\underset{\sim}{y}, s)\right|^{2} d s .
\end{align*}
$$

Accordingly, by (5.22)

$$
\begin{align*}
& \int_{R} \int_{0}^{\tau} \lambda(\underset{\sim}{y})|\dot{\theta}(\underset{\sim}{y}, \tau \underset{\sim}{(\underset{\sim}{y})})| \cdot|\nabla \theta(\underset{\sim}{y}, s)| d s d \underset{\sim}{y} \\
& \leq \frac{1}{2} \alpha_{1}(\lambda)+\frac{1}{2}\left(\lambda-t^{*}\right) \alpha_{4}(\lambda) \\
& \leq \frac{1}{2} \alpha_{1}(\lambda)+\frac{1}{2} t^{\frac{1}{2}} \alpha_{4}(\lambda)\left(\lambda-t^{*}\right)^{\frac{1}{2}} . \tag{5.25}
\end{align*}
$$

Again since $\mid \nabla \tau \underset{\lambda}{(\underset{\sim}{y}) \mid=u_{0}^{-1}, ~}$
$\left.K \int_{R} \int_{0}^{\tau}{ }^{(\underset{\sim}{y})} \mid \dot{\theta}(\underset{\sim}{\underset{\sim}{y}}) \underset{\lambda}{\tau}(\underset{\sim}{y})\right)|\cdot| \nabla \theta(\underset{\sim}{y}, s)|\cdot| \nabla \tau_{\lambda}(\underset{\sim}{y}) \mid d s d \underset{\sim}{y}$
$\leq \frac{\mathrm{Ka}_{\cdot 1}(\lambda)}{2 u_{0}}+\frac{\mathrm{Kt}^{\frac{1}{2}} \alpha_{4}(\lambda)}{2 u_{0}}\left(\lambda-t^{*}\right)^{\frac{1}{2}}$.

Therefore, by (5.19), (5.21), and (5.26)

$$
\begin{align*}
& {\left[\frac{c}{2}-\frac{a(0)}{2 u_{0}}-\frac{K}{2 u_{0}}\right] \alpha_{1}(\lambda)+\beta(0) \alpha_{2}(\lambda)+\left[\frac{a(0)}{2}-\frac{a(0)}{2 u_{0}}\right] \alpha_{3}(\lambda)} \\
& +\gamma(0) \dot{\alpha}_{4}(\lambda) \leq K \int_{R} \int_{0}^{\tau} \lambda(\underset{\sim}{y}) \int_{0}^{\sigma}|\dot{\theta}(\underset{\sim}{y}, \sigma)| \cdot|\dot{\theta}(\underset{\sim}{y}, s)| d s d \sigma d \underset{\sim}{y} \\
& +K \int_{R} \int_{0}^{\tau} \lambda(\underset{\sim}{y}) \int_{0}^{\sigma}|\nabla \theta(\underset{\sim}{y}, \sigma)| \cdot|\nabla \theta(\underset{\sim}{y}, s)| d s d \sigma d \underset{\sim}{y} \\
& +K \int_{R} \int_{0}^{\tau} \lambda(\underset{\sim}{y})\left|\nabla \theta\left(\underset{\sim}{y},{ }_{\lambda}^{\tau}(\underset{\sim}{y})\right)\right| \cdot|\nabla \theta(\underset{\sim}{y}, s)| d s d \underset{\sim}{y} \\
& +\frac{K t^{\frac{1}{2}} \alpha_{4}(\lambda)}{2 u_{0}}\left(\lambda-t^{*}\right) \tag{5.27}
\end{align*}
$$

for all [t*,t]. By (5.7) the coefficients of the $\alpha_{i}$ in (5.27) are positive. If $d$ is the minimum of these coefficients, the left-hand side of (5.27) can be replaced by $d \sum_{i=1}^{4} \alpha_{i}$.

Consider how the first term on the right-hand side of (5.27). Define the function $W$ by

$$
\begin{equation*}
W(\underset{\sim}{y}, \sigma)=\int_{0}^{\sigma}|\dot{\theta}(\underset{\sim}{y}, s)| d s \tag{5.28}
\end{equation*}
$$

with which is possible to conclude that

$$
\begin{aligned}
& \left.\int_{0}^{\tau} \lambda \stackrel{(\underset{\sim}{y})}{\int_{0}^{\sigma}}|\dot{\theta}(\underset{\sim}{y}, \sigma)| \cdot|\dot{\theta}(\underset{\sim}{y}, s)| d s d \sigma=\int_{0}^{\tau} \lambda(\underset{\sim}{y}) \underset{\sim}{\underset{\sim}{y}}, \sigma\right) \frac{\partial}{\partial \sigma} W(\underset{\sim}{y}, \sigma) d \sigma \\
& =\left.W^{2}(\underset{\sim}{y}, \sigma)\right|_{0} ^{\tau} \lambda(\underset{\sim}{y}) \quad-\int_{0}^{\tau} \lambda \stackrel{(\underset{\sim}{y})}{\partial} \frac{\partial}{\partial \sigma}[W(\underset{\sim}{y}, \sigma)] W(\underset{\sim}{y}, \sigma) d \sigma
\end{aligned}
$$

$=\left[\int_{0}^{\tau} \lambda \stackrel{(\underset{\sim}{y})}{ }|\dot{\theta}(\underset{\sim}{y}, s)| d s\right]^{2}-\int_{0}^{\tau} \lambda(\underset{\sim}{y}) \int_{0}^{\sigma}|\dot{\theta}(\underset{\sim}{y}, \sigma)| \cdot|\dot{\theta}(\underset{\sim}{y}, s)| d s d \sigma$.

Thus

$$
\begin{align*}
& \int_{0}^{\tau} \lambda(\underset{\sim}{y}) \\
& \int_{0}^{\sigma}|\dot{\theta}(\underset{\sim}{y}, \sigma)| \cdot|\dot{\theta}(\underset{\sim}{y}, s)| d s d \sigma=\frac{1}{2}\left[\int_{0}^{\tau} \lambda \stackrel{(\underset{\sim}{y})}{\dot{y}} \mid \underset{\sim}{\underset{\sim}{y}, s) \mid d s]^{2}}\right.  \tag{5.30}\\
& \quad \leq\left(\lambda-t^{*}\right) \int_{0}^{\tau} \lambda \stackrel{(\underset{\sim}{y})}{\dot{\theta}} \underset{\sim}{\underset{\sim}{y}, s)\left.\right|^{2} d s,}
\end{align*}
$$

as in (5.24). Therefore, as in (5.25),
$\int_{R} \int_{0}^{\tau} \lambda(\underset{\sim}{y}) \int_{0}^{\sigma}|\dot{\theta}(\underset{\sim}{y}, \sigma)| \cdot|\dot{\theta}(\underset{\sim}{y}, s)| d s d \sigma d \underset{\sim}{y}$

$$
\begin{equation*}
\leq \frac{1}{2} t^{\frac{1}{2}} \alpha_{2}(\lambda)\left(\lambda-t^{*}\right)^{\frac{1}{2}} . \tag{5.31}
\end{equation*}
$$

Similarly
$\left.\int_{R} \int_{0}^{\tau} \lambda \underset{\sim}{y}\right) \int_{0}^{\sigma}|\nabla \theta(\underset{\sim}{y}, \sigma)| \cdot|\nabla \theta(\underset{\sim}{y}, s)| d s d \sigma d \underset{\sim}{y}$

$$
\begin{equation*}
\leq \frac{1}{2} t^{\frac{1}{2}} \alpha_{4}(\lambda)\left(\lambda-t^{*}\right)^{\frac{1}{2}} . \tag{5.32}
\end{equation*}
$$

By the Schwarz inequality, (5.24), and (5.16)
$\int_{R}|\nabla \theta(\underset{\sim}{y}, \tau \lambda \underset{\sim}{(\underset{y}{y})})| \int_{0}^{\tau} \lambda(\underset{\sim}{y})|\nabla \theta(\underset{\sim}{y}, s)| d s d \underset{\sim}{y}$

$$
\left.\left.\left.\left.\left.\begin{array}{l}
\leq\left\{\int_{R} \mid \nabla \theta(\underset{\sim}{y}, \tau\right. \\
\lambda \tag{5.33}
\end{array}\right) \underset{\sim}{y}\right)\right)\left.\right|^{2} d \underset{\sim}{y}\right\}^{\frac{1}{2}}\left\{\int_{R}\left[\int_{\theta}^{\tau} \lambda \underset{\sim}{y}\right)|\nabla \theta(\underset{\sim}{y}, s)| d s\right]^{2} d \underset{\sim}{y}\right\}^{\frac{1}{2}} .
$$

Therefore, by (5.27), (5.31), (5.32), and (5.33),
$d \sum_{i=1}^{4} \alpha_{i}(\lambda) \leq K\left(\lambda-t^{*}\right)^{\frac{1}{2}}\left\{\frac{1}{2} t^{\frac{1}{2}} \alpha_{2}(\lambda)+\frac{1}{2} t^{\frac{1}{2}} \alpha_{4}(\lambda)\right.$
$\left.+\left[\alpha_{3}(\lambda) \alpha_{4}(\lambda)\right]^{\frac{1}{2}}+\frac{1}{2 u_{0}} t^{\frac{1}{2}} \alpha_{4}(\lambda)\right\}$.
Each $\alpha_{i}$ is continuous on $[0, t]$, so there exists a positive number $L_{0}$ such that

$$
\begin{equation*}
\alpha_{i} \leq L_{0} \quad \text { on }[0, t], i=1, \ldots, 4 \tag{5.35}
\end{equation*}
$$

Now define the sequence $\left\{L_{n}\right\}_{n=0}^{\infty}$ by

$$
\begin{align*}
& L_{0}: \text { from } \\
& L_{n+1}=\frac{K}{d}\left[1+t^{\frac{1}{2}}\left(\frac{2 u_{0}+1}{2 u_{0}}\right)\right] \quad L_{n} \quad n=0,1,2, \ldots \tag{5.36}
\end{align*}
$$

or

$$
\begin{equation*}
L_{n}=n^{n+1} L_{0} \quad n=0,1,2, \ldots \tag{5.37}
\end{equation*}
$$

where

$$
\eta=\frac{k}{d}\left[1+t^{\frac{1}{2}}\left(\frac{2 u_{0}+1}{2 u_{0}}\right)\right]>0
$$

It will be shown by induction that $\lambda \varepsilon[t *, t]$ implies

$$
\begin{equation*}
\alpha_{i}(\lambda) \leq L_{n}\left(\lambda-t^{*}\right)^{n / 2} \quad n=0,1,2, \ldots \tag{5.38}
\end{equation*}
$$

for each $i=1, \ldots, 4$.... For $n=0$, the assertation is clear. For $\mathrm{n}=\mathrm{j}$, (5.34) gives

$$
\begin{equation*}
\mathrm{d} \sum_{i=1}^{4} \dot{\alpha}_{i}(\lambda) \leq K L_{j}\left(\lambda-t^{*}\right)^{\frac{j+1}{2}}\left[1+t^{\frac{1}{2}} \cdot\left(1+\frac{1}{2 u_{0}}\right)\right] \tag{5.39}
\end{equation*}
$$

Consequently, for each $i=1, \ldots, 4$
$\alpha_{i}(\lambda) \leq \frac{K}{d}\left[1+t^{\frac{1}{2}} \cdot\left(\frac{2 u_{0}+1}{2 u_{0}}\right)\right] L_{j} \cdot\left(\lambda-t^{*}\right)^{\frac{j+1}{2}}$,
or
$\alpha_{i}(\lambda) \leq L_{j+1}\left(\lambda-t^{*}\right)^{2}$.
By (5.37)

$$
L_{n} S^{n / 2}=L_{0}\left(\eta S^{\frac{1}{2}}\right)^{n}
$$

and hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty} L_{n} S^{n / 2}=0 \quad \text { if } \quad s<n^{-2} \tag{5.42}
\end{equation*}
$$

Therefore, by (5.38), $\alpha_{i}(\lambda)=0$ if. $\lambda-t *<\eta^{-2}$. Hence $\alpha_{i}(\lambda)=0$ for all. $\lambda$ such that $t^{*}<\lambda<t^{*}+\eta^{-2}$,
which contradicts the definition of $t *$ (5.17). Therefore $t *=t$ and for $i=1, \ldots, 4$
$\alpha_{i}(\lambda)=0 \quad$ for all. $\lambda \varepsilon[0, t]$

By (5.16), then,

$$
\begin{aligned}
\dot{\theta}\left(\underset{\sim}{y}, \tau_{\lambda}(\underset{\sim}{y})\right) & =0, \\
\nabla \theta\left(\underset{\sim}{y}, \tau_{\lambda}(\underset{\sim}{\dot{y}})\right) & =0 \quad \text { for all } y \in \bar{R},
\end{aligned}
$$

which proves that $\theta\left(\underset{\sim}{y}, \tau_{\lambda}(\underset{\sim}{y})\right)$ is a constant for all y€ $\overline{\mathrm{R}}$. Furthermore, if $\underset{\sim}{y} \varepsilon \overline{\mathrm{R}}-\mathrm{P}\left(\tau_{\lambda}\right)$, its value is zero. Finally, letting $\underset{\sim}{y}=\underset{\sim}{x}$,

$$
\theta(\underset{\sim}{x}, \lambda)=0 \quad \text { for all } \lambda \varepsilon[0, t]
$$

COROLLARY. Suppose that $R$ is an unbounded regular region and that $\theta_{1}, \theta_{2}$ are solutions to the first history-value problem on $R$, corresponding to $\psi_{1}, f_{1}, g_{1}, c, a, \beta, r_{2}$ and $\psi_{2}, f_{2}, g_{2}, c, a, \beta, r_{2}$ respectively, with $c, a(0), \beta(0)$, and $\gamma(0)$ positive. If, for any $t>0$, there exists a bounded set $\Lambda_{t} \subset \bar{R}$ such that

$$
\begin{align*}
& \psi_{1}=\psi_{2} \quad \text { on }\left(\bar{R}-\Lambda_{t}\right) \times(-\infty, 0], \\
& f_{1}=f_{2} \quad \text { on }\left(B_{1}-\Lambda_{t}\right) \times[0, t], \\
& g_{1}=g_{2} \quad \text { on }\left(B_{2}-\Lambda_{t}\right) \times[0, t], \tag{5.45}
\end{align*}
$$

and

$$
r_{1}=r_{2} \quad \text { on }\left(\bar{R}-\Lambda_{t}\right) \times[0, t],
$$

then there exists a bounded set $\Omega_{t} \subset \bar{R}$ such that $\theta_{1}=\theta_{2}$ on $\left(\bar{R}-\Omega_{t}\right) \times[0, t]$.

Proof: The function $\theta=\theta_{1}-\theta_{2}$ satisfies the hypotheses of Theorem 5.1. The rest follows at once.

THEOREM 5.2. Let $R$ be a regular region and suppose that $\theta_{1}, \theta_{2}$ are solutions to the first history-value problem on $R$, corresponding to $\psi, f, g, c, a, \beta$, and $r$. If $c, a(0)$, $\beta(0)$, and $\gamma(0)$ are positive, then

$$
\theta_{1}=\theta_{2} \quad \text { on } \bar{R} \times[0, \infty) .
$$

Proof: The proposition has already been proved in the case that $R$ is bounded (Ch. 4). So assume that $R$ is unbounded. Let $t>0$. The hypotheses of the Corollary to Theorem 5.1 are satisfied with $\Lambda_{t}=\varnothing_{\text {. Therefore }}$ there exists a bounded set $\Omega_{t} \subset \bar{R}$ such that

$$
\begin{equation*}
\theta_{1}=\theta_{2} \quad \text { on }\left(\overline{\mathrm{R}}-\Omega_{t}\right) \times[0, t] . \tag{5.46}
\end{equation*}
$$

Since $R$ is a regular region, there exists a bounded set $R^{*}$ with $\Omega_{t} \subseteq R^{*} \leq R$, and the boundary of $R^{*}$ consists of a finite number of "closed regular surfaces" (Kellogg). That is, $R^{*}$ is a bounded regular region. Since $\theta_{1}$ and $\theta_{2}$ satisfy the hypotheses of Corollary 2 to Theorem 4.1 on $R * \times[0, t]$

$$
\begin{equation*}
\theta_{1}=\dot{\theta}_{2} \quad \text { on } \quad R * \times[0, t] \tag{5.47}
\end{equation*}
$$

Since $R-R^{*} \subseteq R-\Omega_{t^{\prime}}$ (5.46) and (5.47) imply that

$$
\theta_{1}=\theta_{2} \quad R \times[0, t]
$$

Finally, since $t$ is arbitrary, the conclusion follows.

Remark: Clearly Lemma 5.1, Theorem 5.1, its corollary, and Theorem 5.2 have counterparts for the second historyvalue problem, the proof being along the lines of Theorem 4.2.
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[^0]:    $l_{\text {Here }} \theta$ stands for the temperature, $\alpha$ the thermal diffusivity, and $\Delta$ the Laplace operator, while the superposed dot refers to partial time differentiation.

[^1]:    2'This analysis has been extended by Chen [3], who studied the amplitude of temperature rate waves in the onedimensional case.

