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ABSTRACT

A survey of fixed point theorems in analysis is 

given from their initiation to the present. The many and 

varied operators and spaces which occur are classified in­

to a logical arrangement. An analysis is made of certain 

classical as vjell as very recent general theorems, and a 

generalization of one of the modern theorems is proved. 

The application of fixed point theorems to the proof of 

existence and uniqueness of solutions to differential and 

integral equations is illustrated by several examples. 

Many conjectures and suggestions for further research are 

interspersed with the ordered arrangement of the fixed point 

theorems in analysis which appear in the literature.
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CHAPTER I

INTRODUCTION

An element x is said to be a fixed point of a func­

tion f from a set A into itself provided that f(x) = x. 

Fixed points are of interest both to the topologist and to 

the analyst. The topologist is usually concerned with the 

topological properties of spaces on which continuous map­

pings have fixed points, and in particular with the struc­

ture of the fixed point set. The analyst, on the other- 

hand, seeks to establish the existence of fixed points for 

various types of functions and families of functions. He 

tries to find a constructive method for obtaining or ap­

proximating a fixed point in order to apply his results to 

differential and integral equations. The analyst rarely 

works in a space which is more general than a topological 

vector space or a metric space. The topologist, however, 

may be concerned with a general topological space.

The study of fixed points has a long and full history. 

An excellent survey of fixed points from the topological 

point of view is given by Van Der Walt [3^K* Cronin [10] 

presents an introduction to fixed points and topological

throughout this paper a bracketed number refers to 
the corresponding reference in the bibliography.
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degree. One purpose of this thesis is to provide a revievz 

from the viewpoint of the analyst.

In 1912 Brouwer proved his classical theorem on the 

existence of a fixed point for a continuous map of the closed 

unit ball in Euclidean n-space into itself. In 1922 Banach 

formulated his contraction principle, and in 192? Schauder 

proved the existence of a fixed point for a continuous map 

from a convex set C into a compact subset of C in a. Banach 

space. This was generalized by Tychonoff in 1935 to locally 

convex topological vector spaces. Kakutani, in 1938, estab­

lished a fixed point theorem for groups of equicontinuous 

linear mappings on compact, convex subsets of locally con­

vex topological vector spaces.

Since these first fundamental theorems, an enormous 

number of fixed point theorems have been proved by intro­

ducing variations in the types of spaces and types of oper­

ators considered. Ideally, these theorems would range from 

the very specific to the most general, in some simple order, 

allowing classification as one or two very general theorems 

and their numerous corollaries. Unfortunately, such a simple 

ordering is not yet possible.

The current research on fixed points, being most pro­

lific, has resulted in a great many types of spaces and an 

even greater variety in conditions on operators without any 

easily discernable relationship linking them all together.
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Nevertheless, some idea' of the general state of affairs is 

essential to further progress, in particular in the direc­

tion of finally obtaining the ideal—the most general fixed 

point theorem. In addition, such a knowledge would be most 

beneficial to those who seek to apply fixed point theorems 

in the area of differential and integral equations.

Therefore, this investigation attempts to present a 

view of the current situation in the study of fixed points 

in analysis. Chapter II contains the definitions of the 

types of spaces, operators, and. sets encountered in the re­

search on fixed points, in some cases attempting to alleviate 

ambiguity by coining a new term for different concepts wliich 

appear in the literature with the same name. Also in Chap­

ter II is found a statement of the various relations known 

to exist between the spaces and operators, as well as the 

facts assumed without proof which are used in the succeeding 

chapters. Proofs of the classical Brouwer, Banach-Cacciopoli, 

Schauder-Tychonoff, and Kakutani theorems are presented in 

Chapter III. Chapter IV contains what appear to be the most 

general of the modern theorems, those of Petryshyn and Guedes 

de Figueiredo. Chapter V is devoted to examples of the vari­

ous applications of fixed point theorems. Suggestions for 

further research, as well as a classification and statement 

of the fixed point theorems found in the literature are pre­

sented in Chapter VI.



CHAPTER II

BACKGROUND

This chapter provides the necessary background for 

the succeeding chapters. It includes definitions of the 

terms encountered in the literature on fixed points and a 

statement of the lesser known facts which are assumed with­

out proof in the remainder of the investigation. In addi­

tion, the final section of the chapter gives a number of 

the relations known to exist between the spaces and operators. 

Some of these relations are illustrated, for ease of refer­

ence, in Figures 1 and 2 at the end of the chapter.

DEFINITIONS

I. Spaces

2.1 A pair (V,U) is said to be a topological space 

provided that V is a nonempty set and U is a col­

lection of subsets of V satisfying:

1. V and (I belong to U.

2. The intersection of any finite number of mem­

bers of U is a member of U.

3. The union of any collection of members of U 

is a member of U.
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2.2 A topological space (V,U) is said to be a Ha.asdorff 

space provided that for any two distinct points

x,y in V there exist sets UX,U in U such that x is 

in Ux, y is in Uy, and Ux D Uy = 0.

2.3 A triple (V,+,«) is said to be a vector space (linear 

space) over the field F provided that V is a set, + 

is a binary operation on V, and • is a function from 

F x V into V satisfying the following:

1. (V,+) is an abelian group.

2. a(bx) = (ab)x for all a,b in F and x in V.

3. lx = x for all x in V.

4. (a+b)x = ax + bx for all a,b in F and x in V.

5. a(x+y) = ax + ay for all a in F and x,y in V. 

Note that in the remainder of this investigation, 

as in the literature on fixed points, F is assumed 

to be either the real or the complex numbers.

2.^1  A topological space X on which a structure of vec­

tor space over F is defined is a topological vector 

space (linear topological space) provided that:

1. X is a Hausdorff space.

2. The map (x,y) x + y from X x x into X is 

continuous.

3. The map (a,x) ■> ax from F x X into X is con­

tinuous .

2.5 A metric space (X,d) is a pair vzhere X is a nonempty

set and d is a nonnegative real-valued function on
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X x x vzhlch satisfies:

1. d(x,y) = 0 if and only if x = y.

2. d(x,y) = d(y,x).

3. d(x,y) < d(x,z) + d(z,y).

2.6 A metric space X in which every fundamental sequence 

converges to a point in X is said to be complete.

2.7 A vector space X is a normed space if there exists 

a real number ||x|| associated with each x in X 

which satisfies:

1. ||x||>0ifx/0.

2. | | ax | | = |a| | |x | | .

3. I|x + y|| 5 |Ix|| + ||y| | .

2.8 A normed linear space which is complete is a Banach 

space.

2.9 An infinite dimensional Banach space X is said to 

be a PB space if it has the property that there 

exist a sequence {Xn} of finite dimensional sub­

spaces of X and a sequence {Pn} of projections such 

that u Xn = X, and for all n PnX = Xn, Xn+j 5 Xn, 

and for some K > 0, ||Pn|| < K. Note that in the 

remainder of this investigation, in the context of 

a PB space, {Xn} and {Pn) will denote the subspaces 

and projections of the definition.

2.10 A Banach space X Is said to be a GB-space if there 

exist a family of finite dimensional subspaces {Fa} 
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and a family of projections {Pa) such that

PaX = Fa, ||PaH = 1, given any two subspaces there 

is a third which contains both, and the union of 

the {Fa) is dense in X. Note that in the remainder 

of this investigation, in the context of a GB space, 

{Fa} and {Pa} will denote the subspaces and projec­

tions of the definition.

2.11 A vector space X is an inner product space provided 

that there is a function defined on X x x whose 

range is contained in the field of scalars and 

v/hich satisfies the following:

1. (ax,y) = a(x,y).

2. (x+y,z) = (x,z) + (y,z).

3. (x,y) = TyTxT.

4. (x,x) > 0 if x / 0.

2.12 A Hilbert space is a complete inner product space.

2.13 A space which contains a countable, dense set is 

said to be separable.

2.14 A locally convex space is a topological vector 

space which has a basis of convex sets.

2.15 A metric space X is said to be e-chainable if for 

every a,b in X there exists a finite set of points 

{a = x0,xJ,...,x = b} such that d(x^_1}x^) < e 

for i = 1,...,m.

2.16 A normed linear space is strictly convex if it has 
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the property that If ||x + y|| = ||x||+||y|| and 

y / 0 then there is a number t such that x = ty.

2.17 If V is a vector space over F, then the conjugate 

(dual) space of V is the vector space Vx whose mem­

bers are the continuous linear functionals defined 

on V with range contained in F. If V is a normed 

space, then V* is a Banach space under the norm

| |T|| = sup{||Tx||:||x|| < 1).

2.18 Let X be a Banach space and Xs and Xs’’ its first 

and second conjugate spaces. If x0 is in X then 

F, defined by F(f) = f(x0), is a continuous linear 

functional defined on X*. X is said to be reflexive 

if every element of X** is of this form.

2.19 A normed linear space is uniformly convex if for 

any k > 0 there exists h > 0 such that ||x — y|[ < k 

i f ||x|| < 1 + h, || y | | < 1 + h and | |x + y|| > 2.

2.20 A locally convex topological vector space is said 

to satisfy condition E if the closed convex hull 

of any compact set is compact.

2.21 The X* topology of a locally convex topological 

vector space X is the topology obtained by taking 

as a basis all sets of the form

N(p,A,K) = (q in X: |f(p) - f(q)| < K for f in A} 

where A is a finite subset of X* and K > 0.

2.22 Cnfa,b] is the complete metric space consisting of 
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the set of all n-timcs differentiable real-valued 

functions on [a,b] with d(f,g) = sup{|f(x) - g(x) | : 

x e [a,b]}. CCa,b3 is the complete metric space of 

continuous real-valued functions on Ca,b] under the 

above metric.

2.23 L2[0,1] is the collection of all square integrable 

functions on [0,1].

2-2h 12 is the Hilbert space whose elements are sequences

of real numbers, x = (xj,...,xn,...), which satisfy 

the condition E lxn!2 < 00> an^ where (x,y) = 2xr.yn.
n n

2-25 Euclidean n-space (En) is the normed linear space 

of n-tuples of real numbers over the reals with

n
norm ||(a ,...,an)|| = (E |a |2)^.

2.26 Unitary n-space is the normed linear space of n-tuples 

of complex numbers over the complex numbers with the

n 1
norm ||(a1,...,an)|| = (E ||2)2.

II. Operators

2.27 A map T from a Banach space X into itself is said 

to be accretive if for all u,v in X, w in J(u-v), 

w(Tu-Tv) > 0, where for each x in X, J(x) is the 

convex subset of X* given by

J(x) = {w in X* : w(x) = ||x|)2, ||w|| = ||x||}.
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2.28 Let T be a bounded linear operator mapping a 

Banach space X into itself. Then T is said to 

be asymptotically convergent if {Tkx} converges 

for each x in X. The map T is said to be asymp­

totically regular if for each x in X, {Tn+1x - Tnx) -> 0. 

The map T is weakly asymptotically regular if the 

above convergence is weak.

2.29 Let X be a normed linear space. An operator T 

is said to be bounded if there exists a scalar

M such that | |Tx| | < I4| |x| | for all x in X. T is 

locally bounded if {Txn} is bounded whenever {xn} 

is fundamental.

2.30 Let X be a normed linear space, T a mapping from 

D(T) c X into X. T is said to be closed if 

{xn} c D(T), {xn} ■> x, {Txn} -> y, then Tx = y.

T is demiclosed if {xn} £ D(T), {xn} x 

(Txn} $ y, then Tx = y. T is strongly closed 

if {xn} 5 D(T), {xn} ™ x, and {Tx^} -> y, then 

Tx = y.

2.31 An operator T mapping a metric space X into it­

self is said to be compact if it maps every bound­

ed set onto a set with a compact closure.

2.32 An operator T mapping a Hilbert space X into it­

self is said to be demicompact if it has the 

property that whenever {xn} is a bounded sequence 

and {Txn - xn} is strongly convergent, then there
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2.33

2.34

2.35

exists a subsequence {xn^} of {xn) v/hich is 

strongly convergent.

An operator A in a PB space X is said to be

P compact if PnA is continuous in Xn for all 

large n and if for any p > 0 and any bounded se­

quence {xnI with xn in Xn the sequence

{PnAxn - pxn} is strongly convergent then there 

exists a strongly convergent subsequence {xn^} 

and x in X such that {xn^} x and {PniAxn.-L} -> Ax. 

An operator A in a PB space is said to be q_uasi- 

compact if A satisfies the following:

1. A is bounded.

2. '*■ x implies that {PmAxn} -> PmAx for

m •-= 1,2,... .

3. If for some h > 0 the sequence {Axn + hxn} 

where {xn} is bounded is strongly convergent, 

then there exists a strongly convergent sub­

sequence {xn^}.

4. If for some h > 0 the sequence {PnAxn + hxn} 

where {xn) is bounded is strongly convergent 

with xn in Xn then there exists a strongly 

convergent subsequence txnj_^ •

In a topological space X a function is said to 

be continuous if the inverse image of open sets 

is open.
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2.36 Let X be a normed, linear space, T an operator in 

X. T is completely continuous if it is both 

continuous and compact. T is demicontinuous if 

{xn} •+ x implies that {Txn} Tx. T is weakly 

continuous if {xn} x implies that {Txn} Tx. 

T is strongly continuous if {xn} x implies 

that {Txn} ->• Tx. T is finitely continuous if it 

is demicontinuous on finite dimensional subspaces 

of X. T is hemicontinuous if it is demicontinuous 

on line segments in X.

2.37 Let X be a metric space, T an operator on X. T is 

a strict contraction with constant k (class Po)

if 0 < k < 1 and d(Tx,Ty) 5 kd(x,y) for all x,y 

in its domain. T is strictly nonexpansive if 

d(Tx,Ty) < d(x,y) for all x,y in its domain.

T is nonexpansive (class Pj) if d(Tx,Ty) 5 d(x,y) 

for all x,y in its domain. T is I locally con­

tractive if for all x in X there exists k > 0 

and a, 0 5 a < 1, which may depend on x, such 

that p,q in Nk(x) implies that d(Tp,Tq) < ad(p,q). 

T is uniformly (k,a) locally contractive if it is 

locally contractive and both k and a do not de­

pend on x. T is k-contractive if there exists 

a k > 0 such that 0 < d(p,q) < k implies 

d(Tp,Tq) < d(p,q) and T satisfies condition 3.
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T is II locally contractive if it is continuous 

and there exists a real-valued function 0 defined 

on the nonnegative reals vzhich is upper semi- 

continuous and satisfies 0(0) = 0, 0(r) < r for 

r > 0, such that there exists a positive integer 

n(x) where x is in X such that 

d(Tn(x)p}Tn(x)q) < 0(d(p,q)) for all p,q in 

{T^xl. T is locally iteratively contractive if 

it is continuous and there exists a real-valued 

function 0 defined on the nonnegative reals vzhich 

is upper semicontinuous and satisfies 0(0) = 0, 

0(s) 1 0(t) whenever s < t, and Z0^t < 00 for all 
j = 0 

t > 0, such that there exists a positive integer 

n(x) where x is in X such that 

d(Tn(x)p^Tn(x)q) < gr(q(p?q)) for an Pjq jn {f^x}.

2.38 Let X be a normed linear space, T an operator on 

X. T is strictly pseudocontractive with constant

k (class P2) if k < 1 such that ||Tx - Ty||2

- | |x - y||2+ k||(I-T)x - (I-T)y||2 for all x,y 

in X. T is I pseudocontractive (class P3) if

l |Tx - Ty|[2 < ||x - y||2 + |[(I-T)x - (I-T)y||2 

for all x,y in X. T is II pseudocontractive if 

for all x,y in X and all r > 0,

I|x - y|| 5 ||(l+r)(x-y) - r(Tx-Ty)||.
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2.39 An operator T from a Banach space X into its dual 

X* is said to be demi-invertible if T-1 exists 

and is a demicontinuous map from X* into X.

2.40 Let X be a topological vector space, C a compact 

convex subset of X, T map C into X. T is inner 

if T(C) c c. T is inward if for all x in C, T(x) 

is in inw (x). T is outward if for all x in C, 

T(x) is in ouw (x). T is weakly inward if for 

all x in C T(x) is in weak inw (x). T is weakly 

outward if for all x in C T(x) is in weak ouw (x). 

If X is also strictly convex and normed, T is 

nowhere normal outward if T(x) belongs to the 

normal outward set of x for no x in C.

2.41 A map T from a bounded, closed convex subset 0 of 

a GB space X into X is said to be a G operator if:

1. PaT: C n Fa •+ Fa is continuous for all a.

2. The solvability of PaTx = x in Fa for all 

but a finite number of a implies the solva­

bility of Tx = x in X.

2.42 An operator T mapping a Banach space X into its 

dual X* is said to satisfy the k-condition if T 

is demi-invertible and there exists a constant 

k > 0 such that for all x in X |(Tx-T(0^(x)|

> k||x||2.
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2.^3  An operator T mapping a metric space X into it­

self is said to satisfy condition 3 if there 

exists an x in X such that {Tn(x)} has a conver­

gent subsequence.

2.44 Let X be a Banach space, T a mapping of X into 

X*. T is said to be monotone if for all x,y 

in X, Re(Tx-Ty)(x-y) ^0. T is strongly mono­

tone if for all x,y in X and some a > 0

Re(Tx-Ty)(x-y) > a ||x - y||2. T is semi- 

monotone if it is obtained from a map f 

f: X x x X*, that is T(x) = f(x,x), such 

that f is monotone in the first variable and 

strongly continuous in the second.

2.45 Let X be a Hilbert space, T a mapping of X into 

itself. T is monotone increasing on rays if 

Re(T(sx),x) is a monotone increasing function of 

the real variable s for all x and all sufficiently 

large s. T belongs to class M if it is finitely 

continuous and for all x,y in X(Tx-Ty, x-y) > 0.

T belongs to class Mo (strongly monotone) if for 

all x,y in X and some a > 0 

Re(Tx-Ty,x-y) a||x - y||2« T belongs to class 

Mi if there exists a continuous, strictly increas­

ing function c(r) on the nonnegative reals with 

c(0) = 0 such that (Tx-Ty,x-y) > c(||x-y||) for 
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all x>y in X. T is in class M2 if there exists 

a constant a, 0 < a < 1 such that 

(Tx-Ty,x-y) > a[[Tx - Ty||2 for all x,y in X. T 

is in class (monotone) if Re(Tx-Ty,x-y) > 0 

for all x,y in X.

2.^6 In a Banach space X with duality map J a nonlinear 

map T is said to be J monotone if 

(J(x-y))(Ax-Ay) > 0 for all x>y in X.

2.^17 A map T in a normed linear space X is said to be 

a reasonable wanderer if starting at x0 in X,

T. | |Tn+1x0 - Tnx0 | | 2 < <». 
n=0

2.48 In a vector space a map T is said to li£ on 

Ray(U) if there exists t > 0 such'that

T = I + t(U-I).

2.49 In a metric space X a map T is said to be 

Lipschitz (belong to class Lip) with constant L 

if there exists L > 0 such that

d(Tx,Ty) 5 Ld(x,y) for all x,y in X.

2.50 Let C be a closed, convex subset of a Hilbert 

space X. Then for each x in X the map Rqx is 

defined as the closest point to x in C.

2.51 Let p(r) be a nondecreasing continuous real- 

valued function defined for 05r<“ such that 

p(0) = 0 and p(r) ->■ ® as r -* Then p is a 
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gauge function.

2.52 Let X be a Banach space. A duality map in X 

with gauge function y is a map J from X to the 

power set of X* such that J(0) = {0} and for

x / 0,

Jx = {y« in X* : y«(x) = | | x || | | y ’ [ [J |y ' | | 

= p(| |x| |)}.

2.53 Let 0 be an interior point of a convex subset

C of a topological vector space X. For each

x in X let A(x) = {a : a > 0, x e aC}. Define 

the functional q on X by q(x) = inf A(x). q is 

the Minkowski functional on C.

2.5*1 In a metric space X the Picard iterates of an 

operator T are given by xx = Txg,' 

y rjl y V Y Y ** H"* YA £ XAj -L Aq, •••> 1 A()> >

where x0 is an arbitrary point in X.

III. Sets

2.55 A set B in a topological vector space X is 

bounded if given any neighborhood V of the ori­

gin there exists a positive real number k such 

that aB c V provided |a| 5k.

2.56 A set C is compact if every open cover has a 

finite sub cover.

2.57 A set C in a vector space X is convex if for 

any x,y in C and a,b > 0 such that a + b = 1, 
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ax + by is in C.

2.58 Let X be a normed linear space, S a subset of X. 

We denote the diameter of 5 by

6(S) = sup {||x ~ y|l: XjY in A point x in 

S is a diametral point of S provided that 

sup {||x - y||: y in 8} = 6(S).

2.59 Let M be any set in the metric space X and let 

e > 0. The set A in X is said to be an e net 

with, respect to M if for each x in M there exists 

an a in A such that d(a,x) < e.

2.60 A family G of functions on a topological vector 

space X is equlcontinuous on a subset 0 of X if 

for every neighborhood V of the origin in X 

there exists a neighborhood U of the origin such 

that if kj, k2 are in 0 with kt - k2 in U then 

TCkj) - T(k2) is in V for each T in G.

2.61 Let T be a map of the metric space

X, T(Y) £ Y c x. Then y in Y is said to belong 
Tto the T closure of Y, y e Y , if there exists an 

x in Y and a sequence of positive integers 

{n^} (n1<n2<...) such that {Tnix} y. The set 
m

X is called the T closure.

2.62 Let X be a topological vector space, 0 a compact 

convex subset of X, x in 0. Then ■

inw (x) = {z : z = (l-a)x + ay for y in 0 and a > 0}. 
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ouw (x) = (z : z = (l-a)x + ay for y in C and 

a < 0).

weakly inw (x) = inv; (x) . 

weakly ouw (x) = ouw (x). 

If X is also strictly convex and normed, then the 

normal outward set of x is the set of all points 

y distinct from x such that

| | y - x| | = inf ||y - z | | .
zeC

2.63 Let X be a vector space, T an operator in X.

Then for x in X the linear variety spanned by 

{Tnx} is given by

. m m
L(x) = {y : y = Zairf1x, Za^ = 1, m - 1,2,...}.

1 1

2.64 Let X be a normed linear space, A,B subsets of X 

with B bounded. Define

rx(B) = sup <||x - y|| : y is in B}.

r(B,A) = inf {rx(B) : x is in A}.

C(B,A) = {x in A : rx(B) = r(B,A)}. 

r(B) = inf {rx(B) : x is in B}. 

Bq = {x in B : rx(B) = r(B)}.

Then a convex set K in X is said to have a normal 

structure if for each bounded convex subset L of 

K which contains more than one point, there exists 

at least one point in L which is hot a diametral 

point. A bounded closed convex subset K of X is 
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said to have complete normal structure (C.N.S.) 

if every closed convex subset VI of K which con­

tains more than one point satisfies:

(*) FOr every decreasing net {wa : a e A} of 

subsets of VJ which have the property that 

r(Wa,W) = r(W,VJ) for all a, it is the case that 

the closure of C(V/ ,V/) is a nonempty proper ct u
subset of W. If condition (*) in the above is 

replaced by a similar condition where only count­

able nets, that is sequences, are considered, K 

is said to have countable normal structure.

2.65 A subset M of a metric space X is totally bounded 

if X contains a finite e-net with respect to M 

for each e > 0.

2.66 An n-simplex is a set which consists of n + 1 

linearly independent points P0)P1,...,pn of a 

Euclidean space of dimension greater than n

n
together with all points of the type x = Z a^p.? 

i=0 
n

where a^ > 0 for each i and E a^ = 1.
1=0

2.67 The Hilbert cube is the subset of 12 consisting 

of all sequences [{xn)] such that |xn|5 (1/n) 

for each n.

2.68 Let X be a topological vector space, S a subset 

of X. Then C(S) is the set of all bounded and 
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continuous scalar valued functions defined on S.

2.69 Let X be a metric space. The ball Br(a) is the 

set Br(a) = (x in X : d(x,a) < r}. The sphere 

Sr(a) is the set Sr(a) = (x in X : d(x,a) = r}. 

The neighborhood Nr(a) is the set

Nr(a) = {x in X : d(x,a) < r). If a = 0 it is 

customary to write Bp(0) = Br, and so forth.

2.70 A set A is said to have the fixed point property 

for a specified class of mappings provided that 

every map of A into itself which belongs to the 

class has a fixed point in A.

FACTS

2.1 If f is a function of the two real variables x 

and y and its two first partial derivatives fx 

and fy exist in a region R and the mixed partial 

fXy exists in R and is continuous at the point 

(x0,y0) of R, then the mixed partial derivative 

fyX exists at (x0,y0) and is equal to fXy at 

that point [28].

2.2 Let X(t) = (Xj,X2,...,Xn) be an n x n matrix 

with columns X1,...,Xn vzhose entries are scalar 

valued differentiable functions of the variable 

t. Then
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~ det X(t) = det(A X1,X2,...,Xn)

+ det(Xi3A X2>,..,Xn)

+ ...+ detCX^...,-! xn) [19L

2,3 Unitary n-space 'is isometric to Euclidean 2n 

space [13].

2.^1  (Weierstrass Approximation Theorem) If f is 

continuous on a closed and bounded set I and if 

e > 0, then there exists a polynomial P(x) such 

that for all x in I, |f(x) - P(x)| < £ [28],

2.5 ’A closed and bounded subset of a finite dimen­

sional noi-med linear space is compact [26],

2.6 If {Sn(x)} is a sequence of functions defined 

for x in a deleted neighborhood J of x = c and 

if

1. Sn = lim Sn(x) exists and is finite for each n.
x-*-c

2. f(x) = lim Sn(x) exists and is finite for each
n+oo

x in J.

3. The convergence in 2 is uniform. 

Then:

4. lim Sn exists and is finite.

5. lim f(x) exists and is finite. 
x->c
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6. The limits in 4 and 5 are equal [28].

2.7 (Cauchy-Schwartz inequality) In an inner-product

space |(f,g)| < with equality if and

only if f and g are linearly dependent [28].

2.8 If m functions of n variables where m < n are 

functionally dependent in a region R then every 

mth order Jacobian of the m functions with re­

spect to m of the variables vanishes identically 

in R [28].

2.9 If f(x,y) and fx(x,y) exist and are continuous 

on a £ x < b, c £ y d, then the function

d 
F(x) = ff(x,y)dy is differentiable for 

c
d

a < x b and Fx(x,y) = ffx(x,y)dy [28]. 
c

2.10 (Zorn’s Lemma) A partially ordered system has a 

maximal element if every totally ordered subset 

has an upper bound [13].

2.11 (Tychonoff) A Cartesian product of compact spaces 

is compact in its product topology [13].

2.12 Let X,Y be topological spaces, F: X -> Y. Then f 

is continuous if and only if A X implies that 

f(A) c f"(Ay [13].

2.13 A compact subset of a topological vector space is 

bounded [13].
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2.14 Let V be a convex set containing zero as an in­

terior point in a topological vector space X and 

let q = qy be the Minkowski functional on V. 

Then

1. q(x) > 0.

2. q(ax) = aq(x) for a 2 0.

3. The set of interior points of V is character­

ized by the condition q(x) < 1 and the set

of boundary points by the condition 

q(x) = 1 [13].

2.15 In a topological vector space X, the intersection 

of convex sets is convex, if Kj, K2 are convex 

and T is a linear map of X, then aK1, K + K2, 

and TK are all convex [133.

2.16 The Hilbert cube is compact [13],

2.17 If C is a compact subset of a metric space X and 

x is in X then there exists a point c in C such 

that ||x - c|| = inf ||y - x|| [33].
yeC

2.18 Let S be a compact subset of a topological vector 

space X and let K be a bounded set in C(S). If

K is compact, then for every s > 0 there exists 

a neighborhood U of the origin in X such that 

|f(t) - f(s)| < e for all f in K and all s,t in 

S such that t - s is in U [13].
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2.19 If’ P and q are distinct points of a locally con­

vex topological vector space X then there exists 

a continuous linear functional f defined on X 

such that f(p) / f(q) [13]•

RELATIONS

I. Spaces

2.1 A normed vector space is a locally convex topolo­

gical vector space [12].

2.2 A finite dimensional normed linear space is re­

flexive [13].

2.3 A Hilbert space is reflexive [13].

2.f|  A finite dimensional Banach space is strictly 

convex if and only if it is uniformly convex, 

but an infinite dimensional space can be 

strictly convex without being uniformly convex 

[23].

2.5 Hilbert space is uniformly convex [23].

2.6 Any uniformly convex Banach space is reflexive 

[23].

2.7 The following are GB spaces:

1. Hilbert spaces.

2. Banach spaces with monotone Schauder bases.

3. C[0,l] [21].

2.8 A complete locally convex topological vector
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space satisfies condition E [18].

2.9 Every bounded decreasing net of nonempty closed 

convex subsets of X has a nonempty intersection 

is a necessary and sufficient condition that a 

Banach space be reflexive [25].

2.10 In compact metric spaces condition 3 is always 

satisfied [15].

2.11 Separable GB spaces are PB spaces [21],

2.12 The normed linear space X is reflexive if and 

only if the unit ball is weakly compact [33].

II. Operators

2.13 A linear operator in a normed space is bounded 

if and only if it is continuous [26].

2.1JI The class of P compact operators with o < 0 

contains, among others, the following when de­

fined in a PB soace X:

1. Closed, precompact.

2. Completely continuous and strongly continuous.

3. Quasicompact.

^1. Continuous, demicontinuous, and weakly con­

tinuous monotone increasing operators in a 

Hilbert space [29].

2.15 The class of P compact operators with p > 0 in­

cludes the following in a PB space:
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1. Closed, precompact.

2. A if -A is quasicompact.

3. Continuous, demicontinuous, and weakly con­

tinuous monotone decreasing operators in a 

Hilbert space [29].

2.16 The following are true in a Hilbert space X:

1. U is in P3 if and only if I-U is in M3.

2. U is in P2 if and only if I-U is in M2.

3. U is in Po (P1) implies that I-U is in

M2 £ M3.

4. U is in P3 implies that Ray(U) £ P^;

U is in P2 implies that Ray(U) £ P^ [9].

2.17 U is strictly pseudocontractive if and only if 

there is a VJ in Ray(U) such that W is nonexpansive 

[93.

2.18 Let X be a GB space. Then the following are G 

operators:

1. X separable, every completely continuous 

operator mapping a closed bounded convex 

set into X.

2. X separable, every strongly continuous 

operator mapping a closed bounded convex 

set into X.

3. X separable, P compact operators.

^1. X separable and reflexive, every weakly
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continuous operator mapping a closed, bounded 

convex set into X.

5. X reflexive, X* strictly convex, and the 

duality map J both continuous and vzeakly 

continuous, every operator of the form I-A 

where A is J monotone and demicontinuous, and 

every nonexpansive operator [21].

2.19 In a reflexive Banach space strong continuity im­

plies complete continuity [21].

2.20 If X is a convex, complete metric space then 

every map f of X into itself which is (k,a) uni­

formly locally contractive is also a strict con­

traction with the same constant a [I1!].

2.21 If U is a nonexpansive map of a Banach space X 

and T = I - U, then T is an accretive map in

X [?].

2.22 Let X be a Hilbert space, U an operator in X,

T = I - U. U is II pseudocontractive if and 

only if T is accretive [?]•

2.23 A closed linear map whose domain is a complete 

metric space and whose range is a subset of a 

complete metric space is continuous [33]•

2.24 If T is a continuous linear operator with closed 

domain then T is closed [33].

2.25 A compact linear operator is continuous and
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thus completely continuous [331.

III. Sets

2.26 A subset of a i^eflexive space is weakly compact 

if and only if it is bounded [133.

2.27 A necessary and sufficient condition that a 

subset of a complete metric space be compact 

is that it be closed and totally bounded [26].

2.28 A bounded, closed convex subset of a uniformly 

convex Banach space has complete normal struc­

ture [ 2 ] .

2.29 A compact convex subset of a Banach space has 

complete normal structure [2].
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FIGURE 1

SPAGFS
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FIGURE 2

OPERATORS



CHAPTER III

CLASSICAL THEOREMS

It is the purpose of this chapter to give complete 

proofs for several well known and very fundamental theorems. 

These theorems initiated the study of fixed points, and 

practically all succeeding research has been and continues 

to be directed toward their generalization or modification.

THE BROUWER THEOREM

The classical Brouwer theorem remains of fundamental 

importance in fixed point theory. Even the most modern 

theorems, with the notable exception of those dealing with 

contractions, ultimately rely on Brouwer’s result. It is 

usually stated in one of two equivalent forms:

1. A continuous map of the closed unit ball in En into 

itself has a fixed point.

2. A continuous map of an n-sim.plex in. En into itself has 

a fixed point.

Proofs of the theorem range from the purely topolo­

gical using algebraic topology and the concept of degree 

of a function as in Dugundji [12], to varying mixtures of 

topology and analysis, using results from combinatorial 

topology as in Kantorovitch [2^] and Graves [20], to the
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purely analytical, using theorems of differential and inte­

gral equations as in Dunford and Schwartz [13]• Since this 

thesis is concerned with the viewpoint of analysis, this 

latter approach is used below.

Lemma 3.1. Let f be an infinitely differentiable function 

of the n + 1 variables x0,...,xn with values in En. Let 

denote the determinant of the n x n matrix

M “ ^fx0’‘‘-> fx1+1>---> fxn)

whose columns are the n partial derivatives

xo xi-i xi+i xn

Then

0

Proof: For every pair i,j of unequal integers between 0 and

the determinant of the matrix whose first

column

of increasing indices andxo
Since f

CL j denoten, let

Furthermore, using fact 2.2 of

n 1 E (-D1
i=0

is f’xixj an<^ who36 remaining columns are 

, fy arranged in order 
n

where fx. and fY. are omitted.
XJ

3X! D1

f , C, = C. . .
xjxi J1

Chapter II and the rules for

interchanging columns in determinants. we have
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aXi Di = det(fxox1> fxx» • fxi_1> fx1+1> •••> fxn"^

+ det(fXo, fXiX1> • fxi+1’ •••> fxn) + ---

+ det (fv , fy , fY , fx. , f,, y.)xQ$ x^ > xi-i zi+i ^nxi

= E (-1)JC.. + E (-l)j-lC,
j<i a . j>i 3

Hence,

D1 = L (-l)1+jci,a(i,j) 
3zi j=o 3

where I 1 if j < i

a(i,j) = j 0 if j = i

[ -1 if J > i.

Thus,

H "1 j । •
E (-1) D± = E (-1)1+3C. a(i,j).

1=0 dXi 1 i,j=0 13

However, by interchanging the summation indices.

n 4 a n 4 a(-D1 Di -

= E (-l)1+jC,io(j,i).
i,J=0 31
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Thus

n . ,,
Z (-l)3-+jC31a(i,j)
4 — r> J- v

11 4 _L-

= Z (-1)J 
i,j=0 J

But Cj^j = and a(i,j) = -a(j,i). Hence

Z (-l)1+jC1.a(i,j) = 
i,j = 0 la

n . , 
(-1) Z (-l):L+JCi.a(i,j).

i,j=0 J

Therefore,

2 (-D1
1=0

= z (-i)1+dc, ,o(i,j) 
i,j=0 ia

Oy

which completes the proof.

Theorem 3.2 (Brouwer): If T is a continuous mapping of 

the closed unit ball B of En into itself, then there is a 

point y in B such that T(y) = y.

Proof: The case of complex scalars is a consequence of the 

case of real scalars. This follows from the fact that 

unitary n-space is isometric to Euclidean 2n-space, and the 

unit balls in these spaces correspond in a natural way.

Further, it is sufficient to consider the infinitely 

differentiable case. The Weierstrass Approximation Theorem 

(Fact 2.^1) for continuous functions of n variables implies 

that the continuous map T of B into itself is the uniform 
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limit of a sequence {T^} of infinitely differentiable map­

pings of B into itself. Suppose that the theorem has been 

proved for infinitely differentiable maps. Then for each 

integer k there is a point yk in B such that T^Cy^) = yk. 

Since B is a closed and bounded subset of En it is compact, 

and thus some subsequence {ykj_) converges to a point y in 

B. Since (T^^Cx)} converges to Tx uniformly on B,

T(y) = lim Tkl(y) = lim (lim Tk (yk±)) = lim lim yR

= y •

Thus we suppose that T is an infinitely differenti­

able map of B into itself and, by way of contradiction, that 

T(x) / x for all x in B. Let a = a(x) be the larger root of 

the quadratic equation |x + a(x-T(X))|2 = 1. Then

1 = (x+a(x-T(x)), x+a(x-T(x)))

= |x|2 + 2a(x, x-T(x)) + a2|x - T(x)|2.

We show that such an a does exist for x in B.

By the quadratic formula

|x - T(x)|2a = (x, T(x) - x)

+ {(x, x-t(x))2 + (1—| x| 2) |x - T(x) [ 2135. (1)

Since |x - T(x)[ / 0 for x in B, the discriminant

(x, x-T(x))2 + (1—|x|2)|x - T(x)|2 is positive when |x| / 1. 

If |x| = 1 then if (x, x-T(x)) = 0 we would have

|(x,T(x))| = |(x,x)| = |x|2 = 1.
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However 1 = |(x,T(x))|5 |xHt(x)| 5 1*1 -- 1. Thus we must 

have |(x,T(x))| = |x||T(x)| and hence T(x) and x are linear­

ly dependent, that is T(x) = kx for some scalar k. Then 

1 = |(x,T(x))| = |(x,kx)| = |k||x|2 = |k|, and hence T(x) = x, 

contrary to our assumption. Thus (x,x-T(x)) 0 for |x] = 1.

Therefore the discriminant is always positive in B, and a 

does exist.

Furthermore, since the square root function is an in­

finitely differentiable function of t for positive t, and 

since |x - T(x)[ 0 for x in B, it follows from (1) that

a(x) is an infinitely differentiable function of x in B. 

Moreover, from (1) we have a(x) = 0 for |x| = 1.

Now for each real number t define f(t,x) = x

+ ta(x)(x-T(x)). Then f is an infinitely differentiable 

function of the n + 1 variables t, Xj, ..., xn with values 

in En. Since a(x) = 0 for |x| = 1, we have 

f^-(t,x) = a(x)(x-T(x)) = 0 for ]x| = 1. Also f(0,x) = x, 

and from the definition of a, 

|f(l,x)| = |x + a(x)(x-T(x))| = 1 for all x in B. Denote 

the determinant of the matrix M(t,x) whose columns are the 

vectors fv (t,x), ..., fY (t,x) by Dn(t,x) and consider z j 0

I(t) = / D0(t,x) dx^^dxn. 
B

Now Do(O,x) = 1 since M(0,x) is the identity. Hence
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1(0) = J dx1...dxn 0.
B

Since f(l,x) satisfies the nontrivial functional dependence 

|f(l,x)| = 1, it follows from fact 2.8 that the Jacobian de­

terminant D0(l,x) is identically zero, hence 1(1) = 0. Thus, 

if we can show that I'(t) = 0, we will have the contradiction 

that I(t) is constant in B. Nov;

I'(t) = J ^7 D (t,x) dx....dx 
B aL

From the lemma.

v (-D^-L. Di = °> or
1=0 SXi

3x0 Do “ £ ‘ 13x7 Dj- *

Hence, letting x0 = t, we get

-LD (x,t) = E (-I)1"1 Di(x,t),

where D^(x,t) is the determinant of the matrix whose columns 

are the vectors

f^.(t,x), fx^(t,x),..., fx^_i > > • • • i ^xn(t,x).

Thus I'(t) is a sum of integrals of the form

+ f Di(x,t)dx ...dx . (2)- B dxjL
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Vie will now express the integrand in terms of n - 1 

coordinates, omitting the ith, and then perform the inte­

gration on this coordinate. Let denote the unit ball in 

the space of n - 1 variables x,,..., x^_ , xn.

Let x-£+ denote the positive square root

{1 - (Xj2 + ...+ x?_i + x|+1 + ...+ x^)}^ and xi“ denote the 

corresponding negative square root. Let p^ denote the point 

whose coordinate is xj if i j and is x^ if i = j. Let 

pj" denote the point whose coordinate is Xj if i / j, and 

is xj if i = j. Then, carrying out the integration on xq, 

(2) reduces to

+ J* ^(tjpt) dXj. . -dx^.jdx^!. . .dxn 
B1

+ J Dj^CtjPj) dXi . . .dx1_1dxi+1 . . .dxn. 
B1

However |pt| = |p^| = 1, and since ft(t,x) - 0 for |x| = 1, 

it follows from the definition of that these integrals 

are zero. Hence I’(t) = 0 and we have the desired contra­

diction .

Thus T does have a fixed point in B, and the proof 

of the Brouwer theorem is complete.

THE BANACH-CACCIOPOLI THEOREM

Probably the most fruitful of the early theorems

from the standpoint of applications is the Banach-Cacciopoli 

contraction principle. The basic idea of the proof, that of
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taking Picard iterates, has been widely used in the more 

modern theorems. These have sought to relax the conditions 

imposed on the operator while retaining the practical use­

fulness of the older theorem by giving a constructive method 

of approximating the fixed point.

Theorem 3.3 (Banach-Cacciop.oli): Let (R,d) be a complete 

metric space, C a closed subset of R, A a mapping of C into 

itself for which there exists a k, 0 5 k < 1, such that 

d(Ax,Ay) 5 kd(x,y) for any two points x,y in C. Then A has 

a unique fixed point in C which may be obtained as the limit 

of the sequence of Picard iterates [26].

Proof: Let x0 be an arbitrary point in C. Set xt - 

x2 = Axx = A2x0, and so in general let xn = Axn21 = Anx0. 

We shall show that this sequence of Picard iterates is 

fundamental.

First, note that d(Anx0,Amx0) < knd(xo9xm_n) for 

any m,n with n < m. This follows by induction on n. If 

n = 0, d(x0,Amx0) = d(x0,xm) < d(x0,xm).

Suppose that for n = j and for any m with j < m we have 

d(AJx0,Amx0) < kdd(x0,xm_j).

Now consider n = j + 1. If j + 1 < m then j < m - 1 and 

hence d(AJ* + 1x0 ,Amx0) < kd(A>Jx0,Am-1x0) < k(k^d(x0 ))

= k^+1d(x0,xm_(j+1)), completing the

the induction. Hence



d(Xn,xin) = d(Anx0 ,Anix0) < knd(x0 ,xm_n)

ill

< kn{d(x0,x1) + d(x1,x2) + ... + d(xm_n_i,xm_n)}

s. knd(x0 ,x1) 1 + k + k2 + . .. +

< knd(x0,xI)

(1-k)

Since k < 1 this quantity becomes arbitrarily small 

for sufficiently large n. Thus the sequence is fundamental, 

and since R is complete, lim xn = x exists. Moreover, .since 
n-»-«>

A maps C into itself, {xn) c c. Since C is closed, x is 

in C. By Virtue of the continuity of A, 

Ax - A(lim x ) = lim Axn = lim xn+i = x. 
n-*-00 n-*00 n**"03

Thus the existence of a fixed point and the convergence 

of the Picard iterates to it are established.

To see that the point is unique, suppose that 

Ax = x and Ay = y. Then d(x,y) = d(Ax,Ay) £ kd(x,y) where 

k < 1. Thus we must have d(x,y) = 0, and therefore x = y.

THE SCHAUDER-TYCHONOFF THEOREM

The initial work on generalizing the Brouwer Theorem 

was done in the direction of weakening the conditions on 

the space under consideration. In 1922 Birkhoff and Kellogg 

[3] extended Brouwer’s result to continuous self mappings of 

compact convex subsets of certain function spaces such as 

L2[0,1j and pn[0,l]. Schauder obtained the following
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results in 1930:

1. A compact, convex subset of a Banach space has 

the fixed point property for continuous mappings.

2. A convex, weakly compact subset of a separable 

Banach space has the fixed point property for 

weakly continuous mappings.

At present, the most general theorem for continuous 

mappings, from the point of view of vector spaces, is that 

proved by Tychonoff in 1935 for compact, convex, subsets of 

locally convex topological vector spaces. Its heavy reli­

ance on the ideas used by Schauder in his proofs cause it 

to be frequently referred to as the Schauder-Tychonoff 

theorem. The proof given below is based on that found in 

[133.

Lemma 3.: The Hilbert cube has the fixed point property 

for continuous mappings.

Proof: Let T be a continuous map from the Hilbert cube C 

into itself, and let Pn: C C be the map given by 

PnCxj,..., xn, xn+1,...) = (Xj,..., xn, 0, 0, ...). The 

set Cn = pn(c) is clearly homeomorphic to the closed unit 

ball in En. Since Pn and T are both continuous,

PnT: Cn -*■ Cn is continuous, and thus by the Brouwer Theorem 

has a fixed point yn in Cn C. Thus

|yn - T<yn)l = lpnT(yn) - T<yn)I s $ vi2.
i=n+l
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Now since C is compact, {yn} has a convergent subsequence, 

say (yn^^ -> y in C. Let e > 0. Then there exists an in­

teger N such that 1/i2 < e2/9 for n > N. Thus
i=n+l

|yn - T(yn)| < U2/9')^ = e/3.

Also, since {yn^} y and T is continuous, {Tyn^} Ty, 

so there exists an integer Nj such that |Tyn^ - Ty| < e/3 

for n^ > Nx. Likewise, there exists an integer N2 such 

that for n^ > N2, Ivn^ - yI < £/3. Let N3 be the maximum 

of N, Nj, N2. Then since 

00 co

S 1/i2 < £ 1/i2 < e2/9, we have for n^ = N3+l,
i=N3+2 i=N+l

I|T(y) - y|| < ||T(y) - T(yn.)|| + ||T(yn.) - yn.||

+ I|yn. - y I I <e/3 + C/3 + e/3 = e.

However, e was arbitrary, and thus we must have T(y) = y. 

Therefore, T has a fixed point in C.

Lemma. 3.5: Any closed convex subset K of the Hilbert cube

C has the fixed point property for continuous mappings.

Proof: Since C is compact and K is closed, K is compact.

Thus by fact 2.17 to each point p in C there is a point

N(p) in K such that ||N(p) - p|| = d = inf||k - p||.
keK



To see that this point is unique, observe first that if p is 

in K, then 0 = ||p - p|| < |[p - k|| for all k in K/{p}. 

Thus we may suppose that p is not in K, and suppose that 

kj,k2 are in K such that ||ki - p|| = ||k2 - p|| = d. Since 

K is convex, ^(kj+kj) is in K. Thus

| |p - ^(k^k^ I I < h \ |p - kx I I + H \ Ip - k21 I = d, while on

the other hand | |p - ?s(k1+k2)|| > d. Consequently,

| |p - 35(k1+k2)|| = d. Therefore,

| |p - ^(kj+kg)] I = ̂ 1 |p - kJ I + ^1 |p - k2||. But since a

Hilbert space is strictly convex, and since p - kj / 0,

p - k2 = tCp-kJ for some t £ 0. Thus

d = | |p - k2 | | = 11 |p - kJ | = td. Hence t = 1, and we have 

kj = k2. Thus the function N(p) from C to K is well-defined.

V/e now show that N is continuous. Suppose that there 

exists a point p at which N is not continuous. Then we can 

construct a sequence {pn) which converges to p and such that 

no subsequence of {N(pn)} converges to N(p). However, since 

K is compact, {N(pn)} has a convergent subsequence 

{N(pn.J} -> q in K and q N(p). However,

llPni " N(Pni)ll S llPni " N <P) II S I IPnj. - Pl I + I Ip - N(p) | | .

Hence,

I Ip - q|| = I Ip - Pni + Pni - N(pni) + N(pni) - q|I

I Ip - PniI I + I IPni “ N(Pni)I I + J IN(pni) - q| |

21 Ip - PniI I + IIP - N(p)|| + ||N(pni) - q|I -



However, since {pni} - {Pni + P> I|p “PniI I can be made 

arbitrarily small, and since {N(pni)J q, ||N(pni) - q[| 

can be made arbitrarily small. Thus ||p - q|| < ||p - N(p)|| 

and we must have q = N(p) since q is in K and N(p) is the 

unique nearest point of K to p. We have a contradiction, 

and therefore N is continuous.

Nov/ if T: K -> K is continuous, then TN:C -> K is 

continuous, and thus by lemma 3-^ TN has a fixed point in 

C. Suppose that p‘:i = TN(p*). Then since TN(p-) is in K, 

p* is in K and thus N(pK) = p-. Therefore T(p*) = p*.

Lemma 3.6: Let K be a compact convex subset of a locally 

convex topological vector space X. Let T:K + K be con­

tinuous. If K contains at least two points, then there 

exists a proper closed convex subset Kj of K such that 

T(Kt) Q

Proof: Without loss of generality, we let K have the X* 

topology since the identity map from X with the original 

topology to X with the X* topology is continuous, and thus, 

since K is compact, a homeomorphism of K. Therefore, chang­

ing to the X* topology does not affect the hypothesis of 

the lemma.

We will say that a set of continuous linear function­

als F is determined by another set G if for each f in F and 

e > 0, there exists a neighborhood
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N(0,y,6) -- {x: |g(x)| < 6, g in y} vzhere y is a finite sub­

set of G, with the property that if p,q are in K and p - Q 

is in N(0,y,6) then |f(Tp) - f(tq)[ < s. Clearly, if F is 

determined by G, then g(p) = g(q) for all g in G implies 

that f(p) = f(q) for all f in F.

VJe begin the proof by showing that each continuous 

linear functional f is determined by some denumerable set of 

functionals G = {gm}. Since X is a topological group, K a 

compact subset of X, and {IT} a bounded, conditionally com­

pact subset of C(K), it follows from fact 2.18 that for 

each integer n there exists a neighborhood N(0,yn,6n) "where 

Yn is a finite set of continuous linear functionals and 

6n > 0 such that if p,q are in K and p - q in N(0,Yn,6n), 

then |f(Tp) - f(Tq)| < 1/n. Let G = U yn. Then f is ce- 
n=l 

termined by G.

Thus if F is a denumerable subset of Xx, and if for 

each f in F, Gp is the denumerable set which determines f, 

then the set G = U Gp is a denumerable set which determines 
fEF

F. Moreover, each continuous linear functional f can be in­

cluded in a denumerable self-determined set G of continuous 

functionals, since if f is determined by the denumerable set 

Gi> by the denumerable set G2, G2 by G3, and so forth, 
00 

then G = {f} u U Gp is self-determined and denumerable.
1=1

We will show that if G = {gp} is a denumerable.



self-determined set such that for some gj in G, p,q in K, 

Ej(p) gjCq), then G* = where {k^} is a set of

positive scalars, has the same properties as G. Clearly,

G’ is denumerable and kjgj(p) / kjgj(q). To see that it is 

self-determined, let k^gj, be in G’ and e > 0. Then since 

e/k^ > 0, g^ in G and G is self-determined, there exists a 

neighborhood N(0,y,6) where y = (gm^I is a finite subset of 

G and if s,t are in K with s - t in N(0,y,6) then 

|gi(Ts) - gi(Tt)| < e/ki. Let y’ = {kmhgmh} and

6* = min {km }6 mh and consider the neighborhood N(0,y’,6’).

If s,t are in K and s - t is in N(0,y’,6’), then 

l^hSmh^s-t) I < 5’ for a11 kmhgmh in y * . Thus, for all gn,h 

in y |gmh(s-t)| < (6Vkmh) = (min {kmh}/k^)6 < 6. Hence 

s - t is in N(0,y,6) and thus (gj/Ts) - g^CTt)] < (c/kjj. 

Therefore [k-^g-j/Ts) - k^g^(Tt)| < e. Thus G* is self­

determined .

Now suppose that K contains two distinct points p 

and q. Then there exists an f in Xs such that f(p) / f(q). 

Let G = (gj_} be a denumerable self-determined set of contin­

uous linear functionals containing f. Since K is compact, 

gi(K) is a compact set of scalars for each i and hence closed 

and bounded. Since, by the above, we can multiply each gp 

by an appropriate constant without changing the properties 

of G, we may assume that |gj_(K) | < (1/i).

We will shot; that the map H:K ■> 12 defined by
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H(k) = (gt(k),g2(k),...) is a continuous map of K onto a 

compact, convex subset KQ of the Hilbert cube C which con­

tains at least two points. Since |g^(K)| < 1/1, Kc c C. 

Since f is in G, p and q in K, and f(p) / f(q),

H(p) = (g^Cp)} / {gj_(q)} = H(q), so Ko has at least two 

points. Now let U be a neighborhood of ({g^Ck)}) in K , 

that is

U = {({gl(h)}) : ( L |gi(k) - gi(h)|2)^ < e}.
1=1

Now since |g^(K)| < 1/1,

|gi(k) - gi(h)| < |gj,(k)| + jgi(h)| < (1/1) + (1/i) = (2/i).

CO

Pick N such that L (Vi2) < (e2/2). Consider- the neigh- 
i=N+l

borhood of k given by

V = {h : |gi(k) - g1(h)| <(e/v/2N) for i = 1,2,...,N).

If h is in V, H(h) = {g^(h)J has the property that 

03 , N
( 2 |-g1(k) - gi(h)|2)Js = ( L |g1(k) - g1(h)[2
1=1 1=1

+ 2 Igi(k) - gi(h)|2)^
i=N+l 1

< ((Ne2/2N) + (e2/2))^ = (e2)^ = e.
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Thus H(h) is in U. Hence H is continuous, and since K is 

compact, H(K) = Ko is compact. Finally, observe that since 

each is linear, H is linear so the convexity of K implies 

the convexity of Ko.

Now let To = HTH"1 : Ko -> Ko. Vfe will show that. To is 

well-defined and continuous. Let (g^(k)} be in Ko, and sup­

pose that k1,k2 are in H-1{g^(k)), that is g^Ck^ = g^(k2) 

for all 1. Then since G is self-determined, by our earlier 

remark we have that g^CTkj) = g^(Tk2) for all i. Thus 

HTk1 = HTk2, that is HrH"1{g1(k)} = HTH"1{g1(k)}.• Hence 

To is well defined. Nov.' let b0 be in Ko and e > 0. Choose 
00

N such that e (1/i2) < e. Then since G is self-determined, 
* i=N+l

there exists 6 > 0 and m such that if
IgjC

|gi(Tp) - gi(Tq)| < (e/N)^ for i = 1,...,N. Thus if 

|b - b0| <6 and if p and q are any points in K with 

b = {g^Cp)} and

Is/p) - g^Cq) I J V

i = 1,...N,

|gi(Tp) - gi(Tq)| < (e/N)35. Thus

| |T0(b) - To (b0 ) | |2 = | [HTH-^b) - HTH-^bo)! |2

N
< E |gi(Tp) - gl(Tq)|2 + 2 Z (1/i2)
- i=l i=N+l

< 3e.

p) - gi(q)| < 5 for j = l,...,m then

b0 = igi(q)), then since

CO

£ ( L |gj(p) - gj(q)|2)2 < 8, we have for
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Thus To is continuous.

Therefore, by lemma 3.5, To has a fixed point k0 in 

Ko. Hence, TR-'^kJ c R-^^ko) = R-^k,,). Setting 

Kx = H-1(k0) we note that Kt is a proper subset of K since 

H(p) H(q) implies that either p or q does not belong to Kj. 

Also, as the Inverse image of the closed set {k0}, Kx is 

closed. T(Kj) = TR-V.ko) c R-^ko) = K1 . Finally, if 

kj, k2 are in K and a,b > 0 such that a + b - 1, then we 

have

H(ak1+bk2) = {g-^ahj+bk,,)} = {agi(k1)} + {bg±(k2)}

= a{g1(k1)} + b{g1(k2)} = aH(kx) + bH(k2)

- (atb)k, = ke.

Thus akx + bk2 is in Kx, and hence Kx is convex.

Therefore, Kx has the desired properties, and the 

proof of the lemma is complete.

Theorem 3.7 (Schauder-Tychonoff): A continuous map T:K -> K 

of a compact, convex subset K of a locally convex topological 

vector space has a fixed point in K.

Proof: By Zorn’s Lemma there exists a minimal convex, closed 

subset Kx of K with the property that TKX c= K. By lemma 3.6 

this minimal subset contains only one point. Thus this point 

is a fixed point of T.
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THE KAKUTANI THEOREM

Another older theorem vjhich is of some importance in 

the development of fixed point theory was proved by Kakutani 

in 1938. This is one of the earliest of the small but sig­

nificant number of theorems vzhich are concerned with families 

of mappings. These establish the existence of a fixed point, 

not simply for one function, but for a collection of func­

tions which satisfy certain properties. Kakutani’s result is 

particularly interesting because, unlike the other theorems 

on families, there is no requirement that the functions com­

mute. The reliance of his proof on Zorn’s Lemma is typical 

of the theorems on families.

Theorem 3.8 (Kakutani): Let K be a compact, convex subset of 

a locally convex topological vector space X and let G be a 

group of linear mappings which is eauicontinuous on K and 

such that G(K) q K. Then there exists a p in K such that 

G(P) = p[13].

Proof: By Zorn’s Lemma K contains a minimal nonvoid compact

convex subset Kj such that GCK^ if K1 has just one

point we are through. If not, consider

Kj - Kj = {kj - k2 : kj, k2 are in Kj}. Since is compact, 

Kj x Kj is compact, and since subtraction is continuous Kx - Kj 

is compact. Since Kj has more than one point, Kj - Kx con­

tains some point other than the origin. Now X is Hausdorff 
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and thus there exists a neighborhood Vi of the origin such 

that Kj - Kj Vj. By the equicontinuity of G on Kj and 

the local convexity of X, there exists a convex neighborhood 

Uj of the origin such that k1,k2 in K1 a.nd kt - k2 in Uj im­

ply G(k1-k2) ^Vj. Let U2 = gCUj). Observe that U2 has the 

following properties:

1. U2 is convex since Uj is convex and the members 

of G are linear.

2. U2 contains the origin since U. contains the 

origin and the members of G are linear.

3. U2 is open since Uj is open and G is a group, all 

of whose members are continuous.

. G(U2) = U2 since G is a group.

5. G(U7) c g(U2 ) = U7 c G(U7), and thus U7 = G(U7), 

since each function in G is continuous and the 

identity map is in G.

Now let d = inf {a : a > 0, Kj - Kj <= aU2}. We will 

show that d exists and is positive. By 2 and 3 above, U2 is 

a neighborhood of zero. Moreover, since K1 - KT is compact 

it is bounded. Thus there exists a b > 0 such that

Kj - Kj b’U2 for all |b’| < b. Hence the set is nonempty 

and therefore d exists. We will show that d is strictly 

positive. Let a > 0 be such that Kj - Kj c aU2 = aG(Uj).

Let kj - k2 be in Kj - Kj. Then kj - k2 = ag(u) for some 

g in G and u in Uj. Since G is a group, g"1 is in G and is 

linear. Thus
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g-1(k1-k2) = g-1(ag(u)) •-= ag"1(g(u)) = au which is in aUj. 

However, if a £ 1, then since Uj is a convex neighborhood 

of zero, au would belong to U1. Thus g~1(k1-k2) is in U . 

Hence, by the linearity of g"1, g"1(k1) - g_1(k2) is in Uj. 

However, since GCKj) c kx, g’^kj) and g_1(k2) are in K . 

Thus, by the construction of U1 , G(g“1(k1) - g-1(k2)) SVj. 

Therefore, gg”1(k1) - gg""1(k2) = kx - k2 is in Vj . But 

kj - k2 was arbitrary in K1 - Thus we have 1<1 - K1 G V , 

a contradiction. Therefore we must have a > 1 for all a 

in our set, and thus d > 1 > 0.

Nov; let U = dU2 . Note that since d is positive, the 

following properties of U follow from the corresponding 

properties of U2:

1. U is open.

2. U is convex.

3. 0 is in U.

4. G(U) = G(dU7) = dG(U7) = dU7 = U.

VJe show next that K1 - K1 £ (l-c)U" for 0 < c < 1. 

Let x be in (l-c)U, that is x = (l-c)y where y is in U. 

Let qu be the Minkowski functional on U. Then qu(x) 

= qu(l-c)y = (l-c)qu(y). However, y is in U so qu(y) < 1. 

Thus 0 < qu(x) = (l-c)qu(y) < (1-c) < 1 - ^c. Therefore 

there exists p < 1 - (c/2) such that x is in pU. However, 

0 < p < 1 - (c/2) < 1 implies that p/(l -^c) < 1. Thus, 

since U is convex containing 0, (p/d-^c) )U c U. Hence
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pU 9 (l-^c)U. Therefore x is in Thus v.-e have

(l-c)U c (l-^c)U. Then Kx - Kj c (1-C)uc (l-?5c)U 

= (l-J5c)dU2 implies that (l-^c)d 2 d, a contradiction.

Thus Kj - Kx (l-c)U.

Also note that Kx - K1 <= (l+c)U for 0 < c < 1, since 

(l+c)d > d gives, by definition, Kx - K1 c (l+c)dU2 = (l+c)U.

Now, since 0 is in U, the family of open sets 

{-yj + k : kcKx} is an open cover of the compact set Kx. 

Let {-I5U + k1 , -I5U + k2,..., -^U + kn) be a finite subcover. 

Let p = (1/n) (kx + . . .4-k..^ . Then since K1 is convex, p is in 

Kj. Now if k is in Kx, then k^ - k is in for some 

1 < i < n. Since k^ - k is in (l*c)U for 1 < i < n and all

o < c < 1, we have

p = (1/n)(k.+..,+k -nk+nk) = (l/n)(k1-k+ E k^-k) + k. Thus
j/i J

p is in (1/n) (^U+(n-l) (l+c)U)+k. Let c = (l/^Kn-l)). Then 

p is in

(l/n)(i5U+(n-])(l+(l/4(n-l)))U) + k = (1/n) (^U+nU-C3/4)11) + k

= (l/n)(nUAU) + k 

= (l-(l/4n))U + k

for each k in Kx.

Thus p - k is in (l-(l/4n))U for each k in Ki. Hence p - k 

is in (l-(l/4n)U, that is, p is in (l-(l/4n))U + k for each 

k in Kj, Let K2 = K.H A ((1-(l/4n))U+k). Then p is in 
kcKj

K2 so K2 is nonvoid. However, if K2 = Kx then



55

Ki c n (l-l/4n)U + k. Bence for any k, ,ko in K, v/e have 
kaKj

kj is in (l-l/^n)U + k2, or kj - k2 is in (l-l/4n)U. Thus 

Kj - K, S (l-l/Jln)U, where 0 < (1/^n) < 1, a contradiction. 

Thus K2 is a proper subset of Kj. However, K2 is the inter­

section of closed sets and hence is closed. Also, since 

Kj is convex and U is convex, K2 is convex. Finally,

G(K2) E G(KX) n n G( (l-l/^ln)U+k) c Kin n (l-l/^n)GU + Gk 
keKj keKj

S Kj n n (i-i/iin)u + k = k2. 
keKj

Thus K2 is a proper, nonempty, closed, convex subset of 

Kx with the property that G(K2) c. K2 which is a contra­

diction to the minimality of Kj.

Therefore we must have that Ki consists of a single 

point, which is thus a common fixed point of G.



CHAPTER IV

MODERN THEOREMS

Current research in the area of fixed point theorems 

has exploded in so many directions that selecting the most 

general of the modern theorems is virtually impossible. 

Nevertheless, two very recently published, results are most 

interesting, both with regard to their generality and to 

their relationship with each other. Petryshyn’s P compact 

operator [29, 30] and Guedes de Figueiredo’s G operator [21] 

are both attempts to find the most general existence theorem 

for fixed points by introducing new spaces and operators. 

An examination of the relations listed in Chapter II i-eveals 

that they both have partially accomplished their goal.

Nevertheless, much remains to be done. Necessary and 

sufficient conditions for a space to be PB or GB should be 

established. Guedes de Figueiredo mentions that all the 

Banach spaces which he has investigated were, in fact, GB 

spaces. He asks for a proof, or a counter-example, of the 

proposition that all Banach spaces are GB spaces. If they 

were, the power of his results would indeed be formidable.

However, it is not even clear that every PB space is 

a GB space because of the requirement that the projections 

have a norm of unity. Likewise, because of Petryshyn’s 
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requirement on countability, it is doubtful that every GB 

space is a PB space. The similarities in the two definitions 

seem to indicate that further investigation in this direction 

would be fruitful. In particular, an interesting conjecture 

is that a new space could be defined which includes both the 

PB and the GB spaces and in which, by suitable modifications 

in the proofs, both Petryshyn's and Guedes de Figueiredo’s 

results would remain valid.

A NEW RESULT

One step toward generalizing their results is taken 

in Theorem 4.2 which extends Petryshyn’s Theorem 1 [29] 

from a ball to a bounded closed convex set, and which in­

cludes Guedes de Figueiredo’s Theorem 2 [21] as a corollary.

Lemma ^.1: Let X be a finite dimensional Banach space, let 

0 be a bounded closed convex subset of X which contains the 

origin as an interior point. Then a function R can be de­

fined on X which has the following properties:

1. R maps X onto 0.

2. R(x) = x if x is in 0

and R(x) = tx for some t, 0 < t < 1 if x is not 

in 0.

3. R(x) is on the boundary of 0 if x is not in 0.

4. R is continuous.
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Proof: For x in X consider the set Sx = {tx : t 2 0).

Then Sx is closed and convex, Sx H c is nonempty, closed, 

bounded, and convex. Since X is finite dimensional, Sx fl C 

is compact.

V/e begin by showing that if x is in X then there 

exists a unique point R(x) in Sx f C such that

[[x - R(x)|| = inf|ly - x|| = d. By the compactness of 
yesxnc

Sx fl C we know that such a point does exist. To see the 

uniqueness, observe that if x is in C then x is in Sx f! C 

and | |x - x| | = 0 < ||x - y| | for all y in Sx f) C and y x. 

If x is not in C, suppose that Xj = tx and x2 = sx are in 

Sx fl Cand'llx-Xjl] = ||x-x2|| = d. Now since x is not 

in C and C is convex containing zero, we must have t < 1 

and s < 1. Thus 1 - t > 0 and 1 - s > 0. Moreover, 

|1 - t| I I X I I = I I X - tx 1 I = llx-xJI = I |x - x2 I I

= I |x - sx|I = |1 - SI I I XI I.

But ||x|| / 0 since x is not in C. Thus we must have 

1 - t = |1 - t| = |1 - s| = 1 - s, and therefore s = t. 

Hence xx = x2, and the function R(x) so defined is single 

valued and maps X onto C.

Observe that if x is in C, R(x) = x and if x is not 

in C, R(x) = tx where 0 < t < 1.

To see that if x is not in C then R(x) is in the 

boundary of C, suppose, by way of contradiction, that R(x) 

is in the interior of 0. Then there exists an a > 0 such
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that Na(R(x)) £ Int C. Let R(x) = tx and consider the 

point y = (t+(^a/|[x||))x. Then 

||Rx - y|| = ||(t+C^a/l|x||))x - tx|| = [|(^a/||x||)x|| 

= Ha < a.

Thus y is in N (Rx) c Int C, and since C is convex containing 

0 and x is not in C, (t+^a/J[x||) < 1. However,

I|x - y|| = ||x - (t + (ha/||x||))x|| = 11 - (t + (^a/||x||))| ||x| |

= (1 -(t+(^a/||x||)))||x|| < (l-t)||x||

= ||x - Rx||, a contradiction to the definition 

of R(x). Thus if x is not in C, R(x) is in the boundary of C.

We show that R is continuous in X. Suppose, by way 

of contradiction, that it is not continuous at a point p in 

X. Then there exists a sequence {pn} converging to p such 

that no subsequence of {R(pn)} converges to R(p). If any 

subsequence {pn^} were contained in C, then since C is closed 

and {pn^} 4 p, p would belong to C. However, in such a case 

{R(pn^)} = {pn^} p = R(p) which gives a contradiction. 

Thus all but a finite number of {pn} do not belong to C, so 

that p is not in the interior of C. However, {RCpp.)}^ 0 

which is compact, and therefore a subsequence, which without 

loss of generality we call {R(pn)}, converges to a point q 

in C and q / R(p). Since at most a finite number of the 

{pn} are in C, a subsequence which we again call {pnJ can be 

chosen so that {Pn}0- X/C and {R(pn)} ->• q. Since {R(pn)} 

is contained in the boundary of C, q is in the boundary of C.
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However, R(pn) = tnPn for some tn in [0,1]. Thus the se­

quence {tn} c [0,1] has a convergent subsequence

Now {pn^}-*p since (Pnl^p, and thus {tn^pn^} -* tp. How­

ever {tnpn} = <R(pni)} -> q since {R(pn)} -► q. Thus we 

must have q = tp. In addition, R(p) = kp for some 0 < k < 1.

If t < k, we show that q is in the interior of C, a 

contradiction to our observation that q was on the boundary. 

Since p is not in the interior of C, R(p) / 0, and thus 

k > 0. Since 0 is in the interior of C, there exists an

a > 0 such that Na(0) S C. Observe that

q = tp = (t/k)kp = (t/k)R(p) = sR(p) and s < 1 since t < k.

Then (l-s)a > 0. We will consider N(j„s)a(Q)* Let y be in

N(l-s)a^q^- Then JI Y - oil = I Lv - sR(p)| j < (l-s)a. 

Let vz = (l/l-s)y - (s/l-s)R(p). Then 

||w|| = | |(l/l-s)y - (s/l-s)R(p)|| = |(l/l-s)| | |y - sR(p)| j

< ](1/1—s)| (l-s)a = a.

Thus w is in Na(0) S C. Therefore since R(p) is in C, 

y = (1-s) w + sR(p) where 0 < s < 1, and C is convex, y is 

in C. Hence N^_sja(q) q. Thus q is in the interior of 

C, and we have the desired contradiction. We conclude that 

t

Therefore, since q R(p), we must have t > k. But 

then [|p - q|| = |[p - tp|| = (1-t)||p || < (1-k)||p|| 

= ||p - kp|| = ||p - R(p)||,_ 

a contradiction to the definition of R(p).

Therefore no such p exists and R is continuous in X.
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This completes the proof of the lemma.

Theorem 4.2: Let X be a finite dimensional Banach space, 

let C be a bounded, closed, convex subset of X which has 

zero as an interior point. Let A be a continuous mapping 

of C into X, and let k be any constant. Then there exists 

at least one element u in C such that

Au - ku = 0 (1)

provided that the mapping A satisfies either the condition 

(iT,k,<): If for some x on the boundary of 0 the equation 

Ax = bx holds, then b < k. 

or the condition

(•n,k,^): If for some x on the boundary of C the equation 

Ax = bx holds, then b k k.

Proof: Suppose that A satisfies (7r,k,£) and let

Tx = Ax - kx + x. Define R(x) on X as in lemma 4.1. Since 

both T and R are continuous, it follows that Sx = RT(x) is 

a continuous mapping of C into itself. Thus by the Schauder- 

Tychonoff Theorem, S has a fixed point u in C.

We will show that u is also a fixed point of T. Sup­

pose that u is in the interior of C, u = RT(u) = Su. By 

the lemma, if x is not in C, then R(x) is in the boundary 

of C. Thus we must have T(u) in C, and hence u = RT(u) = T(u). 

If u is in the boundary of C and u is not a fixed point of 

T, then T(u) does not belong to C. Thus u = R(T(u)) = tT(u) 
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where 0 < t < 1. Hence T(u) = (l/t)u where 1 < (1/t). By 

definition of T, (l/t)u = Tu = Au - ku + u, so 

Au = ((l/t)-l+k)u for u in the boundary of C and

a = ((l/t)-l+k) > k, a contradiction to the condition 

('n',k>-)« Thus u must be a fixed point of T, and therefore 

u = Tu = Au - ku + u. Hence Au = ku and (1) is satisfied.

Now suppose that A satisfies condition (ic,kd)’ 

Define the operator B by Bx = 2kx - Ax. Then B is a. con­

tinuous map of C into X. Moreover, if for some x in th.e 

boundary of C the equation Bx = ax holds, then ax = 2k?; - Ax, 

and thus Ax = (2k-a)x. Hence by condition (ir,k,>), 

2k - a 2 k, and so k 2 a. Therefore B satisfies condition 

(7r,k,<) so that we can apply the above result to B and conclude 

that there exists u in C such that ku - Bu = 2ku - Au.

Thus Au = ku, and equation (1) is satisfied, completing the 

proof of the theorem.

Remark: If in condition (■n,k,<)(or in condition (7r,k,>)), 

we require that a < k (or that a > k), then an element u 

which satisfies equation (1) must lie in the interior of C.

PETRYSHYN'S RESULT

Lemma 4.3: Suppose that A is a P compact operator mapping 

the PB space X into itself. Suppose further that for given 

r > 0 and k > 0 the operator A satisfies both of the follow­

ing conditions:
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(h) There exists a number c(r) > 0 such that if, for any n, 

PnAx = hx holds for x in Sr with h > 0, then h < c(r).

(Ti,k) If for some x in Sr the equation Ax = ax holds then 

a < k.

Then there exists an integer n0 > 0 such that if n > n0 

and PnAx = bx for some x in Sr D Xn, then b < k.

Proof: Suppose, by way of contradiction, that no such n0 

exists. Then we could find a sequence (xn} with xn in 

^mn $r and a sequence of numbers {bn} such that.

pmnAxn = bnxn and bn 2 k. (1)

Hence condition (h) implies that ||pmnAxnll “ bnr c(r)r. 

Thus bn e [k, c(r)] for each n. But this is a closed and 

bounded subset of the real line and hence compact. Thus 

{bn} has a convergent subsequence, say

{bnj,} •* b e [k,c(r)]. Combining this result with (1) we get

I I pmnj_^xnjL - bxn^ I I =: II ^bni“b^xn^ I I = I (bn^-b)r | •* 0. (2)

Since A is P compact, (2) implies the existence of a strongly 

convergent subsequence, which we denote by (xn}, and an ele­

ment x in Sp A X such that {xn} -> x and {PninAxn} Ax. This 

fact and (2) imply that

| | Ax - bx || < | | Ax - PmnAxn| | + | (P^AXp - bxn| | 

+ | | b xn - b x | | ->■ 0 .
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Thus Ax - bx = 0 for x in S*, and b > k, contrary to condition 

vzhich finishes the proof of the lemma.

Theorem 4.4: Suppose that A satisfies the hypothesis of 

lemma 4.3. Then there exists at least one element u in 

Br/Sr such that Au - ku = 0.

Proof: By the definition of P compact, there exists N1 

such that n > Nj implies that PnA is continuous in Xn. 

By lemma 4.3 there exists No such that n £ No and

PnAx = bx for x in Sr D Xn implies that b < k. Let N be 

the maximum of Nx and No. Now Br A xn is the ball of 

radius r centered at the origin in the finite dimensional 

space Xn, and for all n > N. PnA is continuous in Xn and 

satisfies condition (ir,k,<) of theorem 4.2. .Thus by that 

theorem and the remark following it, there exists an element 

un in Br A Xn such that PnAun - kun = 0, k > 0, ||un|| < r. 

Therefore, again by the P compactness of A, there exists a 

subsequence {un^} and an element u in Br such that {unt}-> u 

and {Pn.Au^.} ■+ Au. Therefore ni
||Au - ku|| < |[Au - PniAuni|| + ||PniAuni - kun±|| 

+ | | kun^ - ku [ | •> 0.

Thus Au = ku. Finally, u is in Br/Sr since the assumption 

that u is in Sr would contradict condition (ir,k).
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GUEDES DE FIGUEIREDO’S RESULT

Lemma . 5: Let E be a GB space, J a duality map in E v/ith 

gauge function p. Then for any x in Fa the following in­

clusion holds: P^(Jx) Jx, where is the adjoint of 

Pa in E*.

Proof: Let y* be in Jx. Then we have 

l|x||||p;y’|| > p^y’(x) = y’(Pa(x)) = y’(x) = ||x||p(|Ix||). 

Thus ||P^y’JI £ p(||x||). On the other hand,

I I'I I < lly'll = v(||x|l). Thus ||p^y’|| = p(l|x[I) and 

P^y*(x) - ||x||p(||x||). Hence P^y’ is in Jx, and we have 

the desired result.

Theorem jl,6: Let E be a finite dimensional Banach space.

Let p be a gauge function and let T: 0 ->■ E be a continuous 

mapping from a bounded closed convex subset C of E into E, 

where zero is in the interior of 0. Suppose that for every 

x in the boundary of 0 there exists v’ in E* such that 

v*(x) = ||x||p(||x||) and v’(Tx) < ||x||p(||x||). Then T 

has a. fixed point in 0.

Proof: Let x be in the boundary of 0 and suppose that

Tx = ax. Suppose that a > 1. Then

0 = v’(ax - Tx) = v’(ax) - v’(Tx) = av’(x) - v’Tx 

a||x||p(]|x||) - ||x||p(||x|!) > 0, which is a contra-

diation. Thus a < 1, and T satisfies condition (it,1,^) of 
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theorem 4.2. Therefore T has a fixed point in C.

Theorem 4.7: Let E be a GB space. Let T:C E be a G 

operator where 0 is a bounded closed convex subset of E, 

and the origin belongs to the interior of 0 fl Fa for all 

but a finite number of a. Let J be a duality mapping in 

E with gauge function p. If Jx(Tx) < ||x||p(||x||) for 

every x in the boundary of 0, then T has a fixed point in 

0 .

Proof: Consider for each a the mapping Ta = PaT.. Such a map 

is continuous because T is a G operator.

Let x be in the boundary of 0 H F . Vie establish the 

existence of a v' in E* which satisfies the condition of 

theorem 4.6. Let y’ be any element of Jx^ E*. Set 

v* = y’l^a- Then v’ is in Fa* and we have 

v*(x) = ||x||y(||x||). Now 

v’(Tax) = y’(Tax) = y’(PaTx) = Pa’y’Tx where Pa’ is the 

adjoint of P. Since P^y1 is in Jx by lemma 4.5, by hypo­

thesis we have v’(Tax) = Pa'y’(Tx) < ||x||y(||x||). Thus 

v’ satisfies the condition .of theorem 4.6.

Hence, by that theorem, for all ex the equation 

Tax = x is solvable in Fa. Since T is a G operator it fol­

lows that T has a fixed point in C, and this completes the 

proof of the theorem.



CHAPTER V

APPLICATIONS

Fixed point theorems have many applications in the 

area of functional analysis and applied mathematics. In 

particular, they have proved to be a useful technique for 

establishing the existence, and in some cases the unique­

ness, of solutions to differential and integral equations. 

When the proof of a fixed point theorem is constructive, it 

provides a method for obtaining an approximate solution to 

an operator equation.

Given a particular problem, the general procedure 

for proving the existence of a solution is to replace the 

original equation with an equivalent equation which defines 

an operator mapping a function space into itself. In order 

to prove the existence of a solution to the original prob­

lem, it is then necessary to find an Invariant function, 

that .is a fixed point, of the operator. Thus if the opera­

tor and the function space can be shown to satisfy the hyoo- 

thesis of one of the known fixed point theorems, the exist­

ence is proved.

From this standpoint, the fixed point theorem is 

even more valuable if its proof provides a technique for 

constructing the fixed point. In this regard, the theorems 
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on contraction mappings are particularly important. While 

the existence of a fixed point may follov/ from a more 

general theorem, the properties of contraction type mappings 

seem to lend themselves most readily to constructive proofs. 

The Banach-Cacciopoli Theorem vzhose proof was given in 

Chapter III was the earliest of the contraction theorems. 

Much current research, in particular by Browder and Edel­

stein, has been devoted to generalizing the idea of a strict 

contraction while retaining enough control over the operator 

to be able to construct a fixed point. An indication of the 

modern interest in contraction theorems may be found by 

examining the list in Chapter VI.

The procedure used in applying fixed point theorems 

is illustrated in the proofs of the theorems of Picard, 

Cauchy, and Poincare, together with applications to Fred­

holm and Volterra integral equations.

Theorem 5.1: (Picard) Consider the differential equation

= f(x,y), where f(x,y) satisfies the Lipschitz condi­

tion |f(x,yj) - f(x,y2)| < Mlyj - y2|. Then, on the inter­

val |x - x0| < d, there exists a unique solution y(x) of 

the equation which satisfies the condition y(x0) = y0 [27].

Proof: We replace the differential equation by the integral 

x
equation y = y0 + f f(t,y)dt.

xo
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We shall consider the right hand side of the integral 

equation as an operator defined on C[a,b] where a < x0 < b:

x
A(g) = y0 + /f(t,g)dt.

xo

Since the operation of integration is a continuous function 

of the upper limit, the operator transforms points of C into 

C. Estimating d(Ag1,Ag2) we have

x
dCAg^Agg) = max|Ag1 - Ag2 | = max | J f(t,g ) - f(t,g2)dtj 

xo

< 14 max |g! - g2 | |x - x0 | .

If we take |x - x0| k/M where k < 1, then

dCAgj,Ag2) £ kdCgj,g2),

and hence a unique solution of the equation A(g) = g exists 

by the Banach-Cacciopoli Theorem. This solves the given 

differential equation. It follows from the same theorem 

that the solution can be approximated by iterating the oper­

ator A starting with any continuous function.

Theorem 5.2: (Cauchy) Consider the differential equation 

^-=-f(x,y) where f(x,y) is analytic at the point (x0,y0). 

Then there exists a unique solution y(x) which can be ex­

panded in powers of x - x0 in some neighborhood of the point 

x0, and which satisfies the condition y(x0) = y0 [27].

Proof: Let f(x,y) = Zac.gXayS in the domain |x - x0| < e 

|y - y0| < £. Let M = max for |x - xnI < e’ < e, 3y oi
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|y - y0| <£'<£. Consider the set of analytic functions 

C which are holomorphic in the circle (x-x0)2 + (y-y0)2 = r2 

of radius r = min{k/M,E2} where k is some fixed number less 

than one. If we define dCg^gg) = max|gl - g2 | for g1,g2 

in C, then C is a complete metric space.

V/e replace the differential equation by the integral 

equation:
x 

y = y0 + f(t,y)dt. 
xo

Consider the right side of the equation as an operator A de­

fined on C.

Estimating d(ACgj),A(g2)) we have

* x
d(A(g1),A(g2)) = max | f (f(t,gx) - f(t,g2))dt| 

x0

x
< J max

Xo

l||i IEi - g2ldt < M max|g1 - g2||x - x0

Taking |x - x0| < k/M, we have d(A(g!),A(g2)) < Kd(g1,g2). 

Consequently we can apply the Banach-Cacciopoll Theorem to 

prove A has a fixed point in C and thus has the desired expan­

sion. This completes the proof.

Theorem 5.3: (Poincare) Suppose that in the equation

- f(x,y,X), the function f(x,y,X) can be expanded in a 

power series Eaag^xay^XY in x, y and X which converges in 

the region |x| < e, |y| < e, |X| < e. Then there exists a 

solution of the form
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y = u/x) + Xu2(x) +...+ Xnun(x) +.... [271.

Proof: Let M = max 1^1 and consider the set of functions 

C = (g(x,X) = ZcctgX* aX^}, which are analytic in the domain 

|x| < min {k/M,c}, [X| < min {k/M,£} where k < 1. This set 

is a complete metric space if the distance is taken as 

maxlgj(x,X) - g2(x,X)|.

holm nonhomogeneous linear integral equation of the 

b
second kind: f(x) = X/K(x,y)f(y)dy + ^(x) 

a

where K(x,y) and <!>(x) are given continuous functions for

a < x £ b, a < y £ b and f(x) is the function sought, pro­

vided that [X| < l/M(b-a) where |K(x,y)| < M [26].

Proof: Consider the mapping g = Af, that is

g(x) = X/K(x,y) f (y)dy + cf>(x), of the complete metric space
a

C[a,b] into itself. We obtain

d(gi,g2) = maxjg^x) - g2(x)| < [ X | M(b-a)max | f 1 - f 2 | .

Consequently, the mapping A is a strict contraction for

x 
Consider the onerator A(g) = /Zaagv t^g^X^dt. Then

0 T
A(g) is also a function in the set C. Estimating d(A(g,),A(g?)) 

as in Cauchy's Theorem, we obtain

d(A(gJ ) ,A(g2)) < kdCgpp^), which, again using the Banach- 

Cacciopoli Theorem, proves Poincare's Theorem.

Theorem 5. jl: There exists a unique solution for the Fred­
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|X| < l/M(b-a), and thus by the Banach Theorem, the Fredholm 

equation has a unique continuous solution. The successive 

approximations to this solution:

f0(x), fjCx), .fn(x),... have the form

b
fn(x) = X/K(x,y)fn_ (y)dy + 4>(x). An arbitrary continuous 

a

function may be chosen for f0(x).

Theorem 5.5: There exists a unique solution to a nonlinear

b
equation of the form f(x) = X/K(x,y,f (y) )dy 4- <J>(x) v.’here 

a

K and 4> are continuous, and K satisfies the condition 

(KCxjyjZj) - K(x,y,z2)| < M|z1 - z2|, provided that 

|X| < l/M(b-a) [26].

Proof: For |X| <l/PI(b-a), the mapping g = Af of the com­

plete metric space C[a,b"J into itself given by the formula 

b
g(x) = X/K(x,y ,f (y) )dy + <t>(x) is a strict contraction since 

a

we have maxjg^x) - g2(x)| < | X |M(b-a)max | f 1 - f 2 | .

Theorem 5.6: For the Volterra type integral equation 

x
f(x) = X/K(x,y)f(y)dy 4- cf>(x) where K and 0 are continuous, 

a

the existence of a solution is guaranteed regardless of 

the value of the parameter X [26].



73

Proof: Consider the mapping

x
g(x) = X/K(x,y)f (y)dy + <j>(x) = Af, 

a

defined on the complete metric space C[a,b], If f1,f2 are 

two continuous functions defined on the closed interval [a,b]

x
then |Afx - Af 2 | = X/K (x ,y) (f j (y) - f2(y))dy< |X|Mm(x-a) 

a

where M = max|K(x,y)| and m = max|f1 - f2|.

Thus, by substituting Af and integrating, we get 

|A2f1 - A2f2[ < |X|2M2m((x-a)2/2). In general 

jA^fj - Anf2| < |X|nMnm((x-a)n/n!) < |X|nMnm((b-a)n/n!).

For arbitrary X, the number n can be chosen so large 

that Mn|X|n((b-a)n/n!) < 1. Thus the mapping An will be a 

strict contraction. Consequently, the Volterra integral 

equation has a solution for arbitrary X and this solution is 

unique.



CHAPTER VI

THE PRESEN'T STATUS AND SUGGESTIONS

FOR FURTHER RESEARCH

The purpose of this chapter is to state those fixed 

point theorems which have appeared in the literature, arrang­

ing them to give a clear view of the present state of af­

fairs . This listing demonstrates two main points—there is 

a tremendous amount of current interest in fixed points with 

research in a great many directions, and the ideal fixed 

point theorem which would include most of the other theorems 

as corollaries has not yet been proved.

The theorems are arranged, first, according to type 

of operator. Theorems on the same type of operator are then 

listed according to type of space in order of decreasing 

generality. It was discovered in this investigation that a 

number of the theorems which have appeared independently in 

the literature follow, in fact, as corollaries from others 

and these are listed as such. Caution should be used, how­

ever, in drawing conclusions about this duplication. Cer­

tain of the more general theorems use the results of the 

corollaries in their proof. In addition, some of the corol­

laries are more useful for applications than the general 

theorem since they provide a constructive method of



75 

approximating the fixed point. This, as was pointed out in 

the preceding chapter, is particularly true of the contrac­

tion theorems. The theorems on families of operators are 

listed separately.

Incorporated in the presentation of the theorems are 

appropriate suggestions for further research. Some of the 

theorems whose hypotheses are related seem to indicate that 

a new theorem which includes all of them could be proved. 

An investigation of the "sharpness" of each theorem would 

be profitable, attempting to weaken each part of the hypo­

thesis or strengthen the conclusion, or to construct an 

example showing the theorem cannot be improved.

EXISTENCE THEOREMS FOR SINGLE MAPPINGS

I. P Compact Operators

A. Suppose that T is a P compact operator in a PB 

space X. Suppose further that for given r > 0 

and k > 0 the operator T satisfies both of the 

following conditions:

(h) There exists a number c(r) > 0 such that 

if, for any n PnTx = hx holds for x in Sr 

with h > 0, then h < c(r).

(■nk) If for some x in Sp the equation Tx = ax 

holds then a < k.‘

Then there exists at least one element u in
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Br/Sr such that Tu - ku = 0 E30J.

Comment: Using theorem 4.2, it might be possible to 

generalize this result to a closed, bounded, con­

vex set C which contains the origin as an interior 

point. An easier characterization of a PB space 

and a P compact operator would be most useful.

Corollaries:

1. The assertion of the above remains true if 

condition (h) is replaced by any one of the 

following stronger conditions whose degree 

of generality increases in the given order:

a. T is bounded [29].

b. For any given r > 0 the set T(Sr) is 

bounded [30].

c. X is a Hilbert space and for any given 

r > 0 (Tx,x) s. c| |x| | for all x in Sr 

and some c > 0 [30].

2. The following theorems, in a PB space X, are 

corollaries [29]:

a. (Schauder) If T is a completely continu­

ous mapping of Br into Br, then T has a 

fixed point in Br.

b. (Rothe) If T is a completely continuous 

mapping of Br into X such that T(Sr) c: Br, 

then T has a fixed point in Bp.
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c. (Altman) If T is a completely continuous 

mapping of Br into X such that

| |Tx - x||2 < | |Tx| | 2 - Hxll2 f°r aH 

x in Sr, then T has a fixed point in Br.

d. (Krasnoselsky) If X is a Hilbert space,

T a completely continuous mapping of Br 

into X such that (Tx,x) < ||x||2 for all 

x in Sp, then T has a fixed point in Bp.

e. (Kaniel) If T is a quasicompact ma.pping 

of Bp into X such that Tx + Xx 0 for 

all x in Sp, and any X > p > 0, then there 

exists an element u in Br such that

Tu + pu - 0.

B. Suppose that T is a P Compact operator in a PB 

space X. Suppose further that there exists a 

sequence of spheres {Srp} with rp ->■ «> as p 

and two sequences of positive numbers

Cp = c(rp) and kp = k(Tp) with kp ■* 00 as Tp ro 

such that the following conditions hold:

(Af) Whenever for any given f in Br and any n 

the equation PnTx - Xx = Pnf holds for x in 

Srp with X > 0, then X < cp.

(up) ||Tx - nx|| > kp for any n > p > 0 and any

x in Spp. Then for every f in X there exists 

an element u in X such that Tu - pu = f [30].
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Corollary:

1. The above assertion remains valid if condi­

tion (Af) is replaced by the stronger condi­

tion that T is bounded [291.

C. Let X be a PB space, T a bounded P compact opera­

tor in X, Then for any f in X there exists a 

ball Br and a number p(r) > 0 such that the equa­

tion Tx - px = f has a solution u in Br for every 

constant p > p(r) [29].

D. Let T and U be two bounded P compact operators 

mapping the ball Br in a PB space X into X. If 

X is a Hilbert space and if for all x in Sp,

(Tx ,x) < | |x||2 and | |Tx - Ux| | < | |x - Tx| |, then 

U has a fixed point in Br [29].

II. G Operators

A. Let X be a GB space, 0 a bounded closed convex 

subset of X containing zero as an interior point, 

T:C -> X a G operator. Let J be a duality map in 

X with gauge p. If Jx(Tx) < ||x||p(||xl|) f°r 

x on the boundary of C, then T has a fixed point 

in C [21].

Comment: A simpler characterization of G operators as well 

as GB spaces is needed, and an investigation of 

their relation to PB spaces and operators should 

be made.
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Corollaries:

The following theorems, in a GB space X, are 

corollaries. Let C be a bounded closed convex 

set in X which has zero as an Interior point 

[21].

1. (Schauder) If X is separable, T a completely 

continuous operator mapping C into itself, 

then T has a fixed point in C.

2. (Schauder) Let X be reflexive and separable,

T a weakly continuous mapping of C into itself. 

Then T has a fixed point in C.

3. (Rothe) If X is separable, T a completely con­

tinuous operator mapping C into X such that

the boundary of C is mapped by. T into C, then 

T has a fixed point in C.

. (Petryshyn) If X is separable, T:C -> X is P 

compact, and if J is a duality mapping in X 

with gauge y such that Jx(Tx) < [|x||p(|[x||) 

for every x in the boundary of C, then T has 

a fixed point in C.

5. If X is separable and reflexive, T:C X 

weakly continuous, and if J is a duality 

mapping in X with gauge y such that for every 

x in the boundary of C

Jx(Tx) < ||x||y(||x||), then T has a fixed 

point in C.
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6. (Browder-Guedes de Figueiredo) Let X be re­

flexive, Xs strictly convex, and the duality 

map J both continuous and weakly continuous. 

If T is demicontinuous mapping 0 into X such 

that T = I - A where A is J monotone, and if 

Jx(Tx) < Hx||p(||x|[) for all x in the boundary 

of C, then T has a fixed point in 0.

7. (Browder) Let X be reflexive, V- strictly con­

vex and the duality map J both continuous and 

weakly continuous. If T:C -> 0 is nonexpansi ve, 

then T has a fixed point in 0.

Comment: It would be interesting to find practical applica­

tions for each of the above theorems.

III. Class M

A. Let Br be a closed ball in a Hilbert space X, 

T = I - f where f is in Class M. If T maps Sr 

into Br then T has a fixed point in Br [5].

B. Let C be a bounded closed convex subset with 

nonempty interior of a Hilbert space X,

T = I - f where f is in Class M. Suppose that 

there exists an e > 0 such that ||Tu - u|| > e 

for all u in the boundary of C. Suppose that 

T! = I - fj where fx is in Class M and for u 

in the boundary of C ||Tu - Txu|| ||Tu - u||.

Then if T has a fixed point in C, Tx will have a 
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fixed point in C [5].

C. Let Br be a closed ball in a Hilbert space X, 

T = I - f where f is in Class 14. Suppose that 

for each d > 0 there exists e(d) > 0 such that 

for u in Sr> d < t < l,||fu - tf (--u) | | > e(d). 

Then T has a fixed point in Br [51*

IV. Hemicontinuous

A. Let T be a hemicontinuous map of the ball Br in 

a Hilbert space X into X. Suppose that for all 

u,v in Bp, Re(Tu-Tv, u-v) < ||u - v||2 while for 

| | u| | = r. Re (Tu,u) < j | u| |2. Then T has a fixed 

point in Br [4].

V. Weakly Continuous

A. Let C be a closed convex subset of a Banach space

X and T:C C a weakly continuous mapping such 

that T[C] is separable and the weak closure of 

T[C] is weakly compact. Then T has a fixed point 

in C [34].

Corollary:

1. A convex, weakly compact subset of a separable 

Banach space has the fixed point property for 

weakly continuous maps [34,27].

B. Let T be a weakly continuous operator on the 

separable Hilbert space X. If there exists a posi­

tive constant r such that Re(Tx,x) < ||x||2 for 
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all x in Sr then T has a fixed point in Br [32].

C. Let T be a v;eakly continuous operator on a separ­

able Hilbert space which is monotone increasing 

on rays. Then T has a fixed point [32].

VI. Continuous

A. (Schauder-Tychonoff) Let T be a continuous map of 

a compact convex subset C of a locally convex 

topological vector space into itself. Then T has 

a fixed point in C [3^>3].

Corollaries:

1. A continuous map T of a convex compact set C

in a Banach space into itself has a fixed point 

in C [211,3^,31,27].

2. A continuous self-map of the Hilbert cube has 

a fixed point [13].

3. Any convex, closed subset of the Hilbert cube 

has the fixed point property for continuous 

maps [13].

1|. If T is a continuous map of a k-dimensional 

simplex into itself, then T has a fixed point 

[20].

5. (Brouwer) A continuous operator T mapping the 

closed unit ball in En into itself has a fixed 

point [211,13,31,27] '

6. Any closed, bounded convex subset of En has 
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the fixed, point property for continuous maps 

[31].

B. Let X be a locally convex topological vector space 

satisfying condition E. Suppose C is a nonvoid 

closed convex subset of X and T is a continuous 

map of C into itself such that T[C] is compact. 

Then T has at least one fixed point [18].

Corollary:

1. A continuous operator T mapping a closed 

convex set C in a Banach space into, a compact 

set A £= C has a fixed point [2^,27].

C. Let T be a continuous self map of the Banach space 

X which satisfies ||Tkx - Tky|| < ||T^|| ||x - y|| 

for k = 1,2,.... Suppose that j|| TK|| < ®.
i=l

Then T has a unique fixed point x0 in X and the 

sequence of Picard iterates converges to x0 [35].

Comment: Picard iterates are used so frequently in fixed 

point theorems it would be interesting to take a 

slightly different point of view: Find necessary 

and sufficient conditions on the space and operator 

for the Picard iterates to converge. This could be 

accomplished by fixing the space and varying the 

operator then fixing the operator and varying the 

space.

D. Let T be a continuous map in a separable real
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Hilbert space X such that for some c0> 0

((I-T)x-(I-T)y,x-y) > c0||x - y||z for all x,y 

in X. Then T has a fixed point in X [9].

E. Let X be a finite dimensional Banach space, T

a continuous map of Br into X and p any constant. 

Then there exists u in Br such that Tu - pu = 0 

provided that T satisfies either

(ttu<) If for some x in Sr the equation Tx = ax 

holds then a< p.

or

(7rp>) If for some x in Sr the equation Tx = ax 

holds then a > p [29J.

Corollary:

1. Let T be a continuous operator on the finite 

dimensional. Hilbert space X. If there exists 

a positive constant r such that

Re(tx,x) < ||x|[2 for all x in Sr then T has 

a fixed point in Br [32].

F. Let X be a finite dimensional Banach space. Let 

p be a gauge function and let T:C -> X be a con­

tinuous mapping of the bounded closed convex set 

C in X into X. (0 is in the interior of C.) 

Suppose that for all x in the boundary of C there 

exists v’ in Xs such that v’(x) = ||x||p(||x||) 

and v’ (Tx) < ||x||pi(||x||). Then T has a fixed 
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point in C [21].

Comment: As noted in Chapter IV, both E and F are corol­

laries to the result proved in that chapter. It 

would be an interesting study to attempt to relate 

all the esoteric conditions to one another and 

perhaps synthesize them.

VII. Contraction Operators

A. e-Contractions

1. Let X be a metric space, T an e-contractive 

self map of X such that there exists an x0 

in X for which the sequence [T (x0)} has a 

subsequence converging to a point xs in X. 

Then:

n

a. x* is a periodic point of T, that is 

there exists k > 0 such that 

T (x-) = x*.k

b. If X is e-chainable and x* has a com­

pact neighborhood Np(x*) of radius

p > e, then x* is the unique fixed point 

of T [15].

B. Local Iterative Contractions

1, Let T be a local iterative contraction on a 

complete metric space X. Then T has a unique 

fixed point in X. For arbitrary x0 in X, 

the Picard iterates of x0 converge in the met­

ric to the fixed point of T [35].
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C. II Local Contractions

1. Let T be a II local contraction on the com­

plete metric space X and 0 satisfy the addi­

tional condition: Lim inf (t-^(t)) - a > 0.
t->“

Then T has a unique fixed point in X and the 

Picard iterates converge in metric to the 

fixed point [35].

D. (e,X) Uniform Local Contractions

1. Let X be a complete metric e-chainable space, 

T a map of X into itself which is (e,X) uni­

formly locally contractive. Then there exists

' a unique fixed point of T in X [1^1],

2. If T is a 1-1(e,X) uniformly locally expansive 

map of a metric space Y onto an s-chainable 

complete metric space X contained in Y, then

T has a unique fixed point in X [1^].

E. II Pseudocontractions

1. Let X be a uniformly convex Banach space, B 

a closed ball in X, G an open set containing 

B. Let T be a II pseudocontraction mapping G 

into X such that T maps the boundary of B into 

B. Suppose also that T is demicontinuous and 

that either

a. T is uniformly continuous in the strong
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topology on bounded subsets of X. 

or

b. XK is uniformly convex.

Then T has a fixed point in B [7].

F. I Pseudocontractions

1. Let T be I pseudocontractive and Lipschitz 

mapping a Hilbert space X into X such that 

for some r > 0 (Tx,x) < |[x||2 for all x

in Sr. Then T has a fixed point in Br [9,1.

2. Let T be I pseudocontractive and Lipschitz 

mapping a Hilbert space X into itself such 

that for some r > 0, Tu ~ Xu / 0 for all u

. in Sr and X > ].. Then T has a fixed point 

in Bp [9L

Corollary:

a. Let Bp be a closed ball centered at the 

origin of a Hilbert space X, T a nonexpansive 

map of Bp into X such that for all u in Sr, 

X > 1, Tu - Xu r 0. Then T has a fixed point 

in Br [5].

Comment: It should be noted that Browder uses the word 

"pseudocontractive" for both I pseudocontractive 

and II pseudocontractive. VZhile all examples 

considered appear to be both or neither, it would 

be interesting to have a proof of theii’ exact re­

lationship.
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G. Strict Pseudocontractions

1. Let T be a strict pscudocontraction with con­

stant k mapping a ball Bp about the origin in 

a Hilbert space X into X such that for al], u 

in Sr and any X > 1, Tu - Au/ 0. Let R be 

the retract of X onto Br. Then for any x0 in 

Bp and any y such that 0<l-k<y<l, the 

sequence {xnJ = {(RT)nx0} given by

xn = yRTxn_1 + (l-y)xn_1 converges weakly to 

a fixed point of T in Br. If T is demicompact 

then the convergence is strong [9].

2. Let C be a bounded closed convex subset of the 

Hilbert space X and let T be a map of 0 into

0 such that T is a strict pseudocontraction 

with constant k. Then for any x0 in 0 and any 

fixed y such that 1 - k < y < 1, the sequence 

(xn^ = {Tnx0} determined by xn = yTxn_1 

+ (l-y)xn_1 converges weakly to a fixed point 

of T in 0. If T is demicompact then the con­

vergence is strong [9].

H. Nonexpansive Operators

1. Let X be a Banach space, T a nonexpansive self 

map of X. For given f in X let Tp(u) = T(u) + f 

and suppose T^ is weakly asymptotically regular. 

Let {xnJ = {T^x0} be the sequence of Picard
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iterates starting at x0 and suppose that there 

exists an infinite subsequence {xn^}-*y in X. 

Then y is a solution of u - Tu = f and the 

whole sequence converges strongly to y [8],

2. Let X be a strictly convex Banach space, T 

a nonexpansive self map of X with nonempty 

T-closure.

a. If there exists an x in T-closure such 

that [{Tn(x)}J is finite dimensional, then 

there exists x  in the closed convex hull 

of {Tn(x)} such that T(x*) = x*.

5

b. If there exists an x in the T-closure such 

that {1/n Z Tn(x)} contains a subsequence 

which converges weakly to some x* in X, 

then X  is a fixed point of T.s

c. If X is also reflexive, and if there 

exists an x in T-closure such that {Tn(x)} 

is bounded then T has a fixed point in X 

[16].

Comment: The definition of weakly asymptotically regular is 

sufficiently similar to the condition on 2.b above 

that a relationship appears to exist between the 

two. It would be interesting to discover it.

3. Let C be a nonempty closed convex subset of a 

reflexive Banach space with normal structure 
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and suppose that T is a nonexpansive self map 

of C. If there exists p in C such that 

{Tn(p)} is bounded, then T has a fixed point 

in C [25L

Corollaries:

a. If the condition that {Tn(p)} be bounded is 

replaced by the stronger condition that C is 

bounded, then the result remains true [25J.

b. Every nonexpansive self map of a nonempty 

bounded closed convex subset C of a uniformly 

convex Banach space has a fixed point [8,6],

c. Let X be a Hilbert space, C a bounded closed 

convex subset of X, T a nonexpansive self 

map of C.

(1) T has a fixed point xs in C and if x* is
w

a unique fixed point then Tnx0 -> x* for 

any x0 in C [9,5].

(2) If T = XI + (l-X)T for 0 < X < 1, then
n wfor any x0 in C, T^x0 y where y is a 

fixed point of T in C. If, in addition, 

T is demicompact, then the convergence is 

strong [9].

4. Let C be a closed convex subset of a strictly 

convex Banach space, T a nonexpansive self map 

of C, and suppose that T(0) <= Cx <= C where Ct
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is compact. Then the sequence {Fn(x)} where 

F:C + C is defined by F(x) = ^(T(x) + x) 

converges to a fixed point of T [173.

5. Let X be a uniformly convex Banach space, B 

a closed ball in X, G an open subset of X 

containing B. Suppose T is a nonexpansive 

map of G into X which maps the boundary of B 

into B. Then T has a fixed point in B [73.

6. Let X be a uniformly convex Banach space, 0 

a closed bounded convex subset of X, G an 

open subset of X which contains 0 and such 

that 0 has positive distance from X/G. Sup­

pose T is a nonexpansive map of G into X 

which maps the boundary of C into C. Then T 

has a fixed point in C [73.

7. Suppose T is a nonexpansive map of a bounded 

closed convex subset 0 of a Hilbert space X 

into X. Suppose further that if u lies on 

the boundary of 0 and if u = Rc(Tu), then u is 

a fixed point of T. Then T has a fixed point 

in C and for any X, 0 < X < 1 and any x0 in

C, the sequence {xn = XRcTxn_1 + (1-X)xn_1} 

converges weakly to a fixed point of T in C. 

If in addition T is demicompact, the converg­

ence is strong [93.
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8. Let B be a closed ball centered at the origin 

of a Hilbert space X, T a nonexpansive map of

B into X such that for u in the boundary of 

B, Tu = -T(-u). Then T has a fixed point in 

B [91.

9. Let C be a bounded closed convex subset of a 

real Hilbert space and let T mapping C into 

Itself be representable as T = S + U where 

S satisfies | | Sx -- Sy | | q| |x - y| | for all 

x,y in C. Then T has at least one fixed point 

if either of the following conditions is satis­

fied:

a. If q < 1 then U is completely continuous.

b. If q = 1 then U is strongly continuous [361.

I. Strict Nonexpansive Operators

1. Let X be a metric space, T a strictly non­

expansive self map of X such that there exists 

an x in X for which {Tn(x)} has a subsequence 

converging to a point x* in X. Then x* is a 

fixed point of T [151.

Corollary:

a. If an operator T jn a complete metric space 

X maps a closed set A onto a compact set

B c c and T is strictly nonexpansive on C, 

then T has a unique fixed point in C [2^1,27].
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J. Strict Contractions

1. Let T be a continuous self map of the complete 

metric space X. Suppose that

d(Tx/ry) < X (d(x,y) )d(x,y) where X(p) is a 

nonincreasing function in p and satisfies 

0 < X(p) < 1 for p > 0. Then T has a unique 

fixed point in X [35].

Comment: The requirement that T be continuous is super­

fluous since the condition X(p) < 1 gives

d(Tx,Ty)^ d(x,y).

2. T is a continuous map of a closed subset of a

complete metric space X into itself such that

T* * * * * n is a strict contraction for some integer

n >0, then the sequence of Picard iterates 

converges to a unique fixed point of T in X 

[26,18].

Corollary:

a. If T is a strict contraction with constant k 

mapping a closed subset C of a complete metric 

space X into itself, then T has a unique fixed 

point in C. Moreover, we can obtain the fixed 

point x* as the limit of a sequence (xn} where 

xn+i = ^Cxn) and x0 is any element in C. The 

ratio of convergence is given by 

d(xn,x«) < (kn/l-k)d(x,x0) [24,26,2?]. 
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Comment.: The existence of a fixed point in this case also 

follows as a corollary to 1.

3. Let U be an open subset of the Banach space X,

T a strict contraction with constant k mapping

U into itself. Suppose that there exists a 

ball Br(x0) contained in U such that

||Tx0 - x0|| < (l-k)r. Then T has a unique 

fixed point in Br [31].

Corollary: 

a. In Rn let T be a strict contraction witli con­

stant k defined on a closed neighborhood 

Nr(y0) and suppose that 

||T(y0) - y0I I < (l-k)r. Then T has a unique 

fixed point in Nr(y0) [20].

Comment: A close examination of the relations between all

the types of contractions in order to find one kind 

of contraction which includes all, or most, of the 

others needs to be made. It would perhaps be fruit­

ful to construct examples of situations in v/hich a 

contraction does not have a fixed point. An in­

vestigation of the use of Picard iterates and al­

ternative schemes for approximating the fixed point 

of a contraction type operator could be made, with 

special attention given to algorithms for speeding

convergence.
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VIII. Nowhere Normal Outward Maps

A. Let X be a strictly convex normed linear space, 

K a compact convex subset of X and T a nowhere 

normal outward map from K into X. Then T has a 

fixed point [22],

IX. Weakly Outward and Inward Maps

A. Let X be a topological vector space such that 

continuous linear functionals distinguish points. 

Let K be a compact convex subset of X.

1. If T:K ->■ X is weakly inward then T has a 

fixed point in K [22].

2. If T:K -> X is weakly outward then T has a 

fixed point and K £ T(K) [22].

Comment: In all of the preceding theorems a technique which 

makes the results easier to apply in a practical 

situation is needed. In particular, an easy method 

of determining whether the complicated hypotheses 

are fulfilled would be extremely useful.

FIXED POINTS OF FAMILIES

I. Continuous

A. Let X be a topological vector space, C a nonvoid 

compact convex subset of X. Suppose G is a set 

of continuous maps of C into itself such that: 

1. If g is in G, x,y in C and a,b > 0 such that 
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a + b = 1 then g(ax+by) = ag(x) + bg(y).

2. There exists a natural number n and subsets

G-£ (O^i^n-1) of G such that

{1} = GnGn-i ••• - ~ where 1 is

the identity man of C. To each pair g’,g" 

in G^_1 there exists an f in Gj_ such that 

g’g" - g"g'f.

Then there exists x0 in 0 such that 

g(x0) = x0 for all g in G [18].

Comment: Can any other characterization of the set G be 

given? How does G relate to the set of all con­

tinuous functions? Is G a solvable group?

What are the implications if G is abelian or con­

sists of linear functions, or both?

B. Let C be a compact convex subset of a topological 

vector space X. Let F be a commuting family of 

continuous linear maps which map C into itself. 

Then F has a common fixed point in C [13],

C. Let C be a compact convex subset of a locally 

convex topological vector space X and let G be

a group of linear maps which is equicontinuous on 

0 and such that g(C) c C. Then G has a common 

fixed point in C [13].

Comment: It should be determined if a weaker condition 

such as locally compact and bounded could replace 

the requirement of compactness.
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II. Contraction

A. Let X be a Banach space and let C be a nonempty 

compact convex subset of X. If F is a nonempty 

commutative family of nonexpansive maps of C into 

Itself then the family has a common fixed point 

in C [11].

B. Suppose C is a weakly compact, convex subset of a 

Banach space X and suppose C has complete normal 

structure. Let F be a commutative family of non­

expansive maps of C into itself. Then the family 

has a common fixed point in C [2].

Corollaries:

1. . If F is countable, or if C is separable, then

complete normal structure in the above may be 

replaced by countable normal structure [2,1],

2. Let X be a uniformly convex Banach space, F a 

commuting family of nonexpansive maps of a 

given bounded closed convex subset C of X into

C. Then the family has a common fixed point 

in C [6].

C. Let C be a nonempty closed bounded convex subset 

of a Banach space X, M a compact subset of C. 

Let F be a nonempty commutative family of non­

expansive mappings of C into itself with the 

property that for some f1 in F and for all x in C 

the closure of the set [f^(x)} contains a point 
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of M. Then the family has a common fixed point 

in M [1L

D. Suppose C is a nonempty weakly compact convex 

subset of a strictly convex Banach space X. Sup­

pose F is a nonempty commutative family of non- 

expansive mappings of C into itself such that for 

each f in F the f closure is nonempty. Then the 

family has a common fixed point in X [1].

Comment: A close examination of the structure of each of 

the above families is needed. Examples., of each 

type should be constructed, both to exhibit the 

theorem and to show that it can or cannot be im­

proved as well as to make it easier to answer 

certain conjectures which arise.
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