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Abstract

Cyber-physical systems (CPS) often referred as “next generation of engineered sys-

tems" are sensing and communication systems that offer tight integration of computation

and networking capabilities to monitor and control entities in the physical world. The ad-

vent of cloud computing technologies, artificial intelligence and machine learning models has

extensively contributed to these multidimensional and complex systems by facilitating a sys-

tematic transformation of massive data into information. Though CPS have infiltrated into

many areas due to their advantages, big data analytics and privacy are major considerations

for building efficient and high-confidence CPS. Many domains of CPS such as smart me-

tering, intelligent transportation, health care, sensor/data aggregation, crowd sensing etc.,

typically collect huge amounts of data for decision making, where the data may include indi-

vidual or sensitive information. Since vast amount of information is analyzed, released and

calculated by the system to make smart decisions, big data plays a key role as an advanced

analysis technique providing more efficient and complete solutions for CPS. However, data

privacy breaches during any stage of these large scale systems, either during collection or

big data analysis can be an undesirable loss of privacy for the participants and for the entire

system.

This work focuses on effective big data analytics for CPS and addresses the privacy

issues that arise in various CPS applications. Because of their numerous advantages, CPS

and its communication networks inevitably become the targets of attackers and malicious

users either during data collection, data storage, data transmission, or data processing and

computation, keeping users’ information at risk. Given these challenges, this work endeavors

to develop a series of privacy preserving data analytic and processing methodologies through

data driven optimization based on differential privacy; and focuses on effectively integrating

the data analysis and data privacy preservation techniques to provide the most desirable

solutions for the state-of-the-art CPS with various application-specific requirements.
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Chapter 1

Introduction

A cyber-physical system (CPS) is a sensing and communication system that offers

tight integration and combination of computation, networking and physical processes. CPS

are largely referred to as the next generation of engineered systems with the integration

of communication, computation, and control to achieve the goals of stability, performance,

robustness, and efficiency for physical systems. CPS mainly consists of two components:

a physical system and a cyber system. Typically, embedded computers and sensors in the

physical system collect measurements that reflect the current state of the physical system,

and then send them to the cyber system through communication networks in real time.

At the same time, the cyber system processes the received measurements and obtains the

status of the physical system. Based on the processing results, the cyber system responds

to the physical system in real time by sending directive instructions through communication

networks, achieving better performance, or maintaining system stability.

CPS have infiltrated into many areas, such as aerospace, automobiles, chemical pro-

cessing, civil infrastructure, energy, healthcare, manufacturing, transportation, entertain-

ment, and consumer appliances. Big data analysis is a major issues for building efficient

cyber-physical systems. The advent of the data processing and big data analysis has con-

tributed significantly to the growth of cyber-physical systems. Big data shows great potential

in decision making, optimizing operations and capitalizing on new sources of revenues in a

variety of fields. From the enreach data, the CPS can organize the prognostic and health

management, detect invisible problem and avoid unplanned downtimes to overwhelm uncer-

tainties in the system. Analysing and studying the data efficiently from the cyber-physical

system and is a promising way to remaining useful life prediction, fault diagnose and fault

detection.

Privacy is another consideration in CPS. Cyber-physical systems are often distributed
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Figure 1.1: Cyber-Physical Systems

across wide geographic areas and typically collect huge amounts of information for data

analysis and decision making. For example, the operation of emerging large-scale monitoring

and control systems, such as intelligent transportation systems or smart grids relies on

information continuously provided by and about their users. The collection of information

helps the system make smart decisions through sophisticated machine learning algorithms.

But, it can be an undesirable loss of privacy for the participants, thereby putting their

promised benefits at risk. Data breaches, however, could potentially happen in any part

of the system, including the stages of data collection, data transmission, data operation,

and data storage. Due to its importance, CPS and its communication networks inevitably

become the targets of attackers and malicious users. More recently, the need has arisen for

new theories and tools that can protect the individuals around whom sensor networks and

other smart information sources are being built for purposes of collecting dynamic data.

Due to emerging computing technologies, CPS has caught much attention in the re-

search community, especially in the areas of security and privacy to prevent it from outside

attackers and malicious users. This work focuses on developing tools and techniques for effec-

tively preserving the privacy of the users in various CPS. Since cyber-physical systems have

2



applications in various domains, the traditional ways of protecting privacy do not readily

apply to these emerging distributed systems. Considering application-specifi c requirements

for different CPS, our inter-disciplinary research integrates various mathematical models

that control the physical system along with data-driven methodology and differential pri-

vacy based techniques that deal with the uncertainty of the CPS simultaneously. The major

goal of this work is to maximize the utility of the system with limited uncertain sampled

data and guarantee the privacy of individuals or corporations for real-time practical CPS

applications. The notion of privacy and uncertainty for CPS is considered as follows.

Privacy: CPS and its communication networks usually involve in many entities, in-

cluding human beings and companies, and sensors continuously collect data about them.

CPS privacy mainly consists of two parts. The first is identity privacy, such as whether an

entity participates in a CPS or communication network. The other is data privacy. The data

collected by sensors or the data collected during analysis may reveal sensitive information

about human beings and corporations. For instance, smart meters in a power system can

be used to infer household activities. This work focuses on privacy preservation during data

collection, transmission and computation.

Uncertainty: CPS and its communication networks usually involve in many entities,

including human beings and companies, and sensors continuously collect data about them.

Sometimes, the size of the data maybe too large to process. For instance, the Los Angeles

Department of Water and Power(LADWP) serves 4.1 million consumers, and has a net

generation capacity of 7,100MW. It is very hard if not impossible to process all of the data

in the realtime. Therefore, in our work, we collect the data from the sampled users to learn

the characteristic of the whole data set. How to deal with the uncertainty of the data is very

challenge. For instance, when the system collect the data from sampled users, the result

cannot be 100% accurate to represent the whole user’s characteristic. There always will be

a gap between the sampled result and real result. In our work, we mathematically describe

this gap and consider it in the optimization problem to maximize the utility of the CPS

3



under the real scenario.

This dissertation focuses on the privacy preservation and data-driven analysis in CPS,

including its communication networks. As we can see, CPS is a large area, and it is chal-

lenging to cover all aspects of this area. Different from the existing works, we try to address

the privacy issues in real world scenarios and guarantee the utility of the underlying system

without compromising the privacy and considering the uncertainty of the unknown whole

dataset. Specifically, we present three different CPS applications, considering their privacy

requirements and the mathematically distribution distance between sample dataset and

whole dataset, and we present our works on guaranteeing privacy preservation in these ap-

plications. In this chapter, we will briefly state each problem, and describe the contribution

of each work.

Specifically, we first illustrate the differential privacy technique and the data-driven

methodology we employed in big data analysis in Chapter2. We present an obfuscation

strategy for PUs in spectrum trading to preserve PUs’ temporal operational privacy, which

employ a data-driven risk-averse model to characterize the uncertainty of SUs’ demands

and jointly consider the frequency reuse in the cognitive radio (CR) network in Chapter 3.

Then, we present a data-driven spectrum trading scheme which maximizes PUs’ revenue.

Meanwhile, integrate centralized differential privacy in the spectrum trading to protect SUs’

demand privacy. In Chapter 5, we introduce potential privacy attacks in one of the most

important cyber system, i.e., smart grids with focus on privacy issues in consumers, and

propose efficient countermeasures to defend against such attacks. In Chapter 6, we present

a novel scheme in information-centric network to predict the content popularity from limited

sample users, and offer the cache-enabled access points (APs) to enjoy the benefits of caching

users’ preferable contents without disclosing the users’ privacy. In Chapter 7, we integrate

differential privacy (DP) preserving techniques into data-driven optimization, and propose

a novel scheme that not only preserves the privacy of 5G next generation networks users’

transmission information, but also maximizes the revenue of small cell deployment. At

4



last, we present some possible future works to which data-driven methodology and privacy

technique can be applied in Chapter 8.

5



Chapter 2

Differential Privacy and Big Data

2.1 Preliminaries

2.1.1 Centralized Differential Privacy

Differential privacy ensures that any sequence of output from data set (e.g., responses

to queries) is “essentially” equally likely to occur, no matter any individual item is present

or not presenst [1–3]. In other word, a single item in the database does not (significantly)

affect the outcome of analysis. The differential privacy technique keeps the characteristic of

the whole data set, and preserves privacy of each individual data item.

In the standard (or centralized) DP setting, each user sends raw data to the database,

who obtains the true distribution, adds noise, and then publishes the result. In this setting,

the aggregator is trusted to not reveal the raw data and is trusted to handle the raw data

correctly [4]. DP keeps the characteristic of the whole data set, and preserves information

privacy of each individual.

We assume a database x being collection of records from a universe X 1. Each entry

di represents the number of elements in the database x of type i ∈ X , and N denotes the

set of all non-negative integers, including zero. It will be convenient to represent database

by their histograms: x ∈ N|X |. In this presentation, the l1 distance between two database d

and d′ is defined as follows [1].

Definition 2.1. Distance Between Database: The l1 norm of a database d is denoted as

||x||1 and is defined to be:

||x||1 =

|X |∑
i=1

|xi|. (2.1)

1A universe X of data type indicates the set of all possible database rows.

6



The l1 distance between two database d and d′ (i.e., ||x − x′||1) is a measure of how many

records differ between x and x′.

Definition 2.2. Differential Privacy: Let A denote a randomized algorithm, r denote the

output result and x denote the input (data set), i.e., A(x) = r. For all x, x′ ⊆ N|X | satisfies

||x− x′||1 ≤ 1,

log
Pr(r|x)

Pr(r|x′)
≤ ε. (2.2)

Then we say A satisfies ε-DP (differential privacy). The parameter ε represents the

privacy budget the algorithm A offered. A smaller value of ε indicates the stronger privacy

level guarantee and more perturbation noise; a larger value of ε means a weaker privacy level

guarantee with higher data utility.

Numeric queries, function f : N|X | → Rk map databases to k real numbers. The l1

sensitivity determines how accurately we can answer such queries.

Definition 2.3. Function f with l1-sensitivity: The l1-sensitivity of a function f : N|X | →

Rk is

∆f = max
d,d′∈N|X|.
||d−d′||1=1

||f(x)− f(x′)||1. (2.3)

The l1 sensitivity of a function f captures the magnitude, by which an individual item

can change the function f in the worst case. To understand it intuitively, f could be the

query to the database, and f(x) is the answer of f under the database x. The sensitivity

∆f in the response is the key element to hide the information of a single individual [1].

Definition 2.4. The Laplace Distribution and the Laplace Mechanism: The PDF (Proba-

bility Density of Function) of the Laplace Distribution (centered at 0) with scale b is:

Lap(z|b) =
1

2b
exp
(
− |z|

b

)
. (2.4)

In the following work, we will write Lap(b) as the simplification to a random variable

7



Z ∼ Lap(b). The Laplace Mechanism simply computes f , and perturb each coordinate

with noise drawn from the Laplace distribution, where b = ∆f/ε. The scale of the noise is

calibrated to the sensitivity of f as described in Definition 3. The Laplace Mechanism AL

is defined as

AL(d, f(·), ε) = f(d) + (Y1, · · · , Yk),

where Yi are i.i.d random variables drawn from Lap(∆f/ε). The proof of Laplace mechanism

reserves ε-DP is shown in [1].

2.1.2 Distributed Differential Privacy

As introduced in the previous section, the centralized differential privacy setting has

a strong assumption that a trustworthy third-party database or data aggregator is required

to apply the randomized algorithm on the exact data of data providers. In reality, people

may evade to provide data to a survey including sensitive questions. In such a situation that

the data providers trust no one even the data collectors but only themselves, secure multi-

party computation and homomorphic encryption are suitable to involve in the differential

privacy definition. In [5], the authors propose a private stream aggregation algorithm which

guarantees distributed differential privacy of individual user, while the aggregator can only

get the statistical results, but not learn any other unintended information from users. We

assume x = {x1, · · · , xn} denotes the vector of users’ data, function f represents the desired

statistics of data provider and O indicates the output range of function f . Then, the

definition of distributed differential privacy (DDP) is shown as follows.

Definition 2.5. With a privacy confidence parameter ε > 0 and 0 ≤ δ < 1, a randomized

algorithm A satisfies (ε, δ)-distributed differential privacy with respect to the function f , for

any subset X ⊆ O, when given two neighbor vectors x,x′ [5]:

Pr[f(A(x)) ∈ X] ≤ eε · Pr[f(A(x′)) ∈ X] + δ.
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The two neighbor vectors x,x′ are supposed to have only one element different. The

privacy confidence parameter ε controls the privacy preservation level. With smaller ε, it is

less possible to distinguish the outputs of the randomized algorithm A with two different

inputs, which means the privacy protection is stronger.

In the setup of the DDP algorithm, based on the homomorphic encryption scheme,

each customer gets a private key skj to encrypt the data with distributed differential private

noise and the data provider also gets the key sk0 to decrypt the statistics when receiving all

of the cipher texts from customers. Because the data provider can only learn the noisy statis-

tic, each user would add less noise to the demand data, if the randomization of the desired

statistic f(A(x)) is big enough. As the user’s data is in a discrete group, in DDP, a symmet-

ric geometric distribution is exploited to guarantee the satisfaction of differential privacy.

The probability mass function of symmetric geometric distribution is Geom(α) = α−1
α+1α

−|j|.

When α is set to eε/∆ and the noise comes from this symmetric geometric distribution, the

randomized algorithm A is able to achieve differential privacy [5].

2.1.3 Local Differential Privacy

Differential privacy [6] is used to obtain the statistical information of databases with-

out disclosure of the data providers’ privacy. Intuitively, given two databases, which have

only one element different from each other, as the inputs of a randomization algorithm, the

outputs are not distinguishable. However, there must exist a trustworthy database or data

aggregator when applying the centralized differential privacy. In local differential privacy,

it assumes that the service database is honest-but-curious, which means the privacy leakage

possibility increases. Therefore, local privacy setting is suitable in the situation that the

data providers trust no one except themselves. The Warner’s random response model [7] is

one of the oldest local privacy model applied in survey sampling. If there are two answers

of one question, the data provider will reply truly with probability of p and falsely with

probability of 1− p. Combining local privacy and differential privacy, the definition of local
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differential privacy (LDP) is shown as follows.

Definition 2.6. With a privacy confidence parameter ε ≥ 0, a randomized algorithm A

satisfies ε-local differential privacy, when given two inputs x and x′ [8]:

Pr[A(x) = z]

Pr[A(x′) = z]
≤ eε,

where z is the secure view of the input.

Therefore, with a specific output s from the randomized algorithm A, it is not able to

determine or can infer with negligible probability whether the input is x or x′. Additionally,

the privacy confidence parameter ε controls the privacy preservation level, which means

there is more possibility to distinguish the outputs of the randomized algorithm A with two

different inputs with a higher value of ε. In other words, smaller ε means higher privacy

preservation level.

To perform a LDP mechanism, it contains several steps. First, the true data is encoded

locally into a vector or a number. Next, the encoded data is randomized by a specific

function. At last, the processed data will be sent to the data aggregator or database. Among

the three steps, the combination of the first two steps is the randomized algorithm A in the

definition, which is finished locally and supposed to satisfy ε-LDP. In [9], the authors have

introduced an optimized LDP protocol, named optimal local hashing (OLH), which can offer

higher accuracy of frequency estimation with lower communication cost.

In the encoding step of OLH, the input, denoted as ru ∈ [1, F ], is first encoded with the

hash function H, which can hash the input value into [g] (g > 2), uniformly chosen from a

universe hash function family H. The output of first step is represented rHu = Encode(ru) =

〈H, ru〉. In the next perturbation step, rHu is perturbed into r′u = Perturb(rHu ), with the

probability shown as
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∀k∈[g]Pr[r′u = k] =


p = eε

eε+g−1 ,when r
H
u = k,

q = 1
eε+g−1 ,when r

H
u 6= k.

(2.5)

This local hashing protocol including encoding and perturbation is satisfactory to ε-LDP

(the detailed proof shown in [9]). With g = eε + 1, it can receive the optimal variance of the

aggregation results, which is used to estimate the frequency of each input value reported.

Therefore, after employing the OLH protocol, one user’s input ru will be r′u within the

domain of g. During the aggregation process, the aggregator or database can estimate the

frequency of each value r′u in the range F occurs from the following equation,

ru(f) =

∑U
u=1 If (r′u)−Nq∗

p∗ − q∗
, (2.6)

where
∑U

u=1 If (r′u) is the counts of occurrence of each value r′u in the range F , p∗ is equal

to p from (2.5) is and q∗ = 1
g (detailed description is in [9]).

2.2 Big Data Analysis : Data-driven Methodology Prelimi-

naries

2.2.1 ζ-structure metric

We use a ζ-structure probability metric, which is a distribution distance measurement

proposed in [10, 11] to quantify the distance of distributions. Specifically, a predefined

distance measure d(P0,P) is constructed on confidence set D, where P is the true distribution

and P0 is the reference distribution conducted from historical data. The distance dζ and

confidence set D can be defined as

D = {P : dζ(P0,P) ≤ θ} and (2.7)

dζ(P0,P) = sup
h∈H

∣∣∣∣∫
Ω
hdP0 −

∫
Ω
hdP

∣∣∣∣ . (2.8)
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Figure 2.1: Wasserstein metric (one-dimensional case).

1

0
x

F(x)

G(x)

U(F,G)

Figure 2.2: uniform metric

Here, dζ(·, ·) represents the distance under ζ structure probability metric, θ denotes the

tolerance, and H is a family of real-valued bounded measurable functions on Ω (the sample

space on ξ). Tolerance θ is correlated to data size Q, i.e., the size of historical data. It

can be easily inferred that the more demand samples that the STED can collect, the tighter

D would be, and the closer ambiguous distribution P0 would be to P. More details of

ζ-structure probability metric is introduced in the next Section.

Three ζ-probability metrics are employed to solve the proposed problem, which are

derived as follows. We define ρ(x, y) as the distance between two variables x and y. P = L(x)

as random variables x following distribution P.

• Kantorovich metric: denoted as dK(P0,P), H = {h : ||h||L ≤ 1}, where ||h||L :=

sup{h(x) − h(y)/ρ(x, y) : x 6= y in Ω}. By the Kantorovich-Rubinstein theorem, the

Kantorovich metric is equivalent to the Wasserstein metric. In particular, when Ω = R,
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let dw denote the Wasserstein metric, then

dw(P0,P) =

∫ +∞

−∞
|F (x)−G(x)|dx, (2.9)

where F and G are the distribution function derived from P0 and P respectively, which

is demonstrated in Fig. 2.1.

• Fortet-Mourier metric: denoted as dFM (P0,P), H = {h : ||h||C ≤ 1},

where ||h||C := sup{h(x) − h(y)/c(x, y) : x 6= y in Ω} and c(x, y) =

ρ(x, y) max{1, ρ(x, a)p−1, ρ(y, a)p−1} for some p ≥ 1 and a ∈ Ω. Note that when p = 1,

Fortet-Mourier metric is the same as Kantorovich metric. The Fortet-mourier metric

is usually utilized as a generalization of Kantorovich metric, with the application on

mass transportation problems.

• Uniform metric: denoted as dU (P0,P), H = {I(−∞,t], t ∈ Rn}. According to the

definition, we have dU (P0,P) = supt |P0(x ≤ t),P(x ≤ t)|. It is illustrated in Fig. 2.2,

where F and G are the distribution functions derived from P and P0, respectively.

From the definition of metrics and relationships between metrics under ζ-structure,

we can derive the convergence property and convergence rate accordingly. For the uniform

metric, the convergence rate can be derived from the Dvoretzky-Kiefer-Wolfowitz inequal-

ity [12–14]:

Proposition 1 The convergence rate of the uniform metric for a single dimension case

is (i.e., n = 1),

P(dU (P0,P) ≤ θ) ≥ 1− exp

(
− θ2Q

2

)
. (2.10)

In [15], the converge rate of the Kantorovich metric is shown below:

Proposition 2 For a general dimension case (i.e., n ≥ 1),

P(dK(P0,P) ≤ θ) ≥ 1− exp

(
− θ2Q

2∅2

)
. (2.11)
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Therefore we have P(P0,P) ≤ θ) ≥ 1− exp(− θ2

2∅2Q) = η, and θ = ∅
√

2log(1/(1− η))/Q.

The relationship among metrics is represented as dFM (P0,P) ≤ Λ · dK(P0,P), where

Λ = max{1,∅p−1} and∅ is the diameter of Ω. From the relation between the Fortet-Mourier

metric and Kantorovich metric with Proposition 2, we can easily derive the convergence rate

of other metrics.

Corollary 1 For a general dimension (i.e., n ≥ 1), we have

P(dFM (P0,P) ≤ θ) ≥ 1− exp
(
− θ2Q

2∅2Λ2

)
. (2.12)

With the convergence rate in (2.10)-(2.12), we can calculate the tolerance θ accord-

ingly. For instance, in the Kantorovich metric, we assume the confidence level is η.

Therefore, P(du(P0,P) ≤ θ)) ≥ 1 − exp(− θ2

2∅2Q) = η according to (2.10), and θ =

∅
√

2log(1/(1− η)/Q).
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Chapter 3

Optimization Based Primary Users’ Operational
Privacy Preservation

3.1 Introduction

In recent years, the exploding increase of mobile wireless devices and the proliferation

of wireless services have accelerated the growth in demand for radio spectrum [16–18]. With

limited unlicensed spectrum, regulators are turning to dynamic spectrum sharing and look-

ing for advanced techniques to improve spectrum utilization. As one promising technology,

cognitive radio (CR) [19–21] allows secondary users (SUs) to access the idle spectrum in

temporal and spatial domain opportunistically, when primary users (PUs) are not active.

To further meet the ever-increasing demand for spectrum, Federal Communication Com-

mission (FCC) and National Telecommunications and Information Administration (NTIA)

have agreed to open up the 3550-3700 MHz band for unlicensed communications [22, 23].

Note that most frequencies within 3550-3700 MHz are traditionally used by government

agencies, e.g., Department of Defense [23,24], and the operational information (such as time

of use, geographical locations, anti-jamming capability, and so on) of government facili-

ties, e.g., military radars, are very sensitive or even classified. Therefore, maintaining the

PUs’ operational privacy while providing SUs’ spectrum accessing opportunities poses great

challenges.

3.1.1 Related Work

There are several pioneering works about PUs’ privacy preservation in existing litera-

ture. For example, Clark et al. in [25] discuss several attack models and PUs’ obfuscation

strategies, based on the assumption that all the information of PUs and SUs are stored in a

database. The adversary might hack the database or compromise SUs’ devices to infer PUs’
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location information. Robertson et al. in [26] proposed to add false spectrum allocation

entries into the database to prevent the adversary from learning the operational privacy of

PUs. Bahrak et al. in [27] use obfuscation methods to develop a pentagon-shaped contour,

which envelops the PU’s actual contour to hide PU’s accurate location. Another approach

is to perturb the output with noises to satisfy differential privacy, as proposed by Dwork

et al. [6]. Since simply adding noise signals may degrade the performance of collaborative

sensing results, Gao et al. in [28] further proposed a distributed dummy report injection

protocol, which jointly prevents the pollution of the aggregation results and preserves lo-

cation privacy of PUs. Based on attributed-based encryption techniques, Liu et al. in [29]

developed the query policy for PUs’ spectrum usage database to protect PUs’ location pri-

vacy. In military communications, Fu et al. in [30] proposed a method that hides traffic

characteristics from eavesdroppers by padding the traffic with constant/variable interarrival

times, to mitigate the traffic analysis attacks. In addition, there are some previous works

related to the time-based traffic model. For instance, Bonal et al. in [31] show that if the

underlaying scheduler is fair, the flow-level (‘TCP’) throughput and delay admit simple time

based form, which is independent of the actual inter-arrival distribution between MAC layer

packets. However, most existing schemes do not consider the privacy of temporal informa-

tion such as the time of usage, which are critical for PUs. The temporal operations of PUs

might include highly confidential or even classified information (e.g., the operational time

of military radars). If such information is obtained by a malicious party, it may jeopardize

national security and people’s safety. In addition, most of the existing PUs’ privacy preserv-

ing designs have limited consideration on creating more accessing opportunities to satisfy

SUs’ traffic demands and improve spectrum utilization, that is the sole purpose of opening

up 3550-3700 MHz band for CR communications.

In addition, there are a lot of existing literature works on primary user activity model-

ing and primary user activity measurement campaigns. For instance, Chen et al. in [32] and

Saleem in [33] introduce various spectrum occupancy models which extract different sta-
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Figure 3.1: System architecture and temporal operational attacks.

tistical properties from the measured data, and discuss the spectrum occupancy prediction

which employs moving-average models to predict the channel status at future time instants.

Xing et al. in [34] takes the survey of prediction technique in cognitive radio network

(i.e., hidden markov model-based prediction, multilayer perceptron neural-network-based

prediction, etc.), and present that relevant open research challenges. Hoyhtya et al. in [35]

introduce a method to analyze spatial occupancy in location probability metric, and find

optimal location for sampling by use of simulated annealing in the article.

From the aspect of the PU, if the PU could precisely predict SU’s traffic demands, it

can provide better obfuscation strategy. In this way, the PUs can intentionally add dummy

signals to obfuscate the attackers1 while trying their best to satisfy SUs’ traffic demands.

However, it is a challenging problem to characterize the uncertainty of SUs’ traffic demands.

Some previous efforts tried to employ robust optimization to address this issue. For instance,

Lunden et al. in [36] proposed a robust computationally nonparametric cyclic correlation

estimator, which does not require the distribution information of users’ traffic. Gong et

al. in [37] designed an algorithm to search the optimal detection bound considering signal

uncertainty. However, the robust optimization approach can be very conservative, since its
1It refers to the attackers either hacking into the spectrum usage database or employing multiple SUs to

sense in order to learn the PUs’ operational parameters [25].
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objective is to minimize the worst case cost or the worst case effectiveness. If PUs add too

many dummy signals, according to the overly conservative analysis for privacy preservation,

it would reduce the utility of SUs.

3.1.2 Our Contribution

To address these issues, we propose a novel PUs’ obfuscation strategy design by for-

mulating the PUs’ operational privacy preservation problem as a data-driven risk-averse

optimization, and provide robust solutions. Our salient contributions are summarized as

follows:

• We introduce a new privacy preserving framework for PUs’ obfuscation strategy de-

sign, which jointly considers PUs’ operational privacy in the temporal domain, the

obfuscation cost of PUs, the uncertainty of SUs’ demands, and SUs’ traffic demand

satisfaction under frequency reuse network. Under such a framework, when PUs add

dummy signals to obfuscate the adversary, they also need to consider the trade-off

between preserving PUs’ temporal privacy and satisfying SUs’ traffic requirements,

and thus cannot arbitrarily generate dummy signals for privacy preserving purposes.

• Under the proposed framework, with abundant historical data of SUs’ traffic demands,

we allow the PUs to employ data-driven modeling to characterize the uncertainty of

SUs’ traffic demands. The PUs can build a reference SUs’ demand distribution from

the historical data, and generate the predicted SUs’ demand distribution close to the

reference distribution at a certain confidence level. To realize the spectrum reuse under

the proposed network, we employ a conflict graph to characterize the transmission in-

terference between SUs, mathematically describe the channel interference relationship

between SUs, and employ approximation algorithm to find a sufficiently large number

of maximal independent set.

• Based on the modeling of SUs’ uncertain traffic demands and temporal operational
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Figure 3.2: A toy overall conflict graph observed by a PU.

privacy metrics, we formulate the PUs’ temporal privacy preservation problem into a

risk-averse two-stage stochastic optimization under spectrum reuse. We develop algo-

rithms for robust solutions, and conduct simulations to verify our theoretical analysis.

The rest of the work is organized as follows. In Sec. 3.2, we introduce the network

model and introduce the related model in the system. In Sec. 3.3, we formulate the PUs’

and SUs’ utility function, and an optimization problem to preserve PUs’ operational privacy.

In Sec. 3.4, we develop the solutions to the proposed problem. Simulation results and

discussions are presented in Sec. 3.5, and the conclusion remarks are drawn in Sec. 3.6.

3.2 System Description

3.2.1 Network Configuration

As shown in Fig. 3.1, we consider a CR network [38] consisting of N SU trans-

mission pairs, N = {1, 2, · · · , i, · · · , N} and M radars (PUs) transmission pairs, M =

{1, 2, · · · , j, · · · ,M}, transmitting over non-overlapping brands from 3550-3770 frequency

range. Following the principles of overlay CR network communications [39, 40], SUs can

opportunistically use the band when the PU owning that band is not active, and SUs must

evacuate if the PU comes back. Here, we assume each PU is licensed to use a dedicated band,

and each SU can only opportunistically access one band at a time. To preserve temporal

operational privacy, PUs will send obfuscating dummy signals periodically, where the fixed

period is denoted by T . Let Tj represent the actual temporal spectrum availability for band

j (i.e., available time for SUs’ opportunistic spectrum accessing before PU j adds dummy
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signals), and yj (yj ≤ Tj) be the transformed temporal spectrum availability for band j

(i.e., the available time for SUs’ opportunistic spectrum accessing after PU j adds dummy

signals). Given the transmission rate, let a random variable di(ξ) denote the required time

to deliver the uncertain traffic demands of SU i within T corresponding to scenario ξ. For

simplicity, we call di(ξ) the demand of SU i in the rest of this work, and let Pi be the

distribution of di(ξ). For instance, T = 60 mins, and PU j is actively using band j for 20

mins, so that Tj is equal to 40 mins. After PU j executes obfuscation strategy, yj = 30

mins, and the demand of SU i is di(ξ) = 25 mins.

3.2.2 Other Related Model in the System

3.2.2.1 SU’s Transmission Range/Interference Range

When primary services are not active over a certain band, SUs can transmit with full

power over that band. Suppose all SUs have the same full transmission power P . The power

propagation gain [41] is

gi = γ · d−αi (i ∈ N ), (3.1)

where α is the path loss factor, γ is an antenna related constant, and di is the distance

between transmitter and receiver of SU pair i2. We assume that the data transmission is

successful only if the received power at the SU pair’s receiver exceeds the receiver sensitivity,

i.e., a threshold PTx. Meanwhile, we assume interference becomes non-negligible only if it

is over a threshold of PIn at the SU pair’s receiver. Thus, the transmission range for a

SU is RTx = (γP/PTx)1/α, which comes from γ · (RTx)−α · P = PTx. Similarly, based

on the interference threshold PIn(PIn < PTx), the interference range for a SU is RIn =

(γP/PIn)1/α. It is obvious that RIn > RTx since PIn < PTx. Typically, the interference

range is 2 or 3 times of the transmission range [41], i.e., RIn
RTx

= 2 or 3. These two ranges

may vary with frequency. The conflict relationship between two SU pairs over the same
2The capacity formulation is similar if we consider fading. The major procedure of proposed algorithms

will not be changed.
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frequency band can be determined by the specified interference range. In addition, if the

interference range is properly set, the protocol model can be accurately transformed into

the physical model.

3.2.2.2 Conflict Graph

We introduce a conflict graph G(V, E) to characterize the interference relationship

between SUs in the CR network. Following the definitions in [42], we interpret the SU

network as a two-dimensional resource space, with dimensions defined by the set of SUs,

and the set of available bands. In G(V, E), each vertex corresponds to a SU opportunistically

accessing a certain band, i.e., a SU-band pair (i, k), where i ∈ N and k ∈ M [42]. Each

SU i stands for a SU transmission pair, including a SU transmitter and a SU receiver from

the same SU. Moreover, the distance between transmission pairs is much larger than the

distance between transmitter and receiver of SU communication.

Similar to the interference conditions in [41], there is interference if either of the

following conditions is true: (i) if two different SUs are using the same band, the receiver

of one SU transmission pair is in the interference range of the transmitter in the other SU

pair; (ii) a SU pair transmits over two or more bands at the same time. Here, the first

condition represents co-band interference, and the second condition represents the radio

interface conflicts of SU itself, i.e., the single radio of SU transmitter/receiver cannot support

multiple transmissions over multiple bands simultaneously. If there are co-band interferences

as shown in the toy conflict graph in Fig. 3.2, we connect two vertices in V with an undirected

edge in G(V, E).

Given G(V, E), we describe the impact of vertex i ∈ V on vertex j ∈ V as

δik =

{
1, if there is an edge between vertex i and k,
0, if there is no edge between vertex i and k, (3.2)

where two vertices correspond to two SU-band pairs, respectively.
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To be more specific, in Fig. 3.2, vertices (SU 1) and (SU 2) stand for SU 1 and SU 2

observed by a PU. They are connected by an edge, which corresponds to the interferences

discussed previously. Vertices SU 1 and SU 2 connected through an edge means SU 1 and

SU 2 cannot transmit traffic over the spectrum of the PU simultaneously.

3.2.2.3 Maximal Independent Set

Provided that there is a vertex set I ⊆ V and a SU-band pair i ∈ I satisfying∑
k∈I,k 6=i δik < 1, the transmission at SU-band pair i will be successful even if all the

other SU-band pairs in the set I are transmitting at the same time. If any i ∈ I satisfies

the condition above, we can reuse the spectrum frequency, and allow the transmission over

all these SU-band pairs in I to be active simultaneously. Such a vertex/SU-band pair set I

is called an independent set. If adding any one more SU-band pair into an independent set

I results in a non-independent one, I is defined as a maximal independent set (MIS) [42].

3.2.3 Attack Model

In this work, we consider passive adversaries, who may learn the operational time

of PUs either from spectrum database or from collective spectrum sensing results of com-

promised SUs. The compromised SUs do not intercept or modify the messages sent by

PUs. Specifically, the adversaries can either eavesdrop the communication between the

spectrum database server and SUs, or send queries to the database to learn spectrum avail-

ability in the database-driven approach [25,27], or compromise some SUs’ devices and collect

spectrum sensing3 results to infer PUs’ operational characteristics in the spectrum sensing

approach [25], as shown in Fig. 3.1.
3Here, we assume SUs use energy detection for spectrum sensing.
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3.3 Obfuscation Strategy and Problem Formulation

3.3.1 Utility Functions of PUs and SUs

From the PU’s perspective, to preserve the temporal operational privacy from passive

attackers, the PU executes obfuscation strategy by generating dummy signals for a certain

time period when it actually has no traffic. As a result, the adversary cannot distinguish

dummy signals from true signals, by database or collective spectrum sensing. Thereafter,

the adversary would obtain transformed temporal spectrum occupation of the PUs based

on detected signals, which is a combination of the dummy and true signals. As long as the

dummy signals are sent frequently, the PUs’ true operations can be hidden in those signals

and the operational privacy of PUs can be preserved. Thus, the utility function of PUs’

operational privacy preservation can be written as

UPUj (yj) = c(Tj − yj), (3.3)

where c is a temporal privacy coefficient, Tj is the actual spectrum availability, and yj is

the transformed spectrum availability after the PU j’s obfuscation strategy is executed. We

can see that if (Tj − yj) is sufficiently large, PUs’ temporal operational privacy is preserved

effectively.

From the SUs’ perspective, they attempt to transmit on available spectrum to satisfy

their own demand. Since SUs can only observe the transformed spectrum availability of

PUs, i.e., the spectrum availability after PUs execute obfuscation strategy, we denote the

transformed spectrum availability for SU i over spectrum band j as xji . Assuming the SU’s

traffic can be perfectly split, we let
M∑
j=1

xji denote the total available time that SU i can

transmit over all spectrum bands. We define di(ξ) as the actual time needed to satisfy the

traffic demand of SU i. Then, min
( M∑
j=1

xji , di(ξ)
)
represents the traffic delivery time of SU
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i. Specifically, when di(ξ) <
M∑
j=1

xji , which indicates that the time for delivering the traffic

demand is less than the transformed available spectrum supply. Then SU i will only in

transmit di(ξ) to meet its service demands. On the other hand, if transformed available

spectrum supply for SU i is less than its real demand, i.e.,
M∑
j=1

xji < di(ξ), then SU i will

deliver in
M∑
j=1

xji . The utility function of SU i is USUi(di(ξ)) = bEPi

(
min

( M∑
j=1

xjiω
j
i , di(ξ)

))
.

In the network model, the SUs who do not interfere with each other can deliver the traffic

on the same spectrum simultaneously. Let ωji denotes the accessing status of SU i ∈ N

to band j ∈ M, where ωji = 1 indicates that SU i is opportunistically transmitting over

band k, otherwise 0. Given G = (V, E) constructed from conflict graph, suppose we can

list all MISs as I = {I1, I2, · · · , Iq, · · · , IQ}, where Q is |I |, and Iq ⊆ V for 1 ≤ q ≤

Q. Based on the definitions, assumptions and mathematical representations of interference

relationship among SUs above, the maximization optimization of utility of function of SUs

can be formulated as

max
x,ω

b

N∑
i=1

EPi

(
min

( M∑
j=1

xjiω
j
i , di(ξ)

))
, (3.4)

ωji ∈ {0, 1}, (i ∈ N , j ∈M), (3.5)∑
j∈M

ωji ≤ 1, (i ∈ N ), and (3.6)

ωji · ω
j
k = 0, (i, k ∈ N , j ∈M, (i, j) ∈ Iu,

(k, j) ∈ Iv, Iu, Iv ∈ I and u 6= v) (3.7)

where ωji is optimization variable, b is the SUs’ traffic delivery coefficient when SU i is

given, and traffic demand di(ξ) follows the distribution Pi. Here, binary value ωji indicates

the accessing status of SU i to band j, (3.6) means that SU i can only access one band at a

time due to the radio interference, and (3.7) presents the SUs who interfere with each other
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cannot delivery traffic on same band simultaneously.

The optimization above is a mixed-integer linear programming, which is NP-hard to

solve. Some previous work proposed random algorithm for MIS search and adopted in the

literature [43], which provides a framework to find more MISs with more computation rounds.

However, random search algorithm is quite inefficient for a large size MR-MC network, and

could result in redundant search (i.e., getting a MIS already found) with high chance. In [44],

Li et al. theoretically develop a polynomial heuristic algorithm to compute set of MISs to

better cover the critical MISs in the conflict graph. Moreover, in [44], Li et al. solve the

multi-dimensional conflict graph in the network to maximize capacity, which is the same as

our scenario (The PU needs to find MISs to make decision to accept/reject proposed SUs

considering SUs’ mutual interference and spectrum reuse). We employ the greedy algorithm

in [44] to find out a large number of MISs (e.g., the number is Z = 10000) for approximation

instead of finding out all the MIS of G(V, E), whose complexity is O(M4N8). By employing

Z MISs found in G, we can solve the relaxed optimization in (3.4) by commercial solvers

such as CPLEX.

3.3.2 PUs’ Operational Privacy Preserving Optimization

Based on the utility functions of PUs and SUs, we expect an obfuscation strategy

jointly considering PUs’ operational privacy preservation and the satisfaction of SUs’ uncer-

tain traffic demands. Regardless of the PU’s power consumption, generating more dummy

signals obviously better protects the PU’s operational privacy but reduces the available op-

portunistic accessing time of the SUs, diminishing the SUs’ traffic delivery. Considering the

trade-off between PUs’ privacy and SUs’ utility, we formulate the PUs’ obfuscation strat-

egy design into an optimization, a classic two-stage stochastic programming (SP) problem,

described as4

4If consider operational privacy of primary user over different time period, it can be easily extend.
Particularly, yt + λt = yt+1 + λt+1.
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max
y,x,ω

M∑
j=1

c(Tj − yj)

+ b

N∑
i=1

EPi

(
min

( M∑
j=1

xjiω
j
i , di(ξ)

))
, (3.8)

s.t. (3.5), (3.6), (3.7),

Tj − yj ≥ λ, and (3.9)

N∑
i=1

xjiω
j
i ≤ yj . (3.10)

The function min(·, ·) in (3.8) considers the influence of PUs’ obfuscation strategy(
M∑
j=1

xjiω
j
i

)
on the SUs’ traffic delivery time utility. It is not accurate to just let di(ξ)

denote the SUs’ traffic delivery time utility, since the total available time on PU’s spectrum

may be less than di(ξ). The function min(·, ·) in (3.8) returns the smaller value of
M∑
j=1

xjiω
j
i

and di(ξ). The constraint (3.10) indicates that total transmission time for SUs over PU

j’s spectrum should be less than the total transformed available spectrum supply of PU j.

Besides, to preserve PU j’s operational privacy, the time period of the sent dummy signals,

i.e., Tj − yj , is then required to be larger than a certain predefined privacy threshold λ,

which is a constant, as shown in (3.9).

Due to the ambiguity in demand, it is practically difficult to know the actual probabil-

ity distribution of SUs’ demands. In this work, we employ a data-driven approach, i.e., the

risk-averse stochastic optimization approach (RA-SP) allowing distribution ambiguity [15],

to characterize the uncertainty of SUs’ demands. Instead of deriving a true distribution for

the unknown parameter ξ, this optimization approach constructs a confident set D, which

allows the distribution ambiguity to be within D under a certain confidence level (e.g., 99%).

With RA-SP, considering the worst-case distribution, we can reformulate the problem as
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max
y,x,ω

M∑
j=1

c(Tj − yj)

+ min
Pi∈D

N∑
i=1

bEPi min
( M∑
j=1

xjiω
j
i , di(ξ)

)
,

s.t. (3.5), (3.6), (3.7),

Tj − yj ≥ λ and

N∑
i=1

xjiω
j
i ≤ yj .

(3.11)

We use a distance measurement proposed in [10,11] to quantify the distance between

two distributions. Specifically, a predefined distance measure d(P0
i ,Pi) is constructed on

confident set D, where P0
i is the reference distribution estimated from historical data, and

Pi is the ambiguous distribution of SU i. The distance d and confident set D can be defined

from (2.7),(2.8):

D = {Pi : dζ(P0
i ,Pi) ≤ θ} and (3.12)

dζ(P0
i ,Pi) = sup

h∈H

∣∣∣∣∫
Ω
hdP0

i −
∫

Ω
hdPi

∣∣∣∣ , (3.13)

where the distance under ζ-structure probability metric is denoted by dζ(·, ·), the tolerance

is denoted by θ, and H is a family of real-valued bounded measurable functions on Ω (the

sample space on ξ). Tolerance θ is correlated to historical data size. It can be easily inferred

that the more historical data that the PU can observe, the tighter D would be, and the

closer the ambiguous distribution Pi would be to P0
i . More details of ζ-structure probability

metric is illustrated in Sec.2.2.
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Table 3.1: The list of notations

Symbol Definition

N Sets of SUs

M Sets of PUs

Tj Actual temporal spectrum availability for band j

yi Transformed temporal spectrum availability for band j

di(ξ) Required time to deliver the uncertain traffic demand of SU i

G Conflict Graph to characterize the interference relationship among SUs

V Vertex set in conflict graph G
E Edge set in conflict graph G
I Independent set in conflict graph G
ωji binary variable which indicates if SU i deliver traffic on spectrum j

U Utility of PUs’ operational privacy preservation

b Traffic delivery coefficient

c Coefficient of temporal privacy coefficient

xji Transformed spectrum availability for SU i over spectrum band j

di(ξ) Actual traffic time demand for SU i corresponding to scenario ξ

Pi Real distribution of SU i traffic time demand

P0
i Reference distribution of SU i traffic time demand

dζ Distance of two distribution under metric ζ

D Confidence set

η Confidence level

θ Tolerance of the distance between two distributions

Ω The sample space of ξ

∅ The dimension of Ω

xji transformed spectrum availability for SU i over spectrum band j

ωji binary variable which indicates if SUi transmit on PUj
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3.4 Risk-Averse Stochastic Programming for Preserving Tem-

poral Operational Privacy

This section is organized as follows. First, we illustrate the construction of the reference

distribution P0
i for SU i. Then we represent how to determine tolerance θ on the amount of

historical data under ζ-structure. Finally we develop algorithms to solve the problem with

respect to different probability distance metrics.

3.4.1 Reference Distribution

First, the reference distribution P0
i is defined as

P0
i (x ≤ X) =

1

Q

Q∑
q=1

δd0
q(ξ)

(x). (3.14)

Suppose we use a set of historical data {d0
1(ξ), d0

2(ξ), d0
3(ξ), · · · , d0

Q(ξ)} to estimate the

reference distribution P0. We utilize the empirical distribution of the historical data samples

to construct P0. To be specific, the distribution in (3.14), the indicator variable δd0
k(ξ)(x) is

equal to 1 when d0
k(ξ) ≤ x, and 0 otherwise. Then the reference distribution data can be

represented by its mass probability p0
k which is the ratio of the number of historical data

samples matching di(ξ) and K, since the supporting space is discrete.

3.4.2 Converge Rate under ζ-Probability Metrics

After that, we explore how to solve the problem in (3.11). The sample space is Ω =

{ξ1, ξ2, · · · , ξQ}. The formulation can be simplified as

max
y,x,ω

M∑
j=1

c(Tj − yj)

+ min
pki

N∑
i=1

K∑
k=1

bpki min
( M∑
j=1

xjiω
j
i , di(ξ)

)
, (3.15)
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Figure 3.3: Impact of size of historical data on system utility (One SU).

s.t. (3.5), (3.6), (3.7),

Tj − yj ≥ λ, (3.16)

N∑
i=1

xjiω
j
i ≤ yj , (3.17)

K∑
k=1

pki = 1,∀i = 1, · · · , N and (3.18)

max
hk

K∑
k=1

hkp
k0
i −

K∑
k=1

hkp
k
i ≤ θ,∀hk : ||h||ζ ≤ 1, (3.19)

where |h||ζ is defined according to different metrics. For the Kantorovich metric and the

Bounded-Lipschits metric, |hx − hy| ≤ ρ(ζx, ζy). For the Fortet-Mourier metric, |hx −

hy| ≤ ρ(ζx, ζy) max{1, ρ(ζx, a)p−1, ρ(ζy, a)p−1}. The constraints in (3.18)−(3.19) can be

summarized as
∑

k aklhk ≤ bkl, l = 1, · · · , L. The parameter akl and bkl is derived from

the converge rate relation from different metric shown as (2.10)−(2.12). To reformulate the

constraints, we consider the following problem:

min
h

K∑
k=1

hkp
k0
i −

K∑
k=1

hkp
k
i and (3.20)

s.t.
K∑
k=1

aklhk ≤ bkl, l = 1, · · · , L. (3.21)
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The dual problem can be formulated as

min
u

L∑
l=1

blul and (3.22)

s.t.
L∑
l=1

aklul ≥ pk0
i − pki ,∀k = 1, · · · , V, (3.23)

where u is the dual variable. Accordingly, the problem can be reformulated as

max
y

M∑
j=1

c(Tj − yj)

+ min
pki

N∑
i=1

K∑
k=1

bpki min
( M∑
j=1

xjiω
j
i , di(ξ)

)
, (3.24)

(SP-M) s.t. (3.5), (3.6), (3.7),

Tj − yj ≥ λ, (3.25)

N∑
i=1

xjiω
j
i ≤ yj (3.26)

K∑
k=1

pki = 1,
L∑
l=1

blul ≤ θ, and (3.27)

L∑
l=1

ailul ≥ pk0
i − pki , ∀i = 1, · · · , N. (3.28)

For the Uniform metric, we can have the reformulation from the Uniform metric definition:

max
y,x,ω

M∑
j=1

c(Tj − yj)

+ min
pki

N∑
i=1

K∑
k=1

bpki min
( M∑
j=1

xjiω
j
i , di(ξ)

)
and (3.29)

(SP-U) s.t. (3.5), (3.6), (3.7),

Tj − yj ≥ λ, (3.30)
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Figure 3.4: Impact of size of historical data on system utility (One SU) under different
coefficient c=1, b=4.

N∑
i=1

xjiω
j
i ≤ yj , (3.31)

K∑
k=1

pki = 1,∀i = 1, · · · , N, and (3.32)

∣∣∣∣∣
l∑

k=1

(
pk0
i − pik

)∣∣∣∣∣ ≤ θ,∀l = 1, · · · , L. (3.33)

The formulation SP-M and SP-U can be solved by CPLEX, etc. We also summarize the

algorithm for the problem in Algorithm 3.1, and the detailed description of notation is in

Table 3.1.

Algorithm 3.1 Algorithm for Obfuscation Strategy

1: Input: Historical data d0
1(ξ), d0

2(ξ), d0
3(ξ) from true distribution. Set η as the confident

level of D.
2: Output: Objective value of the added time period of dummy signals.
3: Obtain the reference distribution Pi0(x) and tolerance θ based on the historical data.
4: Use the reformulation (SP-M) or (SP-U) to solve the problem.
5: Output the solution.
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Figure 3.5: Impact of historical data on system utility (One SU) under different distribution.

3.5 Performance Evaluation

For ease of illustration, in the simulations, we consider a CR network of 1 PU and |N |

= 20 SUs, where 20 nodes are randomly deployed in a 1000x1000 m2 area. Considering the

AWGN channel, we assume the noise power σ2 is 10−10 W at all transmitters and receivers.

Moreover, we set the path loss factor α = 4, the antenna parameter γ = 3.90625, the receiver

sensitivity PT = 100σ2 = 10−8 W and the interference threshold PT = 6.25× 10−10 W. We

set Z = 10000 as a sufficiently large number for the MISs.

The actual available time of the PU’s spectrum is T = 30 mins in a particular period

T = 60 mins. We set the utility parameter for measuring operational privacy level c to be 3,

and the utility parameter for SUs’ traffic delivery b to be 5. We assume that traffic demand

of all SUs follows a discrete distribution with two scenarios: 10 mins and 20 mins with

probabilities 0.4 and 0.6, respectively. We use this distribution to generate the historical

data set for simulations.

First, we set the confidence level η to be 98% and the size of historical data varying

from 100 to 300, to study the impact of the size of historical data. We also consider two

strategies while evaluating performance: with privacy obfuscating strategy (λ = 15min) and
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Figure 3.6: Impact of historical data on system utility (10 SUs).

without obfuscating strategy (λ = 0). First, considering only one SU in cognitive network,

the results are reported in Fig. 3.3. From the figure, we can observe that the utility of

network increases as the size of historical data increases, irrespective of the kind of metric.

The intuition behind the results incurs the value θ decreases as the size of historical data

increases. Therefore, the optimized problem in (3.11) becomes less conservative. We can

also see that when sample size is 300, the gaps between system utility values are small

under all metrics. Moreover, we study the performance under preserving privacy scheme.

We set λ = 15 mins, which indicates that there is at least 15-minute gap between the

transformed PUs’ spectrum available time and the actual unoccupied period of the PU’s

spectrum. It can be observed that in Fig. 3.3, the total utility decreases after employing

preservation privacy strategy since the PU’s operational privacy preservation is at the cost of

reducing accessing opportunities for SUs. We can observe that, as the size of historical data

increases, the system utility tends to increase under all metric we use. It is because the value

of tolerance θ decreases as the number of historical data sample increases, therefore, the risk-

averse stochastic problem becomes less conservative. It is shown that the performance under

uniform metric is most influenced by the size of historical data, and the performance under

Fortet-Mourier metric is always has the highest system utility in the simulation results. In

34



0 50 100 150 200 250 300

Size of Historical Data

0

20

40

60

80

S
y
s

te
m

 U
ti

li
ty

3 SUs, w/o Privacy

3 SUs, w Privacy

5 SUs, w/o Privacy

5 SUs, w Privacy

10 SUs, w/o Privacy

10 SUs, w Privacy

Figure 3.7: Impact of size of historical data and different number of SUs under Uniform
metric.

reality, if PUs are very conservative in the predicted distribution of SUs’ traffic demand, it

should employ uniform metric. On the other hand, the PUs could employ Fourtet-Mourier

or Kantorovich Metric to predict the total system utility. To learn the impact on data set

and parameter, we set the different value of coefficient (c = 1 and b = 4), and the different

distribution (10 mins and 20 mins with probabilities 0.2 and 0.8). The result is shown in Fig.

3.4 and 3.5. We also have some insights of the system utility under multiple SUs, |N |=10 in

Fig. 3.6. We can see that the system utility is much higher after considering frequency reuse

in the CR network. To be specific, we compare the system utility under uniform metric for

different numbers of SUs in Fig. 3.7. We find that the system utility increases as the number

of SUs increases. In Fig. 3.8, we learn the impact of different numbers of SUs under different

metrics. It is shown that as the number of SUs increases, the system utility increases, since

the size of maximal independent set is larger when more SUs are in the network. Compared

to the situation without privacy preserving, the system utility is always lower with privacy

preservation scheme under all metrics. Moreover, the system utility under uniform metric

has the worst performance.

In addition, we explore the impacts of dummy signals’ time period on the system

utility. The total number of historical samples is 300, and λ is set from 10 mins to 20 mins,
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Figure 3.8: Impact of different number of SUs on system utility under different metrics.

and the results are shown in Fig. 3.9. We observe the dummy signal time period increases,

the overall system utility under all metrics decreases for chosen PU’s privacy coefficient c,

SUs’ utility coefficient b, and confidence level. The reason is that the contribution of PU’s

privacy preservation is less important than the deduction of the denied SUs’ traffic demands

to current system. Also, from Fig. 3.10, we can see that the system utility with more SUs

(|N | = 5) in the network is always higher than the system utility with less SUs (|N | = 3)

under the same dummy signals time period. However, for a more PU’s privacy oriented

system (e.g., c� b), the system utility may increase while adding more dummy signals. For

given PUs’ and SUs’ utility parameters, the proposed scheme can provide a design guideline

for such a CR network considering the trade-off between PUs’ temporal operational privacy

and SUs’ performance.

3.6 Conclusion

In this work, we have proposed a novel obfuscation strategy for PUs within 3550-3700

MHz, which has a joint consideration of PUs’ temporal operational privacy preservation and

SUs’ uncertain traffic demands satisfaction under frequency reuse in a cognitive network

communication. We have characterized the interference transmission relationship of SUs
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by constructing conflict graph, and approximation algorithm to find MISs. MoreoverÔoåwe

have employed the data-driven risk-averse model in our scheme to characterize SUs’ uncer-

tain demand based on the historical data. With such a model, we have formulated the PUs’

temporal operational privacy preservation problem into a risk-averse two-stage stochastic

optimization. Since the formulated problem is NP-hard to solve, we have relaxed the integer

variable and developed a robust algorithm for solutions. Our simulation results to show

the effectiveness of the proposed scheme preserving PUs’ temporal operational privacy and

satisfying SUs’ traffic demands. In the future, the research can also be extended as follows.
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In our current work we considered the assumption that each SU has only one radio interface,

hence each SU transmission pair can only access one PU. In the future, we can study the

network model with several radio interfaces for each SU transmission pair. Therefore, each

SU can deliver traffic on different spectrums simultaneously. Moreover, by considering a

much more complicated distribution of SUs’ traffic demand, we are interested in achieving

the system utility that better meets the practical circumstances. Finally, we can consider the

temporal operational privacy in full duplex communication for CRN according to [45,46].
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Chapter 4

Spectrum Trading with Secondary Users’ Differential
Privacy Preservation

4.1 Introduction

The last decades have witnessed the proliferation of wireless smart devices, such as

smartphones, touchable tablets, intelligent voice assistants (e.g., Amazon Echo or Google

Home), etc., and the explosion of various wireless services, which exploit wireless accessing

technologies to make people’s daily life more convenient and comfortable. Correspondingly,

there is a dramatic increase in demand for radio spectrum, while most licensed spectrum

bands are underutilized in both temporal and spatial domains [47–49]. Cognitive radio

(CR) is a promising technology to improve spectrum utilization, which enables secondary

users (SUs) to access the licensed spectrum opportunistically [47–51] when primary users

(PUs) are not active. Due to high economic values of spectrum resources, CR technology

will potentially initiate spectrum trading, which benefits PUs with monetary gains and

SUs with accessing opportunities to satisfy their service demands. Despite those benefits,

there are many challenges for pushing spectrum trading in practice. For example, due

to hardware limitation of either PUs’ or SUs’ devices, they may have too limited sensing

capability to know some spectrum trading opportunities nearby [50–52]; aiming to maximize

the revenue, the PU may feel challenging to develop optimal selling strategies due to the

SUs’ traffic demand uncertainty; the SU may feel difficult to preserve its spectrum trading

privacy (i.e., the SU’s locations, true evaluation values of certain spectrum, traffic portfolio,

etc.) [3, 27, 53], and so on. Those concerns may make PUs or SUs reluctant to participate

in spectrum trading.

To facilitate PUs’ and SUs’ participation and make spectrum trading practical, recent

studies [50–52] have introduced spectrum trading architectures based on existing wireless
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Figure 4.1: Illustrative examples for the traffic demand privacy breach of SUs in spectrum
trading.

network infrastructure. Under those architectures, primary service provider (PSP) aggre-

gates vacant spectrum bands from PUs [52], and sells the spectrum bands to secondary

service provider (SSP) at wholesale price. The SSP will evaluate the spectrum supply un-

certainty [51, 52], make the spectrum purchasing decision, and further sell the purchased

spectrum to SUs at retailed price. Here, the role of PSP/SSP can be played by base station

in cellular networks, eNodeB in LTE networks, or mobile virtual network operator (MVNO),

where the PSP/SSP has more sensing power [51, 52] than the individual SU. Although the

spectrum trading architectures in [50–52] help to capture spectrum accessing opportunities,

and the algorithms in [50,52] mathematically characterize spectrum supply uncertainty, they

ignore the SUs’ traffic demand uncertainty, which may have negative impact on PSP’s rev-

enue maximization. That is, without the accurate knowledge of SUs’ traffic demands, the

PSP cannot choose the optimal selling strategies to maximize its revenue. Moreover, the

approach of using random variables to model the traffic uncertainty in [50,52] may be good

enough to reflect the PU’s traffic patterns over a relatively long-term period, but it will not

be able to represent SUs’ traffic demands in real-time manner.

Therefore, following the framework of spectrum trading architectures in [50–52], in

this work, we further introduce a new entity, called secondary traffic estimator and database

(STED), which is responsible for estimating the SUs’ traffic demands in real-time manner

and answering PSP’s queries about SUs’ traffic demands as shown in Fig. 4.1. Considering

the large population of SUs in the PSP’s coverage boundary, it is not efficient to crowdsource
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SUs’ traffic demands by collecting each SU’s demands in terms of time consumption and

communication overhead. Thus, we propose to let the STED employ data-driven approach

to collect sampled SUs’ demands, construct reference demand distribution from sampled

demands, and leverage reference distribution to estimate the demand distribution of all

SUs.

Now, the leftover challenge hindering spectrum trading is the traffic privacy preserva-

tion of the sampled SUs. Taking the query procedure of SUs’ demands shown in Fig. 4.1 as

an example, the SU’s traffic portfolio privacy is breached as follows. For Query 1, the PSP

will send a query about SUs’ demand to STED, and the query is what the SUs’ demand

distribution is, if the price for spectrum accessing is $15/MHz. The STED will respond to

this query with a traffic demand distribution of SUs at the cost of $15/MHz (e.g., 30% SUs

would like to purchase 50M and 70% SUs would like to purchase 150M from 100 SUs in

total). If a new SU, Alice, joins the group and she would like to purchase 50M at $15/MHz,

the STED will update the SUs’ demand distribution to the PSP’s query (i.e.,30.7% SUs

would like to purchase 50M, 60.3% SUs would like to purchase 150M from 100 SUs in to-

tal). From the differences of distributions, the PSP will derive that Alice would like to

purchase 50M at $15/MHz or above. Through multiple queries, the PSP can easily learn

Alice’s traffic demand profile, which not only discloses Alice’s true evaluation values of spec-

trum resources [54], but also classifies her personal traffic demands (e.g., voice, video, web

browsing, social networking, online gaming, etc.) at different price levels.

In order to protect SUs’ traffic demand differential privacy (DP) [3,55,56], in this work,

we assume the STED is trustworthy, and entitle the STED to transform the SUs’ demand

distribution by adding noises before it responds to the PSP’s queries. Instead of brutally

hammering data-driven approach and DP together, we melt SUs’ traffic demand DP into

data-driven based spectrum trading, and mathematically prove its effectiveness. Based on

that, we propose a novel data-driven based spectrum trading scheme with secondary users’

differential privacy preservation (3DPP), whose objective is maximizing the PSP’s revenue.
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Our salient contributions are summarized as follows.

• We propose a novel spectrum trading architecture consisting of the PSP, the SSP, and

the STED. Under the proposed architecture, PSP aggregates available spectrum from

PUs, and sells the spectrum to the SSP at fixed wholesale price, directly to SUs at spot

price, or both as shown in Fig. 4.2. To optimally split the spectrum sold to SSP/SUs,

the PSP sends queries to the STED to estimate SUs’ demands. The STED will jointly

employ data-driven approach and DP preserving techniques to choose sampled SUs,

collect their traffic demands, and respond to the PSP’s queries.

• We propose a novel 3DPP spectrum trading scheme, which entitles the STED to con-

struct reference distribution P0 from sampled SUs’ demands via data-driven approach.

We employ data-driven risk-averse modeling to characterize the uncertainty of SUs’

traffic demands, and ensure the uncertainty distance between the reference distribution

P0 and the real traffic demand distribution of all SUs P is close enough. Besides, we

let the STED add noises drawn from Laplace distribution to P0, and further establish

a SUs’ traffic demand reference distribution under ε-DP, P′0.

• We mathematically prove that the 3DPP scheme is able to preserve the sampled SUs’

traffic demands under ε-DP, the references distribution under ε-DP, P′0, and real distri-

bution P satisfy the data-driven requirements, and the uncertainty distance between

the two distributions is close enough, i.e., P(dk(P′0,P ≤ θ)) ≥ 1 − exp(− θ2

2∅2V + V ε)

for Kantorovich metric. Similar proof is applicable for other distribution distance

metrics1.

• Based on the modeling above, we formulate the PSP’s revenue maximization into a

risk-averse two-stage stochastic problem (RA-SP). To resolve the problem, we utilize

ζ-structure probability metric to construct confidence set, and convert the problem

into a traditional two-stage robust optimization. We develop algorithms for feasible
1Please refer to Sec. 4.4 for details
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Figure 4.2: The spectrum trading procedure of 3DPP.

solutions and verify the effectiveness of the proposed 3DPP by simulations.

4.2 System Description and 3DPP Outline

4.2.1 System Model and Adversary Model

Our proposed spectrum trading market consists of the PSP, the STED, the SSP, and

N = {1, 2, · · · , i, · · · , N} SUs as shown in Fig. 4.2. As introduced in Sec. 4.1, the PSP and

the SSP are entities similar to MVNOs, and the STED is a trustworthy database server for

SUs, which can collect the traffic demand information from SUs, and temporarily store it.

The PSP is entitled to aggregate vacant spectrum resources fromM = {1, 2, · · · , j, · · · ,M}

PUs with unequal sized bandwidth W = {W1,W2, · · · ,Wj , · · · ,WM}, and sell those avail-

able spectrum bands for monetary gains.

Similar to power market/cloud resource market in smart grid/cloud computing sys-
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tems, the PSP has the following spectrum trading options: (i) selling available spectrum to

the SSP at fixed wholesale price, i.e., c; (ii) selling available spectrum bands to the SUs di-

rectly at spot price, i.e., b; or (iii) dividing available spectrum resources and selling to both.

Thus, before splitting the spectrum and deciding the selling strategy, the PSP will send

queries about SUs’ demands to the STED as shown in Fig. 4.1. Due to the large number of

SUs within the PSP’s coverage, the STED will sample some SUs, build up a reference traffic

demand distribution of SUs, and respond to the PSP’s queries.

The adversaries could be the dishonest PSP or eavesdropping attackers, who are al-

ways monitoring the information exchange between the PSP and the STED. As shown in

Fig. 4.1, without enforcing any privacy preserving schemes, the adversaries can easily learn

the sampled SUs’ traffic demand profiles. That may help the adversaries make some illegal

monetary gains, or even launch jamming attacks on some valuable services of chosen SUs.

It also makes the SUs reluctant to participate in spectrum trading. The meaning of the

notations are shown in TABLE 4.1.

4.2.2 3DPP Outline

To preserve the sampled SUs’ DP, it takes four steps for the PSP to sell the available

spectrum to SUs at spot price b as shown in Fig. 4.1. Firstly, the PSP sends queries

about SUs’ demands to the STED. Secondly, STED samples some SUs, and constructs a

reference demand distribution P0 from sampled SUs’ demands. The STED needs to ensure

the uncertainty distance between the reference distribution P0 and the real traffic demand

distribution of all SUs P is close enough. Thirdly, the STED adds noises drawn from Laplace

distribution which is introduced in Sec2.1.1 to P0, and establishes a SUs’ traffic demand

reference distribution P′0, which achieves ε-DP. Meanwhile, the STED needs to guarantee

that P′0 is close enough to P, so that P′0 satisfies both data-driven and ε-DP requirements.

Then, the STED responds to the PSP’s queries with P′0. Finally, based on P′0, the PSP

decides how much spectrum needs to be sold to the SUs directly at b, and how much
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Table 4.1: The list of notations

Symbol Definition

N Sets of SUs

M Sets of PUs

W Sets of unequal sized bandwidth

c Fixed wholesale price that PSP sells to SSP

b Spot price that PSP sells to STED

P Real traffic demand distribution of all SUs

P0 Reference distribution from sampled SUs.

P′0 Distribution after STED adds noise

ε DP parameter

∆f l1 sensitivity of a function f in DP

γj Binary variable to indicate if Wj is assigned to STED

ξ Random variable of SUs’ traffic demands

D Confidence set

η Confidence level

dζ Distribution distance under ζ-structure probability metric

θ Tolerance of the distance between two distributions

V Number of sampled SUs

Ω The sample space of ξ

∅ The dimension of Ω
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spectrum need to be sold to the SSP at c to maximize its revenue.

Following this spectrum trading procedure, in the next section, we formulate the PSP’s

revenue maximization problem under data-driven and DP constraints, i.e., 3DPP. In Sec. 4.3,

we theoretically prove that P′0 is close enough to P, which means the proposed 3DPP has

data-driven and DP properties. We also develop solutions to 3DPP problem in Sec. 4.4.

4.3 3DPP Problem Formulation

In this section, we formulate the PSP’s revenue maximization problem under data-

driven and DP constraints.

4.3.1 PSP’s Revenue Maximization Formulation

Let γj be a binary variable indicating ifWj is directly sold to SUs, where γj = 1 ifWj is

directly sold to SUs, and 0, otherwise. Thus, the PSP’s revenue gained from selling spectrum

to the SSP can be written as
∑M

j=1 cWj(1−γj), where 1−γj represents the spectrum sold to

the SSP at fixed price c. Besides, let random variable ξ denote the uncertain demands from

all SUs, and ξ follows distribution P. Then, b
(
min

(∑M
j=1Wjγj , ξ

))
is the PSP’s revenue

gained from selling spectrum to SUs directly2. Here, due to the uncertainty of SUs’ demands,

if the spectrum supply from the PSP (i.e., the spectrum bands that the PSP decided to sell

to SUs directly) is more than SUs’ actual total traffic demand, i.e.,
∑M

j=1Wjγj > ξ, the

revenue for the PSP is bξ. Otherwise, if the spectrum supply from the PSP is less than SUs’

actual traffic demand, i.e.
∑M

j=1Wjγj < ξ, the revenue for the PSP is b
∑M

j=1Wjγj .

Putting those two parts together, the PSP’s revenue maximization can be formulated

as

max
γ

−
M∑
j=1

cWjγj +

M∑
j=1

cWj

2In this work, we assume the aggregated spectrum resources can be perfectly split to satisfy SUs’ traffic
demands.
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+ bEP

(
min

( M∑
j=1

Wjγj , ξ
))
, (4.1)

s.t.: γj ∈ {0, 1}, j = 1, · · · ,M, and (4.2)

ξ =
N∑
i=1

di, i = 1, · · · , N, (4.3)

where γj is binary variable, and (4.3) represents the total traffic demand of all SUs.

4.3.2 Data-Driven Based PSP’s Revenue Optimization

Given the huge number of SUs within PSP’s coverage, the STED cannot collect traffic

demand information from every possible SU, i.e., the STED is generally difficult to obtain

the true probability distribution of all SUs’ demand P. Instead, we allow the STED to

collect the traffic demands from a series of sampled SUs, and construct reference demand

distribution P0. For a given set of sampled SU data, it is easy for us to construct a histogram

to fit the SUs’ traffic demand. For example, we can set N intervals to fit the total traffic

demand of sampled SUs in each interval to be L1, · · · ,Ln, · · · , LN with L =
∑N

n=1 Ln. For

instance, L1 is the number of SUs who would like to access spectrum on price $15/MHZ,

L2 is the number of SUs who would like to access spectrum on price $20/MHZ, etc.. Based

on this, we can construct an reference distribution for the uncertain total traffic demand of

all consumers in particular time period of a day as p0
1 = L1/L,· · · , p0

n = Ln/L, · · · , and

p0
N = LN/L. For simplicity, we let P0 = p0

1, p
0
2, · · · , p0

N represent the corresponding reference

distribution. Since P0 may not be 100% represents the unique true SUs’ demand distribution

P, we employ risk-averse stochastic optimization approaches (RA-SP) allowing distribution

ambiguity [15] to reformulate the PSP’s revenue maximization problem in (4.1). Instead of

deriving a true distribution for ξ, this optimization approach derives a confidence set D, and

allows the distribution ambiguity to be within set D with a certain confidence level (e.g.,
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99%). The data-driven based RA-SP for the PSP’s revenue maximization is formulated as

max
γ

−
M∑
j=1

cWjγj +
M∑
j=1

cWj

+ min
P∈D

bEP

(
min

( M∑
j=1

Wjγj , ξ
))
, (4.4)

s.t.: constraints (4.2) and (4.3).

We use a distribution distance measurement proposed in [10, 11] to quantify the dis-

tance of distributions. Specifically, a predefined distance measure d(P0,P) is constructed

on confidence set D, where P is the true distribution and P0 is the ambiguous distribution

conducted from sampled SUs. The distance dζ and confidence set D can be defined as

(2.7)−(2.8) which is shown as

D = {P : dζ(P0,P) ≤ θ} and (4.5)

dζ(P0,P) = sup
h∈H

∣∣∣∣∫
Ω
hdP0 −

∫
Ω
hdP

∣∣∣∣ . (4.6)

Here, dζ(·, ·) represents the distance under ζ structure probability metric, θ denotes the

tolerance, and H is a family of real-valued bounded measurable functions on Ω (the sample

space on ξ). Tolerance θ is correlated to data size, i.e., the number of SUs’ demand samples.

It can be easily inferred that the more demand samples that the STED can collect, the

tighter D would be, and the closer ambiguous distribution P0 would be to P. More details

of ζ-structure probability metric is introduced in the next Section.

4.3.3 3DPP: Data-Driven Based PSP’s Revenue Optimization under ε-

DP

To protect the sampled SUs’ traffic demand profiles, the STED will employ Laplace

mechanism to add noises into P0. Here, we denote P′0 as the distribution after employing

Laplace mechanism, and p′0 as its density of probability function accordingly. According

to the definition of ε-DP, we have p′0 ≤ p0e
ε. Thus, the data-driven based PSP’s revenue
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maximization under ε-DP, i.e., 3DPP problem, can be reformulated as

max
γ

−
M∑
j=1

cWjγj +
M∑
j=1

cWj

+ min
P∈D′

bEP

(
min

( M∑
j=1

Wjγj , ξ
))
, (4.7)

s.t.: (4.2), (4.3)

D′ = {P : dζ(P′0,P) ≤ θ}, and (4.8)

dζ(P′0,P) = sup
h∈H

∣∣∣∣∫
Ω
hdP′0 −

∫
Ω
hdP

∣∣∣∣ . (4.9)

4.4 3DPP Proof and Solutions

This section is organized as follows. First, we present how to determine converge rate

under ζ-structure probability structure. We show the relation between DP parameter ε and

distribution tolerance θ in ζ-structure probability structure, and prove our DP mechanism

satisfies the requirement of data-driven, which is dζ(P′0,P) ≤ θ. Second, we reformulate

the problem under ζ-structure probability metrics, and convert it to a traditional two-stage

robust optimization. We develop algorithms to solve the problem w.r.t. different probability

metrics.

As described in Sec.2.2, we employ three different ζ-structure probability metrics and

solve our problem under these constraints correspondingly in (2.10)−(2.12).In this work, we

further prove the converge rate between distribution with Laplace mechanism P′0 and real

distribution P under Kantorovich metric as follows.

We define ρ(x, y) as the distance between two variables x and y, and ∅ as the dimension

of Ω. P = L(x) represents random variables x follows distribution P. We denote V as the

size of sampled SUs.

49



Proposition 1 For a general dimension case (i.e., n≥1),

P(dK(P′0,P) ≤ θ) ≥ 1− exp

(
− θ2V

2∅2
− ε
)
. (4.10)

Proof. Let us define a set

B := {µ ∈ P(Ω) : dk(µ,P) ≥ θ}, (4.11)

where P(Ω) is the set of all probability measures defined on Ω. Let C(Ω) be the set of

bounded continuous function φ→ R. Therefore, following the definitions, for each φ ∈ C(Ω),

we have

P
(
dK(P′0,P) ≥ θ

)
= Pr(P′0 ∈ B), (4.12)

≤ Pr

(∫
Ω
φdP′0 ≥ inf

µ∈B

∫
Ω
φdµ

)
, (4.13)

≤ exp

(
−V inf

µ∈B

∫
Ω
φdµ

)
E
(
eV

∫
Ω φdP0eε

)
, (4.14)

= exp

(
−V inf

µ∈B

{∫
Ω
φdµ− 1

V
logE

(
eV

∫
Ω φdP0eε

)})
,

= exp

(
−V inf

µ∈B

{∫
Ω
φdµ− 1

V
logE

(
e
∑V
i=1 e

εφ(ξi)
)})

, (4.15)

= exp

(
−V inf

µ∈B

{∫
Ω
φdµ− log

∫
Ω
eεeφdP

})
, and (4.16)

= exp

(
−V inf

µ∈B

{∫
Ω
φdµ− log

∫
Ω
eφdP− ε

})
, (4.17)

where (4.12) follows the definition of B, inequality (4.13) is from the fact that P0 ∈ B, and

µ is the one distribution in B that satisfies the minimum of
∫

Ω φdµ, (4.14) follows from the

Chebyshev’s exponential inequality [14], and (4.15) follows from the definition of P0.

Now we define ∆(µ) := supφ∈C(Ω)

∫
Ω φdµ− log

∫
Ω e

φdP. Thus, following the definition

of C(Ω), there exists a series φn such that limn→∞
∫

Ω φdµ − log
∫

Ω e
φdP = ∆(µ). For any

small positive number θ′ > 0, there exists a constant number n0 such that ∆(µ)−(
∫

Ω φndµ−

log
∫

Ω e
φ
ndP) ≤ θ′ for any n ≥ n0. Therefore, according to (4.17), we use substitute φn for
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Algorithm 4.1 Algorithm1: Procedure of Solving 3DPP

1: Input: Historical data ξ1,ξ2,· · · ,ξN from sample SUs. Set ε as the privacy parameter.
Set η as the confidence level of D.

2: Out: Objective value of the η.
3: STED receives the number of sampled SUs under different traffic demand, i.e.,ξ1, · · · ,
ξN .

4: STED adds Laplace noise to the original data set of sample SUs. ξ′n=ξn+(Y1, · · · , Yk),
where Yi are i.i.d random variables drawn from Lap(∆f/ε).

5: STED reports the processed data ξ′n to PSP.
6: Obtain the reference distribution P′0(ξ) and tolerance θ based on the data received from

STED.
7: STED uses the reformulation (SP-M) or (SP-U) to solve the problem.
8: Output the solution.

φ, then we have

Pr(P′0 ∈ B)

≤ exp

(
−V inf

µ∈B

{∫
Ω
φdµ− log

∫
Ω
eφdP− ε

})
and (4.18)

≤ exp

(
−V inf

µ∈B

{
∆(µ)− ε− θ′

})
. (4.19)

According to Lemma 6.2.13 in [12], we have

∆(µ) = dKL (µ,P) (4.20)

where dKL (µ,P) is the discrete case KL-divergence defined as
∑

i ln(pi/µi)pi. For the case

µ ∈ B, with (4.11), we have dK (µ,P) ≥ θ. Moreover, in “Particular case 5” in [13], we have

dK (µ,P) ≤ ∅
√

2dKL (µ,P) (4.21)

hold for ∀µ ∈ P(Ω). Consequently, following (4.21), we have

dKL (µ,P) ≥ θ2/
(
2∅2

)
. (4.22)

Combining (4.19), (4.20), (4.22), we have

Pr(P′0 ∈ B) ≤ exp

(
−V

(
θ2

2∅2
− ε− θ′

))
. (4.23)

51



20 40 60 80 100 120

Size of Sampled SUs

900

950

1000

1050

1100

T
o

ta
l 

R
e

v
e

n
u

e
 o

f 
T

h
e

 P
S

P
 (

$
)

Optimal Revenue
D.D. w/o D.P. (Fortet-Mourier metric)
D.D. w/o D.P. (Kantorovich metric)
D.D. w/o D.P. (Uniform metric)

Figure 4.3: Data-Driven spectrum trading without ε-DP.
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Figure 4.4: Total revenue of PSP under different probability distance metrics.

Let θ′ = λ/V for any arbitrary small positive λ. Then, we have

Pr
(
dk
(
P′0,P

)
≥ θ
)

= Pr
(
P′0 ∈ B

)
≤ exp

(
−V

(
θ2

2∅2
− ε
)

+ λ

)
. (4.24)

Since λ can be arbitrarily small, we have P(dk(P′0,P ≤ θ)) ≥ 1− exp(− θ2

2∅2V + V ε).

With convergence rate (4.24), we can calculate the tolerance θ accordingly. For in-

stance, in Kantorovich metric, we assume the confidence level is η. Therefore P(du(P0,P ≤

θ)) ≥ 1− exp(− θ2

2∅2V + V ε) = η according to (4.24), and θ = ∅
√

2log(eεV /(1− η))/V .
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Similar proof is applicable for other metrics. For example, following the proof proce-

dure of Proposition 1 in our work and using Corollary 1 in [15], it is easy to prove that

under Fortet-Mourier metric, we have

P(dFM (P′0,P) ≤ θ) ≥ 1− exp
(
− θ2V

2∅2Λ2
+ εV

)
, (4.25)

where Λ = max{1,∅p−1}. Due to the page limits, we omit the detailed proof procedure.

4.4.1 Problem Reformulation under ζ-Probability Metrics, and Solutions

We denote x =
∑M

j=1Wjγj , α =
∑M

j=1Wj where α is a constant. The sample space is

Ω = {ξ1, ξ2, · · · , ξN}. Then the formulation can be simplified as

max
x

− cx+ min
pi

b

N∑
i=1

pi

(
min

(
x, ξi

))
+ cα (4.26)

s.t. x ∈ [0, α], (4.27)∑
i

pi = 1, and (4.28)

max
N∑
i=1

hip
′
0i −

N∑
i=1

hipi ≤ θ,∀hi : ||h||ζ ≤ 1, (4.29)

where the |h||ζ is defined according to different metric. In Kantorovich metric, |hx − hy| ≤

ρ(ζx, ζy). The constraint (4.28), (4.29) can be summarized as
∑

i ailhi ≤ bil, l = 1, · · · , L.

To reformulate the constraint, we consider the problem

min
hi

N∑
i=1

hip
′
0i −

N∑
i=1

hipi and (4.30)

s.t.
N∑
i=1

ailhi ≤ bil, l = 1, · · · , L. (4.31)

Its dual problem is represented as

min
L∑
l=1

blul, and (4.32)
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s.t.
l∑
l=1

ailul ≥ p′0i − pi, ∀i = 1, · · · , N, (4.33)

where u is the dual variable. Accordingly, the formulation can be reformulated as

max
x

− cx+ min
pi

b

N∑
i=1

pi

(
min

(
x, ξi

))
+ cα, (4.34)

(SP-M) s.t. x ∈ [0, α], (4.35)

N∑
i=1

pi = 1,
l∑
l=1

blul ≤ θ, and (4.36)

L∑
l=1

ailul ≥ p′0i − pi,∀i = 1, · · · , N. (4.37)

For the uniform metric, we can have the reformulation from the Uniform metric defi-

nition

max
x

− cx+ min
pi

b
N∑
i=1

pi

(
min

(
x, ξi

))
+ cα (4.38)

(SP-U) s.t. x ∈ [0, α], (4.39)

N∑
i=1

pi = 1, and (4.40)

∣∣∣∣∣
l∑

i=1

(
p′0i − pi

)∣∣∣∣∣ ≤ θ,∀l = 1, · · · , L. (4.41)

The formulation SP-M and SP-U can be solved by L-shape algorithm which is described

in [57]. We summarize the procedure of solving the 3DPP problem in Alg. 4.1.

4.5 Performance Evaluation

4.5.1 Simulation Setup

For illustrative purposes, we consider a spectrum trading market with 500 SUs. We

assume the true traffic demand of all SUs follows a discrete distribution: 100M with prob-

ability 0.4 and 200M with probability 0.6, respectively. Total available spectrum resources
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Figure 4.5: Total revenue of the PSP with 3DPP under Fortet-Mourier metric
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Figure 4.6: Total revenue of the PSP with 3DPP under Kantorovich metric metric

aggregated by the PSP is 300M. In addition, we set the fixed wholesale price for the spec-

trum sold to the SSP to be $ 3/MHz, and the spot price for the spectrum sold directly to

SUs to be $ 5/MHz.

4.5.2 Privacy and Performance Analysis

First, the confidence level η is set to be 90% and the size of sampled SUs varies from 10

to 120. We study the data-driven algorithm without DP. The results are shown in Fig. 4.3.

After collecting traffic demand of sample SUs, the STED does not add Laplace noises, and
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submits the true reference distribution directly to the PSP. From the results in Fig. 4.3, it

can be observed the total revenue of the PSP increases when the size of sample SUs increases,

regardless of the distance metrics adopted. The intuition behind the result is that, as the

size of sampled SUs , the value θ decreases, which stands for the distance between true

distribution and reference distribution. As a result, the solutions are moving closer to the

optimal one. It is also shown in Fig. 4.3 that the gap between total revenue under the Fortet-

Mourier metric and the Kantorovich metric is very small, when the number of sampled SUs

is over 100. When the number of sampled SU is 120, the results under all metrics are close

to the optimal one. Besides, we study the 3DPP’s performance in Fig. 4.4. Compared with

results in Fig. 4.3, it can be observed that the total revenue of the PSP with 3DPP is less

than that without ε-DP when the number of sampled SUs is small, but becomes close to

each other, or even to the optimal revenue when the size of sampled SUs increases. That

means it incurs some cost to involve ε-DP for the sampled SUs’ traffic demands, especially

when the number of sampled SUs is small. But this impact significantly diminishes when

the number of samples increases. That also implies that the proposed 3DPP scheme can

still successfully captures the characteristics of whole data set, i.e., the demand distribution

of all SUs, while preserving individual sampled SU’s traffic profile privacy. Moreover, from

Fig. 5, we found the Fortet-Mourier metric is a more applicable metric, since the simulation

results is more closer to the optimal revenue.

Moreover, we explore the impact of DP parameter ε in Fig. 4.5 - Fig. 4.7. We choose

four different ε values, i.e., 0.7, 0.5, 0.3, 0.2, respectively, and study its impact under different

metrics. We find that as the ε decreases, the total revenue of PSP decreases under all metrics.

The reason is, ε stands for the upper bound of privacy loss. It means, when ε is smaller, the

mechanism yields better privacy, and less accurate responses which leads to less revenue of

the PSP. It also can be observed that, when size of sampled SUs is less than 60, the gaps of

total revenue under different ε is large. When size of sampled SUs increases, the influence

of ε is less, and the total revenue under 3DPP with different ε converges to the optimal
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one. Last but not the least, we study the effect of confidence level on the 3DPP in Fig. 4.8.

We set the number of sampled SUs as 40, and test four different confidence levels, i.e., 0.6,

0.7, 0.8, 0.9, respectively. From the Fig. 4.8 we can observe that, as the confidence level

increases, the gaps between the PSP’s revenue of 3DPP and optimal one increases under

all three metrics. The reason is that, as the confidence level η increases, the distance θ

between reference distribution with ε-DP P′0 and true distribution P increases, and the true

probability distribution of SUs traffic demands is more likely to be in the confidence set

D. That implies that distribution in set D which is not that close to P might be used to

yield solutions. Therefore, the PSP’s revenue performance degrades when confidence level

increases.

4.6 Related Work

There are a lot of research works focusing on preserving privacy during spectrum trad-

ing. To be specific, Errapotu et al. in [58] employ the Paillier‚Äô crypto-system to preserve

SUs’ bidding privacy and maximize the revenue of PU simultaneously in a semi-distributed

manner. Liu et al. leverage attribute-based encryption to preserve PUs’ operational privacy

in spectrum database. Recently, a promising mechanism, differential privacy (DP), proposed

by Dwork [55] has been employed in dynamic spectrum allocation [3, 56, 59]. DP aims to

reveal statistical information of whole dataset without compromising the privacy of each

individual. Zhu et al. in [56] preserve the bidders‚Äô valuation privacy with approximate

revenue maximization in spectrum auction mechanism, and theoretically proved the mech-

anism is differential private. In the area of internet of things and spectrum monitoring, Sun

et al. in [59] propose a distributed stream monitoring system with high communication effi-

ciency and privacy guarantee. The technique they proposed is powered by DP theory, which

can ensure submitted data of every node are not substantially different with one element of

the node’s data stream changes. Jin et al. in [3] present a crowdsourced spectrum sensing

service provider, which selects spectrum-sensing participants in a DP preserving manner.

58



They prove the new mechanism can prevent any internal or external attackers from learning

the location of mobile participants, and minimize the social cost simultaneously.

To process spectrum trading, PU service provider recruits SUs to collect their char-

acteristic (traffic demand, location, etc.), and allocate different quantity of bandwidths to

different SUs accordingly. Since the number of mobile devices increases dramatically (the

mobile devices are expected to hit 12.1 billion in 2018), it is unrealistic to recruit all mobiles

in a specified region. Thus, we present a new architecture with data-driven. In our work,

STED samples a relatively smaller scale of SUs to collect the information of SUs’ traffic

demand and sends to PSP. However, since the number of sample is limited, it is difficult for

PSP to learn the precise information of SUs’ traffic demands. Hence, we utilize the data-

driven approach to deal with uncertainty of the information. Some previous researchers have

noticed the issue of distribution uncertainty and tried to employ robust optimization to ad-

dress this issue. For instance, Lunden et al. [36] propose a non-parametric cyclic correlation

in robust computation, which lead the algorithm doesn’t require the distribution of users’

traffic. Gong et al. in [60] present a model, which consider the distribution uncertainty

of received primary signal in spectrum sensing, to determine the robust threshold that can

guarantee the false alarm uncertainty. However, there is a lack of study to incorporate data-

driven sensing and DP together in spectrum trading system. In our work, we are trying to

melt SUs’ traffic demand DP into data-driven based spectrum trading. With the proposed

scheme, our work effectively preserves each individual SU’s traffic demand and maximizes

revenue of PSP under data-driven scheme at the same time.

4.7 Conclusion

In this work, we propose a novel spectrum trading architecture consisting of the PSP,

the SSP and the STED. Under this architecture, we proposed a novel 3DPP spectrum trading

scheme, which jointly employs DP techniques to preserve SUs’ demand, and data-driven ap-

proach to characterize the uncertainty of SUs’ traffic demand. Moreover we mathematically
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prove that the data after employing DP mechanism satisfies the data-driven requirements

under different ζ-structure probability metrics. Based on the contribution above, we for-

mulate a RA-SP problem to maximize revenue of the PSP. We employ a confidence set by

ζ-structure metric to reformulate the problem to a traditional two-stage robust optimization,

and developed algorithms. Through simulations, we show the feasible solutions and verify

the effectiveness of the proposed 3DPP scheme.
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Chapter 5

Optimization for Utility Providers with Differential
Privacy of Users’ Energy Profile

5.1 Introduction

With the advanced technologies and equipment on computation, communication, au-

tomation, controls and sensing, the traditional electric infrastructure is motivated to be

modernized into smart grid, which enables two-way communication including electricity and

information. Due to the benefits of smart grid, such as efficiency, reliability, and security,

the grid modernization has received a lot of attention. For instance, suffering from hurricane

and storms, Puerto Rico’s electric power authority proposed to rebuild and modernize the

power grid through 2027 [61], which includes building distributed microgrids, the use of

renewable resources and so on. In 2017, in Illinois, an 18-month investigation study, named

as NextGrid [62], is started to define the grid modernization and examine the opportunities

and challenges in the future Illinois electric grid and consumers.

Although modernizing the electric grid introduces improvements, smart grid is also

facing some challenges, where the most significant one is power outage/interruptions due to

the supply and demand mismatch. As we know, a substantial amount of our electricity is

generated from the coal, due to its affordable cost and huge coal reserves. In fact, coal-fired

power generation takes relatively long time and the gas-fired power has flexible and prompt

response to the real-time events in power grids [63]. To prevent power outage and satisfy

customers’ demand, the utility providers offset fluctuations by using more expensive gas-

fired power or pumped-storage electrical power. For example, Siemens operates a number

of gas-fired power plants all over the world, which is capable to provide flexible, reliable and

efficient power supply.

Moreover, despite the great benefits from two-way flows of electricity and informa-
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tion in smart grid, the chances of malicious attacks and risks of privacy leakage increase.

Smart metering is a promising solution to forecast and monitor electricity consumption of

consumers. The smart meters are installed in each consumer’s end (household, company,

factory, etc.). The amount of electricity a customer used is measured and saved in an energy

profiles, which will be sent to the utility provider at a requested time interval (the frequency

can be as few as 1-5 minutes). The provider utility can predict the user’s demand accu-

rately, optimize the operation of all distribution resources, and improve the efficiency of the

energy network. However, the energy profiles will be a potential target for well-motivated

adversaries to compromise the customer’s privacy. In this nearly real-time delivery of energy

consumption profiles, the attackers can exactly observe the consumer’s behavior, by compar-

ing the differences between consumption profiles. For instance, the attackers/eavesdroppers

can easily determine whether a consumer is at home by detailed energy consumption data,

like TV or washing machine, and further surmise the consumer’s house occupancy, meal

times, working hours or lifestyle patterns.

There are some research efforts trying to address security and privacy concerns while

meeting the requirements in smart grid. For example, Kamto et al. in [64] used encryption

to prevent unauthorized access energy profiles. Baumeister in [65] implemented a public

key infrastructure in smart grid, which meets most requirements of smart grid, such as

scalability and flexibility. In [66], the authors proposed a lightweight Diffe-Hellman au-

thentication mechanism, with Diffe-Hellman key exchange and hash-based authentication

technique. Metke et al. in [67] established a secure communication channel if the smart

meters are based on trusted computing platform. Nevertheless, the cryptographic solutions

can only keep data protected during transmissions, but not for the cases that the adver-

sary compromises the utility providers’ servers, or the utility providers themselves are not

trustworthy. Under the assumption that the utility provider is semi-honest, i.e., honest-but-

curious (e.g. [68,69]), in this work, we propose to allow customers to add distributed differ-

ential noises to the measured data before the smart meters send it to the utility provider.

62



Based on the aggregated “noisy" but statistically correct data, we let the utility provider

employ data-driven approach to characterize the uncertainty of customers’ power demand,

match the demand with the supply, and try to minimize the cost of energy generation. We

show that the proposed scheme can effectively reduce the power generation cost of the util-

ity provider while preserving the customers’ differential privacy in smart grid. Our salient

contributions are summarized as follows.

• In our work, we are focusing on integration of data-driven methodology and differential

privacy in smart grid scenario. From the user’s side, we protect the differential privacy

of user’s energy profiles. From the utility provider’s side, we implement the data-driven

methodology to minimize the energy generation cost based on the collected noisy data.

• In order to preserve the individual energy profile privacy, in our scheme, the con-

sumers deploy distributed differential privacy technique before the smart meters sent

the energy consumption data to the utility provider. With the distributed differen-

tial privacy algorithm, the utility provider can learn the statistic result of consumers’

energy demand without compromising each individual consumer’s privacy.

• Based on the given set of energy profiles collected by smart meters at consumers’

end, the utility provider employs data-driven approach to predicting the total energy

demand of consumers in a specific hour. The utility providers can construct references

distribution P0 of customers’ demand from the given set of energy profiles collected by

smart meters, and ensure that the distance between the ambiguous distribution P and

the reference distribution P0 is close enough. Due to the added noise and statistical

inference, the utility provider cannot predict the future demand accurately. Therefore,

in order to meet the fluctuation, gas-fired power plants or pumped-storage electrical

power station will be exploited.

• Based on the modeling above, we formulate the cost minimization problem into a

risk-averse two-stage stochastic problem (RA-SP). To solve the problem, we utilize
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L1 and L∞ norms for distance robustness. Our proposed model solves the problem

directly from the historical data without assuming/generating the true distribution

of consumer’s demand. We also verify the effectiveness of the proposed scheme by

evaluation performance.

5.2 Network Model

In smart grid, due to the two-way communication of electricity and information, the

utility providers are supposed to profile users’ demand in order to efficiently balance the

supply and demand, at the meanwhile, reduce the cost. In practice, there exists a significant

amount of historical data about consumers’ demand. With a given set of energy profiles

collected by smart meters, at utility provider side, data-driven is applied to forecast the

demand. In addition, we assume the utility provider is not trustworthy and the users add the

differential noises by themselves. In our work, we make the user perform DDP (distributed

differential privacy) algorithm, which is going to be introduced in detail in Subsection 5.2.1

to randomize the true data and send the modified value to the utility provider. As shown

in Figure 5.1, with the smart meters, the residential users first process their true energy

demand with the DDP algorithm. The utility provider collects the data from the given set

of users and applies data-driven model to estimate the energy demands and determine the

amount of supply.

In our architecture, the utility provider predicts the future demand from history data

of a given set of customers’ noisy demand, construct a reference distribution and predict the

total energy demand for all customers. Since the reference distribution cannot present 100%

unique true demand distribution, the scheduled energy supply may not meet the demand

of all customers. Under this scenario, when the supply and demand are not matched, the

quick-response efficient gas-fired power plant or pumped-storage electrical power station will

be started up. We assume the given set of residential users is N = {1, · · · , j, · · · , N} and

the real demand for each user is Uj . There are several backup gas-fired power plants/energy
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Figure 5.1: Network overview.

storage from a setM = {1, · · · , i, · · · ,M} controlled and operated by the utility provider.

Each has the capacity of ci unit of electricity power provided to the consumers.

5.2.1 Add Noise with Distributed Differential Privacy Algorithm

The definition of differential privacy is first proposed by Dwork [6]. The aim is to

exploit the statistical information without disclosure of the data providers’ privacy. However,

in differential privacy settings, there is a strong assumption that a trustworthy third-party

database or data aggregator is required to apply the randomized algorithm on the exact

data of data providers. In reality, people may evade to provide data to a survey including

sensitive questions. In such a situation that the data providers trust no one even the data

collectors but only themselves, secure multi-party computation and homomorphic encryption

are suitable to involve in the differential privacy definition. In [5], the authors propose a

private stream aggregation algorithm which guarantees distributed differential privacy of
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individual user, while the aggregator can only get the statistical results, but not learn any

other unintended information from users. We assume s = {s1, · · · , sn} denotes the vector

of users’ energy demand, function f represents the desired statistics of utility provider and

O indicates the output range of function f . Then, each consumer will employ Distributed

Differential Privacy as shown in Sec2.1.2.

In our scenario, since we are focusing on the summation of all the residential users’

demand, the sensitivity ∆ is supposed to be the maximum energy demand of an individual

customer. After achieving the differential privacy, each customer sends the noisy energy

demand data encrypted with private key skj to the utility provider. With the aggregation

of all the encrypted noisy energy demand data, the utility provider is able to sufficiently

decrypt the summation of the data [70] with the key sk0. Therefore, the utility provider is

supposed to learn only the summation of users’ energy demand and no information from each

user. With the DDP algorithm, the utility provider is able to get the summation demand

during a time period d = f(A(s)), which is a noisy version of f(s), at the meanwhile, the

differential privacy of each individual customer is guaranteed.

5.2.2 Data-driven Prediction

The traditional two-stage stochastic programming approach under our scenario as-

sumes the distribution of the consumers’ energy demand is known. However, in reality, the

distribution for the forecasting energy demand is actually uncertain. Instead, only a series

of historic consumer’s energy profile data are available. In this work, we employ a data-

driven approach, i.e., the risk-averse stochastic optimization approach (RA-SP) allowing

distribution ambiguity [71], to characterize the uncertainty of forecasting energy demand.

In the proposed method, we build the reference distribution from a given set of empirical

consumers’ data. Since the reference distribution from empirical data might be different

from the true distribution, we employ statistical inference and define confidence sets D cor-

responding to a given tolerance θ. It allows the distribution ambiguity to be within confident
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sets D with a certain confidence level (e.g., 99%). We employ two norms, L1 and L∞ norms,

to construct two types of confidence sets D1 and D∞. As the number of sampled days is

sufficiently large, the reference distribution converges to the true distribution under both

two norms. In the following, we describe the two confident sets D1 and D∞ as :

D1 =
{
P ∈ RK+

∣∣‖P − P0‖1 ≤ θ
}

=

{
P ∈ RK+ |

K∑
k=1

∣∣pk − p0
k

∣∣ ≤ θ} (5.1)

and

D∞ =
{
P ∈ RK+

∣∣‖P − P0‖∞ ≤ θ
}

=

{
P ∈ RK+ | max

1≤k≤K
|pk − p0

k| ≤ θ
}
. (5.2)

Under these two norms, the formulated problem can be obtained as a mixed integer linear

programming eventually.

For a given set of processed energy profiles data (assuming there are historical data

samples), it is easy for us to construct a histogram to fit all the energy profiles data. For

example, we can set K intervals to fit the predicted total energy demand of sampled days

in each interval to be L1, L2, · · · , and LK with L =
∑K

k=1 Lk. Based on this, we can

construct an reference distribution for the uncertain total energy demand of all consumers

in particular time period of a day as p0
1 = L1/L, p0

2 = L2/L, · · · , and p0
K = LK/L. For

simplicity, we let P0 = p0
1, p

0
2, · · · , p0

K represent the corresponding reference distribution.

The two distribution sets under Norm1 and Norm∞ are built based on a given confi-

dence level and the amount of available historical data. For instance, β is set to represent the

confidence level and β = 98% indicates that the ambiguous distribution P has at least 98%

chance in the given set. In (5.1) and (5.2), θ denotes the tolerance value, which is derived

from the confident set β and the number of historical data. Intuitively, the more historical

data we have, the more “closer” between the reference distribution and true distribution.
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From [72], we can explore the precise relationship between the tolerance θ and the number

of historical data L. The propositions are shown as follows:

Proposition 1: Supposing there are L number of historical samples, and K intervals,

the convergence rate between P and P0 under L1 norm is:

Pr
{
P ∈ RK+ |‖P − P0‖1 ≤ θ

}
≥ 1− 2K exp(−2Lθ/K).

Proposition 2: Supposing there are L number of historical samples, and K intervals, the
convergence rate between P and P0 under L∞ norm is:

Pr
{
P ∈ RK+ |‖P − P0‖∞ ≤ θ

}
≥ 1− 2K exp(−2Lθ).

We can derive the relation between confidence level β and the tolerance θ from above as

θ for L1 norm : θ1 =
K

2L
log

2K

1− β
and (5.3)

θ for L∞ norm : θ∞ =
1

2L
log

2K

1− β
. (5.4)

From (5.3) and (5.4), it is easy to observe that, as the size of historical data L increases

to ∞, both tolerance θ1 and θ∞ decrease to 0. Therefore, the confidence sets D1 and D∞

become singleton, and the corresponding risk-averse two stage stochastic problem becomes

the traditional two-stage stochastic problem.

5.2.3 Cost Minimization Problem Formulation

The collected data with DDP from smart meters is aggregated by the utility provider.

Because the distribution of the customers’ demand is uncertain, in order to efficiently balance

the supply and demand, the utility provider employs data-driven approach to forecasting the

customers’ future demand. As the reference distribution constructed from the collected data

cannot present the unique true distribution of the customers’ demand. In order to match the

supply and demand, the quick-response gas-fired power plants or pumped-storage electrical
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power stations are used. At the same time, on the utility provider side, the cost is supposed

to be minimized. Consequently, the cost minimization problem for utility provider can be

formulated as

min
x,y

N∑
i

Fiyi + EP

[ M∑
i

Tixi(ξ)

]
, (5.5)

s.t.:

M∑
i

xi(ξ) ≤ ciyi ∀i, (5.6)

M∑
i

xi(ξ) =
∑
j

Uj − d(ξ), and (5.7)

xi(ξ) ≥ 0, yi ∈ {0, 1} ∀i, j. (5.8)

In the formulation, (5.6) indicates the energy generated from gas-fired power plant i should

not exceed its capacity and (5.7) indicates the total number of energy generated from all gas-

fired power plants is the gap between overall real demand and uncertain predicted demand

from energy utility. The opening price for each gas-fired power plant is represented by Fi,

yi is a binary variable indicating if gas-fired power plant i is open, Ti denotes the purchase

price of each unit from power plant i, xi is the energy generated from the power plant i, ci

expresses the capacity of each power plant and Uj means real demand from each consumer

j in the particular time period.

Since we add noise in the processed energy profile, the distribution of real demand is

ambiguous. Therefore, we construct the confident set D, and let P ∈ D so as to minimize

the total cost under the worst-case distribution realization in D. The detailed formulation

is described as

min
y

M∑
i

Fiyi + max
pk

K∑
k

pk min
x

M∑
i

Tixi(ξk), (5.9)

s.t.: (5.6)− (5.8),
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K∑
k=1

pk = 1, and (5.10)

P ∈ D. (5.11)

5.2.4 Solution to the Optimization Problem

The Benders’ decomposition algorithm [73] is exploited to solve the problem into

global optimality. Since for each scenario ξk, the second-stage optimization problem

minx
∑M

i Tixi(ξ
k) of (5.9) is independent of ξi for i 6= k. Consequently, the minimiza-

tion operation can be put before the summation, i.e, the objective function (5.9) can be

written as

min
y

M∑
i

Fiyi + max
pk

min
x

K∑
k=1

pk

M∑
i

Tixi(ξk), (5.12)

s.t.: (5.6)− (5.8), (5.10), (5.11).

We can calculate the second-stage minimization problem by solving its dual. The dual

subproblem and dual variables λ, v associated with constraints are given by

max
λ,v

K∑
k=1

[
λk (U − d(ξk))−

M∑
i

ciyiυ
i
k

]
, (5.13)

s.t.: λk − υik ≤ pkTi,∀i, k, and (5.14)

υik ≥ 0, ∀i, k. (5.15)

The dual variables corresponding to scenario k for constraints (5.6)-(5.8) are υik and λk,

respectively. Because of the duality property, the optimal objective of the primal problem

is equivalent to the dual problem. It is obvious that the maximization operation in the

primal formulation can be combined with the dual second-stage problem. The second-stage

max-min problem can be obtained as

ψ(y) = max
pk

min
x

K∑
k=1

pk

M∑
i

Tixi(ξk)
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= max
pk,λ,v

K∑
k=1

[
λk (U − d(ξk))−

M∑
i

ciyiυ
i
k

]
, (5.16)

s.t.: λk − υik ≤ pkTi,∀i, k, (5.17)

υik ≥ 0, ∀i, k, and (5.18)

K∑
k=1

pk = 1, P ∈ D. (5.19)

Under the L∞ norm case, the constraint (5.19) represents

max
1≤k≤K

|pk − p0
k| ≤ θ, (5.20)

which is equal to

|pk − p0
k| ≤ θ,∀k. (5.21)

Under the L1 norm case, the constraint (5.19) represents

K∑
k=1

|pk − p0
k| ≤ θ. (5.22)

We denote α as the second-stage worst case energy cost. Then by applying feasibility cut

and optimality cut iteratively, we can solve the master problem which is reformulated as

min
y∈{0,1}

N∑
i

Fiyi + α

s.t.: Feasibility cuts,

Optimality cuts.

• Feasibility Cuts: We use the L-shaped method to generate feasibility cuts. We formu-

late the feasibility check problem as follows to check constraints (5.6) and (5.7):

min
γ,x

K∑
k=1

( M∑
i=1

γ1i
k + γ2

k + γ3
k

)
, (5.23)

s.t. γ1i
k −Xi(ξk) ≥ −ciyi, ∀i, k, (5.24)

γ2
k −

M∑
i=1

Xi(ξk) ≥ −(U − d(ξk)), ∀k, (5.25)
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γ3
k −

M∑
i=1

Xi(ξk) ≥ (U − d(ξk)),∀k, and (5.26)

Xi(ξk) ≥ 0, γ1i
k , γ

2
k , γ

3
k ≥ 0,∀i, k. (5.27)

Its dual problem can be obtained as

ω(y) = (5.28)

max
λ̂,µ̂,υ̂

K∑
k=1

[
−λ̂k (U − d(ξk)) + µ̂k (U − d(ξk))−

M∑
i=1

υ̂ikciyi

]
(5.29)

s.t. − λ̂k + µ̂k + υ̂ik ≤ 1,∀i, k, (5.30)

λ̂k, µ̂k, υ̂
i
k ∈ [0, 1],∀i, k, (5.31)

where dual variables υ̂ik, λ̂k and µ̂k correspond to the kth scenario for constraints (5.24),

(5.25) and (5.26), respectively. Therefore, the feasibility check is performed as follow steps:

1) If ω(y) = 0, the first stage solution is feasible.

2) If ω(y) ≥ 0, a feasible cut is generated in the following form:
K∑
k=1

[
−λ̂k (U − d(ξk)) + µ̂k (U − d(ξk))−

M∑
i=1

υ̂ikciyi

]
≤ 0. (5.32)

• Optimality Cuts: At each iteration, we get y and α after solving the master problem.

Then we substitute y into the subproblem and obtain ψ(y). If ψ(y) ≤ α, we claim we

find the optimal solution. If not, which means ψ(y) > α, we generate optimal cut in

the following form and add it into the master problem:

K∑
k=1

[
λk (U − d(ξk))−

M∑
i

ciyiυ
i
k

]
≤ α. (5.33)

Finally, the optimality cuts and feasibility cuts ensure the Benders’ decomposition

algorithm converges to global optimality.
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Figure 5.2: Distribution of consumers’ energy demand under different ε.
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Figure 5.3: Total cost under L1 norm
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5.3 Performance Evaluation

In this section, we evaluate our proposed model and associated algorithms. The eval-

uation is accomplished in a computer equipped with Intel Core i7 CPU of 2.7GHz. Due to

the nondisclosure agreement, all results are computed from the simulated data that are gen-

erated according to the real data analysis. The proposed algorithms can be directly applied

to real data without modification. The utility provider processes 10,000 consumers energy

cost per hour (from 8 pm to 9 pm) for 300 days. The consumers implement DDP algorithm

to their energy profiles. We assume the total consumers’ energy consumption is 6 × 104. In

our model, there are three gas-fired power plants, each capacity is 4 × 104; 5 × 104 and 1

× 10 4, accordingly. In addition, the open cost for each gas-fired power plant is 1, and the

unit wholesale price for energy is 1 per unit.

We set the confidence level β to 80% and study the data-driven algorithm without

DDP. The results are shown in Fig. 5.2−Fig. 5.4. From Fig. 5.2, we can observe that

the distribution of consumers’ energy demand is very close after integrating distributed

differential privacy. We notice that as ε get smaller, the privacy is higher, therefore, the

difference between the distributions is higher too. In Fig. 5.3 and Fig. 5.4, we obtain the

performance of the energy generation cost under different forms. It is shown that under both

L1 norm and L∞ norm, the cost is lower as we have more historical data. It means that with

more historical data processed by utility provider, the distribution is more accurate. It can

also be observed that the utility cost under DDP algorithm is worse than the performance

without preservation privacy, which represents the trade-off between the privacy and utility.

5.4 Conclusion

In our work, we focus on integration of data-driven methodology and differential pri-

vacy in smart grid scenario and propose a novel scheme that not only minimizes the cost for

utility providers but also preserves the DDP of users’ energy profile via differential privacy.
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The data-driven approach is exploited to estimate the users’ demands and formulate the

cost minimization based on the collected noisy data. We also develop algorithms for feasible

solutions, and demonstrate the trade-off between privacy and utility of the proposed scheme

through simulations results.
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Chapter 6

Caching with Users’ Local Differential Privacy in
Information-Centric Networks

6.1 Introduction

As the rapid increasing of content demands in the Internet, new information-centric

networking (ICN) design is motivated to be developed in the future Internet for improved

delivery efficiency, content scalability and availability [74–76]. In addition, ICN architectures

are based on named content, which is radically different from the traditional host-centric

paradigm based on named hosts [74]. In this new ICN architecture, with the deployment

of in-network storage for caching in the access points (AP), it is efficient to offload the

tremendous increasing amount of content. In 2017, Cisco highlights that the video traffic

has already reached 73 percent of all the Internet traffic in 2016, and it is estimated to

be increased to 82 percent by 2021 [77]. Inspired by the fact of the speedy growth of the

demand for video contents, build-in caching features are supposed to be applied widely in

the ICN.

Since the content provider (CP) aims to provide high quality of service (QoS) to

the users, the storage for caching in APs plays an important role in reducing the network

congestion and backhaul load. As the cache-enabled APs such as base stations are required to

cooperate with the CP, it is necessary to find an approach to offering the economic incentives

for the contributions and efficiently allocating the resources. As a result, the CP is able to

cache the popular data objects with the cooperation of the cache-enabled APs by offering

appreciable economic incentives. For example, in [75], the authors exploit the auction theory

to design the optimal allocation with jointly leasing the cache storage and bandwidth of APs.

In [78], the proposed scheme focuses on optimal virtual resource allocation with integrating

device-to-device communication in the ICN. In [79], the non-cooperative game is applied to
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formulate a pricing strategy and caching policy. However, in these works, they all use the Zipf

discrete distribution [80] to represent the content popularity in Internet. As the universal

Zipf distribution may not perfectly capture the statistical features of content popularity in

various geographical locations in ICN, in our work, we employ data-driven methodology to

predict the content popularity from the collected data of local CP users without premise on

the content popularity distribution.

While it is beneficial to ICN users with high QoS, it may compromise the users’ privacy.

To predict the content popularity, the CP aggregates the preferred content information from

certain users. However, this aggregation process may elevate risks of privacy leakage. As the

user’s content preferences may include some sensitive information, these kind of sensitive

personal information could be sold as a commodity for commercial uses. For example,

because of the disclosure of the private content preference data, users may receive a plenty

of spam or fraud emails or phone calls. Therefore, it is necessary to pay attention on

protecting on users’ private content preferences. For instance, in [76], the authors propose a

tag forgery based privacy-enhancing technology to protect the users’ interests and preferences

in social-tagging systems. In [81], the authors design a tag suppression scheme based on

data perturbation to protect end-user privacy in collaborative tagging services.

In our work, in order to address those issues above, we propose a scheme that the CP

offloads popular contents into several storage for caching of APs according to the noisy con-

tent preference data from users. Therefore, the users’ privacy is preserved and the problem

of high backhaul load is resolved. Briefly, the CP exploits the data-driven methodology to

predict the content popularity distribution according to the collected noisy content prefer-

ence data from the users and stimulates the APs with economic incentives to lease their

storage for caching popular contents. Consequently, we formulates a revenue maximization

problem based on the description above and demonstrates that the CP revenue can be effec-

tively optimized, while preserving the customers’ local differential privacy in the ICN. Our

salient contributions are summarized as follows:
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• In our work, we preserve the privacy of users’ preference information by locally adding

differential noises on the users’ side. In addition, data-driven methodology is employed

to forecast the content popularity for optimize the revenue maximization problem on

the CP side. However, true preference content information of each individual user is

not able to be obtained by CP or attackers like eavesdropper.

• With the assumption that the CP is semi-honest, in order to protect each individual

user’s content preference information, optimized local hashing (OLH) protocol is ex-

ploited. Therefore, the CP is able to estimate the frequency distribution of different

contents from the users’ noisy content preference information. At the meanwhile, the

true individual user’s content preference information is not able to be leaked out.

• In the ICN, the Zipfs law is widely applied as a probabilistic model to characterize

the content popularity. In our work, we employ data-driven approach to predicting

the content popularity of a group of users without assumption of the distribution. We

assume the CP constructs the reference content popularity probability P0 according to

the noisy users’ content preferences, stimulates the cache-enabled APs to cooperate in

the ICN to store popular content and formulates the revenue maximization problem

with the constraint of characteristic of uncertainty of content popularity with distance

between the ambiguous distribution P and the reference content popularity probability

P0.

• The formulated revenue maximization problem can be represented into a risk-averse

two-stage stochastic problem (RA-SP). The Benders’ decomposition is algorithm is

applied to solve the proposed problem to global optimality based on L1 and L∞ norms

for distance robustness. We also conduct simulations to verify the effectiveness of the

proposed scheme.
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6.2 Network Model and Preliminaries

6.2.1 System Description

In our work, as shown in Figure 6.1, we assume the content provider (CP), in the

information-centric network (ICN), collects users’ content preferences information with local

differential noise, forecasts the content popularity by data-driven methodology, leases several

storage for caching of the access points (APs) and offloads the popular contents in advance

into the cache. Therefore, the heavy back haul load and congestion problem can be reduced.

Additionally, the users apply the local differential privacy (LDP) protocols to add noise

individually on their content preferences and send the modified value to the CP.

In our scheme, we assume the set of users is U = {1, · · · , u, · · · , U}, the file is repre-

sented as f with size sf and the real content preference of each user is ru that is in the domain

with size of F . There are several cache-enabled APs from a set M = {1, · · · ,m, · · · ,M}

cooperated with the CP to provide high QoS. Each cache of the AP has the capacity of cm

unit and the price to lease each cache is km. With the LDP protocol, the users add noise

locally to their content preference ru, which is shown in 6.3.1 in detail. The CP constructs

the reference content popularity probability P0 based on noisy content preference results

and predicts the true popularity by data-driven approach. Hence, the storage for caching

in APs is selected to lease by CP. Because of the uncertainty of reference distribution, the

revenue maximization problem is formulated to determine the set of cache to be leased,

which is illustrated in Sec 6.3.3. Moreover, the Benders’ decomposition is deployed to solve

the proposed maximization problem.
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Figure 6.1: System description.

6.3 Data-Driven Caching Revenue Maximization Problem

with Local Differential Privacy

6.3.1 Protecting Private Content Preference with Local Differential Pri-
vacy

To perform a LDP mechanism, it contains several steps. First, the true data is encoded

locally into a vector or a number. Next, the encoded data is randomized by a specific

function. At last, the processed data will be sent to the data aggregator or database. Among

the three steps, the combination of the first two steps is the randomized algorithm A in the

definition, which is finished locally and supposed to satisfy ε-LDP. In [9], the authors have

introduced an optimized LDP protocol, named optimal local hashing (OLH), which can offer

higher accuracy of frequency estimation with lower communication cost.

In our work, we exploits OLH protocol to randomize the response of users’ content

preferences. The detail of OLH protocol can be found at Sec 2.1.3.
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Algorithm 6.1 Algorithm for Obfuscation Strategy
1: Input: Survey data of user preference i.i.d drawn from the true distribution. The

confident level of D is η.
2: Output: Objective value of the problem (6.1).
3: Obtain the reference distribution P0 and tolerance θ based on the historical data.
4: if The reference distribution and true distribution are under Kantorovich metric or

Fortet-Mourier metric then
5: Reformulate the problem to (6.12) - (6.14)
6: Feasibility check master problem of (6.12)
7: if Infeasible then
8: Generate feasible cut for master problem
9: go to line 6

10: end if
11: Feasibility check the subproblem of (6.12)
12: if Infeasible then
13: Generate optimal cut for subproblem
14: go to line 6
15: end if
16: Stop and output solution
17: else
18: Reformulate the problem to (6.15) - (6.17) under Uniform metric
19: Solve the problem under bender decomposition algorithm, same as line 6 to line 16.
20: Output the solution.
21: end if

6.3.2 Data-driven Analysis of Content Popularity

Most works in the ICN assume that the distribution of content popularity is known as

Zipf distribution. However, practically, it characterizes the the statistical features in various

geographical locations. Moreover, only historical data or real content preferences of users

can be obtained by the CP to construct the reference distribution of content popularity.

Therefore, in our work, we employ data-driven risk-averse stochastic optimization approach

(RA-SP) to making a decision to lease cache-enabled APs under the uncertainty of predicting

the content popularity.

We use a distance measurement proposed in [10] to quantify the distance between

two distributions. Specifically, a predefined distance measure d(P0
i ,Pi) is constructed on

confident set D, where P0
i is the reference distribution estimated from historical data, and

Pi is the ambiguous distribution of users’ content preferences distribution. The details can

be found at Sec 2.2.
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6.3.3 Caching Revenue Maximization Problem with Local Privacy

Preservation

As we describe before, the CP collects user’s noisy content preferences with LDP and

aggregates the frequency estimation of each content. Consequently, the CP is able to get the

noisy content popularity represented as ru(f). In our work, according to the noisy content

popularity ru(f), we assume there are F popular files in the set F = {1, · · · , f, · · · , F}

selected to store in the cache-enabled APs, each of which has the capacity cm. The binary

parameter ym is used to represent if an AP is leased by the CP with the price km. We

denote the size of a file stored in a cache as sfm. We represent the profit per unit size of

backhaul load reduction as α. Hence, the total expected revenue of backhaul load reduction

is α
∑F

f

∑M
m sfm. We randomly sample select a group of users of the CP and get the total

download size of files. Since the uncertainty of the distribution of the content popularity, the

total download size distribution can be denoted as d(ξ). In addition, the profit of serving

users per unit size of file is φ. In order to maximize revenue, the CP employs data-driven

method to predict the real content popularity and selects cache-enabled APs from a given

group. Because of contribution of the APs, the bachhual load is reduced. Therefore, the

revenue maximization problem for CP can be formulated as

max
y

M∑
m

−kmym + α

F∑
f

M∑
m

sfm + EP[φd(ξ)], (6.1)

s.t.:
F∑
f

sfm ≤ cmym,∀m, and (6.2)

ym ∈ {0, 1}, ∀m. (6.3)

In the formulation, (6.2) indicates the files store in one cache m should not exceed the

capacity cm of the cache and (6.3) indicates whether the cache m is leased by the CP. Since

we add noise in the processed energy profile, the distribution of real demand is ambiguous.
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Figure 6.2: Expected revenue without users’ privacy preservation.

Therefore, we construct the confident set D, and let P ∈ D so as to minimize the total cost

under the worst-case distribution realization in D. The detailed formulation is described as

max
y

M∑
m

−kmym + α

F∑
f

M∑
m

sfm + min
P∈D

EP[φd(ξ)], (6.4)

s.t. (6.2), (6.3).

6.3.4 Solution to Caching Optimization under Distribution Uncertainty

From subsection 6.3.2, we explore how to solve (6.4). We assume the sample space is

Ω = {ξ1, ξ2, · · · , ξN}. The formulation can be simplified as :

max
y

M∑
m

−kmym + α
F∑
f

M∑
m

sfm + min
pi

N∑
i=1

pi
(
φd(ξi)

)
, (6.5)

s.t. (6.2), (6.3),

N∑
n=1

pi = 1, and (6.6)

max
hi

N∑
i=1

hip
0
i −

N∑
i=1

hipi ≤ θ,∀hi : ||h||ζ ≤ 1, (6.7)
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where |h||ζ is defined according to different metrics. For the Kantorovich metric, |hi−hj | ≤

ρ(ξi, ξj). For the Fortet-Mourier metric, |hi − hj | ≤ ρ(i, j) max{1, ρ(ξi, a)p−1, ρ(ξj , a)p−1}.

The constraints (6.6)-(6.7) can be summarized as
∑N

i=1 aijhi ≤ bj , j = 1, · · · , J . To refor-

mulate the constraints, we consider the following problem:

min
hi

N∑
i=1

hip
0
i −

N∑
i=1

hipi, (6.8)

s.t.
N∑
i=1

aijhi ≤ bj , j = 1, · · · , J. (6.9)

The dual problem can be formulated as

min
u

J∑
j=1

bjuj , and (6.10)

s.t.
J∑
j=1

aijuj ≥ p0
i − pi, ∀i = 1, · · · , N, (6.11)

where u is the dual variable. Accordingly, the problem can be reformulated as follows under

Kantorovich metric and Fortet-Mourier metric:

max
y

M∑
m

−kmym + α
F∑
f

M∑
m

sfm + min
pi

N∑
i=1

pi
(
φd(ξi)

)
, (6.12)

s.t. (6.2), (6.3),

N∑
n=1

pi = 1,

J∑
j=1

bjuj ≤ θ, and (6.13)

J∑
j=1

aijuj ≥ p0
i − pi, ∀i = 1, · · · , N. (6.14)

For the Uniform metric, we can have the reformulation from the Uniform metric defi-

nition:

max
y

M∑
m

−kmym + α
F∑
f

M∑
m

sfm + min
pi

N∑
i=1

pi
(
φd(ξi)

)
, (6.15)
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s.t. (6.2), (6.3),

N∑
i=1

pi = 1, and (6.16)

∣∣(p0
i − pi

)∣∣ ≤ θ,∀i. (6.17)

After reformulating the problem, we can solve the formulation (6.12) - (6.14) and (6.15)

- (6.17) through Benders’ decomposition algorithm. The detailed algorithm is shown in

Algorithm 6.1.

6.4 Performance Evaluation

In our simulation, we assume the CP provides service to 10,000 users and take a survey

on the content preference from the selected users. The users implement local differential

privacy protocol, then send the noisy preference result to the CP. To be specific, the sample

users choose interested files from 10 candidates, add noise and send back to the CP. The

CP processes the results and estimates the maximum revenue. We assume there are three

cache-enabled APs in our system, each capacity is 3 units, 4 units and 5 units, accordingly.

To simplify simulation, each file is 4 units in our network.

We set the confidence level β to 99% and study the performance with and without

integrating local differential privacy. In Fig. 6.2, we obtain the performance of the expected

revenue under different metrics. It is shown that no matter under which metric, the expected

revenue is higher and closer to optimal revenue as we have more data. It means that with

more data processed by the CP, the distribution is more accurate. Fig.6.3 − Fig.6.5 show the

comparison under different local differential privacy levels. We can observe that the expected

revenue after adding noise is worse than the performance without preserving privacy, which

represents the trade-off between the privacy and utility. Moreover, it is observed that when

ε increases from 0.5 to 1, the expected revenue increases under the same size of historical

data, and closer to the performance without adding noise. The reason is that ε presents
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Figure 6.3: Performance under Kantorovich metric .
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Figure 6.4: Performance under Fortet-Mourier metric.

privacy level in differential privacy. When ε is smaller, it means the privacy level is higher,

and the users would add more noise in the submitted data.

6.5 Conclusion

In our work, we propose a scheme to predict the content popularity based on selected

users’ locally differentially private content preference data in information-centric networks

and formulate a revenue maximization problem. Because of the uncertainty of the content

popularity distribution, data-driven methodology is employed to formulate the problem

based on the collected noisy content preference data. In addition, we develop an algorithm

for obfuscation strategy to feasibly solve the proposed problem. We conduct simulations to

86



0 2000 4000 6000 8000 10000

Size of Historical Data

110

120

130

140

150

160

170

180

190

200

E
x
p

e
c
te

d
 R

e
v
e
n

u
e

w/o OLH

w OLH,  =0.5

w OLH,  =1

Figure 6.5: Performance under Uniform metric.

show the effectiveness of the proposed scheme and illustrate the trade-off between privacy

and utility.
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Chapter 7

Data-Driven Small Cell Placement Optimization
with Users’ Differential Privacy for Wireless NGNs

In the coming fifth generation (5G) or beyond 5G next generation networks (NGNs),

the small cell deployment is a promising solution to meet the ever increasing demands of mo-

bile devices, and the proliferation of wireless services. The low power base station (BS), such

as femtocell BS, is a cost-effective and environmental friendly substitution for the power-

hungry macrocell BS. One potentially effective way to deploy those small cells is to use

two-tier NGN architecture, where the first-tier carrier can authorize the second-tier carrier’s

access to users’ transmission information database (e.g., uplink/downlink service demands),

and thereafter the second-tier carrier can decide how to place small cell BSs according to

the mobile users’ requirements locally. However, the second-tier carriers/operators for small

cell placement may not be trustworthy, and the NGN users’ data privacy might be compro-

mised. To address this issue, we integrate differential privacy (DP) preserving techniques

into data-driven optimization, and propose a novel scheme that not only preserves the pri-

vacy of NGN users’ transmission information, but also maximizes the revenue of small cell

deployment. Briefly, differential private noises are intentionally added into the users’ trans-

mission information database. Based on queries, the second-tier carrier can aggregate a given

set of users’ differentially private historical data, estimate the users‚Äô demands, and for-

mulate the data-driven revenue maximization problem. Given the stochastic programming

optimization formulation, we develop feasible solutions and conduct extensive simulations

with real-world transmission datasets (i.e., transmission data collected hourly from 3072 4G

eNBs deployed in several southern cities of China in 2015) to verify the effectiveness of the

proposed scheme.
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7.1 Introduction

Over the last decades, the world has witnessed the explosive growth of mobile wireless

communication, fueled by the popularity of smartphones and tablets. By 2020, it is expected

that almost 50 billion wireless devices will be connected [82,83], and each mobile users would

download 1 terabyte of data annually [84]. However, the existing wireless communication

technologies cannot handle the thousand-fold increase in total mobile broadband data in the

future [85]. Therefore, the NGN wireless communication technologies have been proposed to

support the demands for a higher data rate, a larger capacity, and a lower latency, compared

to 4G wireless technologies, such as LTE. It is predicted that NGNs will rely much more on

the small cell, such as femtocell with low-power, short range access points to deliver data to

the users [86,87].

To address the aforementioned challenges, the multi-tier architecture is one of the

promising solutions for NGNs. To be specific, in a particular region with fixed number of

users, to meet the high data rate demand in NGNs, one macrocell BS cannot satisfy all the

users’ traffic demands. Traditionally, the first-tier carrier will build another macrocell BSs

to ensure that more than one macrocell BS will cover this region to achieve the high data

rate demand. However, maintaining a macrocell BS consumes a large amount of energy and

money. A multi-tier architecture consists of macrocell BS, different types of licensed small

cells to serve users with different quality-of-service (QoS) requirement in an energy-efficient

manner. Instead of building another macrocell BS, the second-tier operator will build many

small cell BSs, such as microcell, and femtocell users, which can collaborate with macrocell

BS in a multi-tier architecture, to support the capacity and increase the spectral efficiency.

An example of a tier-2 carrier in the US is US Cellular, who has an agreement in place

with Sprint for voice and data coverage. The advantage of small cell BSs is that they are

more energy-efficient choice. (One microcell BS consumes about 4.4 times less energy than

a macrocell BS [88]), which can reduce the inter-cell interference and improve the spatial
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reuse if necessary [89].

7.1.1 Related Work

In the multi-tier cellular wireless NGNs, the first-tier carrier will authorize second-

tier carrier to access the data transmission profile of the users, and the second-tier carrier

will decide where and how many microcell BSs to build in a particular region. Therefore,

the data transmission profile will be a potential target for the well-motivated adversaries

if the second carriers are compromised. When the second-tier carrier is untrusted, the

attackers/eavesdroppers can easily know the amount of data transferred in a particular

region. Therefore, it can estimate the market scale of a hotel, or the day routine of a specific

user.

There are many research works that focus on addressing the security and privacy

concerns in the small cell [90]. For example, unlinkable temporary identifiers (TMSIs [91]

and GUTIs [92]) are employed in 4G LTE standards, to prevent the air interface attacks

between the mobile device (Users equipment) and the femtocell (HomeNodeB). The large

scale deployment of small small cell BSs also renders the exposure of the core NGN’s point

of entrance to the public internet, which could make the system under internet-based attack,

such as Denial of Service (DoS) or impersonation attack. The most popular solutions for

such attacks are network analysis [93, 94] and client puzzles [95]. Guri et al [96] tested

and analyzed the anonymous attack on a small cellular network under the current 911

infrastructure, to measure the severity of the attack impact.

7.1.2 Our Contribution

Nevertheless, none of above work consider that the small cell BSs themselves may

be untrustworthy. Under the assumption that the small cell BS may be compromised by

the adversaries, in this work, we propose a novel scheme, which allows the first-tier carrier

could add noise to the user’s database under differential privacy standard. After that, the
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Figure 7.1: Illustration for small cell deployment in NGNs.

first-tier send the data to the small cell BS of second-tier carrier. Based on the “noisy” but

statistically correct data transmission amount, we let the small cell BSs employ data-driven

approach to characterize the uncertainty of users’ transmission data requirement, match

the demand with the supply, and try to maximize the total revenue of whole system. It

is proved that this novel strategy increases the financial profit of the whole system while

preserving the users’ communication data differential privacy in NGNs small cell network.

Our contributions are summarized as follows,

• In our work, we focus on the integration of differential privacy and data-driven stochas-

tic programming methodology in the small cell deployment. From the first-tier carrier

side, we protect the privacy of users’ transmission data; from the second-tier car-

rier/small cell BSs’ side, we implement the data-driven methodology to maximize the

revenue of the whole system based on the data from limited samples.

• In order to preserve the privacy, the first-tier carrier/macrocell BS deploys centralized

differential privacy technique before sending them to the second-tier carrier. With the

centralized differential privacy protocol, the second-tier carrier can learn the statistic

result of each user’s transmission data amount without compromising the privacy of
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the each sample’s data.

• When the second-tier carrier receives the data transmission profile of users, it will

decide where and how many small cell BSs to place. However, the second-tier carrier

cannot know the real transmission data of users, but can only build a reference distri-

bution that close enough to the real distribution of the transmission data requirement.

In other word, for the second-tier carrier, the users’ transmission data requirement is

ambiguous. For instance, the second-tier carrier cannot know the precise transmission

data of users per hour in the future. On the other hand, it can forecast the users’

transmission data distribution in a particular hour (e.g., 12:00 am to 1:00 pm) from

the historical data (historical data from 12:00 am to 1:00 pm in a month). In or-

der to provide an optimal trade-off between service quality, availability and cost, the

second-tier carrier employs data-driven approach on the collected historical data. The

second-tier carrier can construct reference distribution P0 of users’ transmission data,

and ensure that the distance between the ambiguous distribution P and the reference

distribution P0 is close enough.

• Based on the modeling above, we formulate the revenue maximization problem into a

risk-averse two-stage stochastic problem (RA-SP). To solve this problem, we utilize ζ-

structure probability metric to guarantee the distance robustness. Our proposed model

solves the problem directly from the historical data without assuming/generating the

true distribution of users’ transmission data amount. The effectiveness of the proposed

scheme is also verified by the performance evaluation results.

The rest of this work is organized as follows. In Sec. 7.2, we introduce the network

model and the related model in the system. We also introduce the preliminary of differential

privacy and ζ-probability metrics, and formulate the optimization problem to preserve users’

transmission data privacy and maximize the NGN revenue simultaneously. In Sec. 7.3, we

present how we solve the proposed formulation with optimal cut and feasible cut. Simulation
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results and discussions are presented in Sec. 7.4, and the conclusion remarks are drawn in

Sec. 7.5.

7.2 System Description

7.2.1 Network Configuration

Our proposed BSs deployment in the assigned region consists of the first-tier car-

rier with one macrocell BS and the second-tier carrier with N = {1, 2, · · · , i, · · · , N}

small cell BSs, as shown in Fig. 7.1. As introduced in Sec. 7.1, the first-tier carrier and

second-tier carrier collaborate all BSs together to satisfy all users transmission data in the

fixed region. Both of the carriers have their own databases that can store the transmis-

sion data information. The database server of first-tier carrier is entitled to collect the

M = {1, 2, · · · , j, · · · ,M} users with unequal D = {d1, d2, · · · , dj , · · · , dM} transmission

data.

We assume the capacity of macrocell BS is Cm. In the 5G, one macrocell BS may

not satisfy all users’ demand due to the proliferation of the smart phones and the enormous

amount of different wireless services, such as video game/face time and live. Therefore,

the first-tier carrier will authorize second-tier carrier to build the small cell BSs to support

communication transmission of the region. The second-tier carrier can access all users’

transmission information from the database of first-tier carrier, and restore it to its own

database server. After that, the server of second-tier carrier will process the data, and

decide how many and which kind of smallcell BSs will be built in the assigned area.

In our NGN assumption, the adversaries could be the dishonest small cell BSs or eaves-

dropping attackers, who are always monitoring the information exchange between the two

carrier database servers. Without enforcing any privacy preserving schemes, the adversaries

can easily learn the users’ transmission data profiles. The user’s transmission information

profile is similar to the energy profile in the smart grid. The adversaries can easily learn the
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pattern of a particular user, or the scale of a business with the prior knowledge of location.

For instance, the adversary will eavesdrop the resident activity pattern and speculate when

the user leaves/comes back home. The adversary can also estimate how many customers are

present in a hotel when it obtains the transmission data profile under the hotel’s location.

To preserve the users transmission information privacy and maximum revenue for de-

ployment of small cell BSs, it takes four steps for the first-tier carrier to deliver users’ data

to second-tier carrier. Firstly, the second-tier carrier sends queries about users transmission

data to the first-tier carrier. Secondly, the first-tier database server collects the data in-

formation, and constructs the reference distribution P0. Third, the first-tier database adds

noises drawn from Laplace distribution to P0, and establishes a noisy distribution P′0, which

achieves ε-DP. Meanwhile, the first-tier database server sends the noisy distribution to the

second-tier database. Fourth, the second-tier database receives the noisy data, and decides

how many small cell BS to build in this region. The second-tier database knows the received

data is processed by differential privacy, and builds a confident distribution set D which

includes all the distribution that is close enough to the noisy distribution P′0 under certain

stochastic metric, which we will explain in Sec. 7.2.2. The second-tier data base ensures

that the real transmission data distribution P is in the confident distribution set D. Finally,

based on D, the second-tier database decides how many and which kind small cell BSs to

build to maximize its revenue.

7.2.2 Revenue Maximization Problem Formulation

First, the first-tier carrier will send the noisy information to second-tier carrier under

Laplace mechanism as described in2.1.1. In our scenario, the first-tier carrier have lim-

ited historical data (e.g., 300 hours) for each users’ per hour transmission data/throughput.

Therefore, the dj in D = {d1, d2, · · · , dj , · · · , dM} indicates the dataset of users j’s through-

put per hour (with 300 records). The second-tier carrier will ask first tier the question f

= “how many records of user j’s throughput is among 40Mbps to 60Mbps”, the first-tier
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carrier will send the noisy answer to the second-tier carrier with Laplace mechanism. Sim-

ilar to this, the second-tier carrier will ask another question “how many records of user j’s

throughput is among 60Mbps to 80Mbps”,...,. Then the second-tier carrier will gather the

answer of all the questions and build the noisy reference distribution of user j’s throughput

per hour.

The revenue maximization problem for system network can be formulated as

max
xij ,y

−
N∑
i=1

Fiyi +

M∑
j=1

EPj

[ N∑
i=1

Tijxij(ξj)

]
, (7.1)

s.t.:

M∑
j=1

xij(ξj) ≤ Ciyi, i = 1, · · · , N, (7.2)

N∑
i=1

xij(ξj) = d(ξj), j = 1, · · · ,M, (7.3)

ri,i′ ≥ RIN
i , i 6= i′, i = 1, · · · , N, and (7.4)

xi(ξ) ≥ 0, yi ∈ {0, 1} ∀i, j. (7.5)

In the problem setting, each small cell BS i associates with a fixed opening cost Fi

and a capacity Ci. In the same time, there is per unit data transaction fee Tij , for each

user j to BS i. The binary variable yi indicates if small cell BS i is open. The variable

xij indicates the users’ transmission data information from the BSs i to users j. Let ri,i′

denote the distance between two small cell BS i and i′, and RIN
i denote the interference

range of i. In the formulation, (7.2) indicates the total data delivery from small cell BS i

should not exceed its capacity (7.3) indicates the total amount of transmission data for user

j is equal to its data demand dj(ξ), and (7.4) indicates the two deployed BSs should not

interfere with each other. In our assumption, the transferred data from first-tier database

to second-tier carrier is processed by differential privacy. Therefore, the distribution that
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the second-tier receives is the noisy reference distribution, but not the true distribution of

transmission data information. To efficiently deploy the small cell BSs, the second-tier carrier

would employ data-driven approach to maximize the revenue of NGN since the reference

distribution transferred from first-tier database cannot present the true distribution of the

users’ transmission data. At the same time, the second-tier carrier supposes to satisfy the

users’ traffic delivery with the consideration of the cost of BSs deployment. The second-tier

carrier need to predict the transmission information of the assigned area from historical

noisy data (i.e., the first-tier database implement Laplace mechanism to original dataset),

and the accuracy of the transmission data is related to the amount of historical data and

the privacy budget ε from (2.2). Since the second-tier carrier can only get limited number

of noisy historical data to study user’s transmission data information, the noisy reference

distribution P′0 that second-tier carrier learned cannot 100% represent the real distribution

of the whole users transmission data, P. Therefore, we construct the confident set D, and

consider the worst case to let P ∈ D maximize the total revenue [97, 98]. The detailed

formulation is described as

max
y

−
N∑
i=1

Fiyi + min
pkj

M∑
j=1

K∑
k=1

pkj max
xij

N∑
i=1

Tijxij(ξ
k
j ), (7.6)

s.t.: (7.4)− (7.5),

M∑
j=1

xij(ξ
k
j ) ≤ Ciyi, i = 1, · · · , N, k ∈ K, (7.7)

N∑
i=1

xij(ξ
k
j ) = dj(ξ

k
j ), ∀k ∈ K ∀j ∈M, (7.8)

K∑
k=1

pkj = 1, j = 1, · · · ,M, and (7.9)

P ∈ D. (7.10)

In the above formulation, pkj represents the probability of P for scenario ξkj to happen.
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For instance, pkj = 20% and dj(ξ
k
j ) = 40 Mbps indicates there is 20% probability the

throughput per hour of user j is under the k-th scenario, which is dj(ξkj ) = 40 Mbps.

However, the real distribution P is unknown since the second-carrier only receive noisy

reference distribution P′0 from first-carrier. The unknown P satisfies the constraints (7.10) in

our model . The distribution distance measurement to describe confident set D is proposed in

[10,11]. Specifically, a confidence set D is constructed based on predefined distance measure

d(P′0,P), where P indicates the real unknown distribution and P′0 is the noisy reference

distribution from sampled first-tier carrier server after employing Laplace mechanism. The

distance dζ between two distribution P′0 and P, and confidence set D can be defined as :

D = {P : dζ(P′0,P) ≤ θ}, (7.11)

Let dζ(·, ·) denote the distance under ζ structure probability metric. θ is the tolerance of

the distance between two distributions. It is correlated to the size of the sample size, i.e.,

the number of days that the first-tier carrier samples. It can be easily inferred that the

more number of days the first-tier carrier samples (for the per day transmission data of

users), the tighter D would be, and P would be more closer to P′0. The converge rate under

ζ-probability metrics between limited noisy reference distribution (after employing Laplace

Mechanism) P′0 and P is described and shown in Sec 4.4, which is shown as follows.

• For the Uniform metric:

Pr
(
dU (P′0,P ≤ θ)

)
≥ 1− exp(−θ

2

2
M +Mε), (7.12)

• For the Kantorovich metric:

Pr
(
dK(P′0,P ≤ θ)

)
≥ 1− exp(− θ2

2∅2
M +Mε), (7.13)

• For the Fortet-Mourier metric:

Pr
(
dFM (P′0,P) ≤ θ

)
≥ 1− exp

(
− θ2M

2∅2Λ2
+Mε

)
. (7.14)
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Algorithm 7.1 Bender decomposition for feasible solution
1: Input: Transmission data of per user i.i.d drawn from the true distribution. The

confident level of D is set to be η
2: Output: Objective value of the problem (7.1)
3: Obtain the reference distribution P0 and tolerance θ based on the historical data
4: if The reference distribution and true distribution are under Kantorovich metric or

Fortet-Mourier metric then
5: Reformulate the problem to (7.22) - (7.24)
6: Feasibility check master problem of (7.22)
7: if Infeasible then
8: Generate feasible cut for master problem
9: go to line 6

10: end if
11: Feasibility check the subproblem of (7.22)
12: if Infeasible then
13: Generate optimal cut for subproblem
14: go to line 6
15: end if
16: Stop and output solution
17: else
18: Reformulate the problem to (7.25) - (7.27) under Uniform metric
19: Solve the problem under bender decomposition algorithm, same as line 6 to line 16
20: Output the solution
21: end if

7.3 Solution to The Optimization Problem

From this section, we explore how to solve (7.6) under constrains (7.4)-(7.5),(7.7)-

(7.10). We assume the sample space is Ω = {ξ1, ξ2, · · · , ξK}. The formulation can be

simplified as :
max
y
−

N∑
i=1

Fiyi + min
pkj

M∑
j=1

K∑
k

pkj max
xij

N∑
i=1

Tijxij(ξ
k
j ), (7.15)

s.t. (7.4)− (7.5), (7.7)− (7.10),

K∑
k=1

pkj = 1 j = 1, · · · ,M, and (7.16)

max
hi

K∑
k=1

hkp
k0′
j −

K∑
k=1

hkp
k
j ≤ θ,∀hk : ||h||ζ ≤ 1, (7.17)

where |h||ζ is defined according to different metrics, pk0′
j represents the probability of P′0 for

scenario ξkj to happen, θ is related to different distribution metric from (7.12)-(7.14). For

the Kantorovich metric, |hi − hj | ≤ ρ(ξi, ξj). For the Fortet-Mourier metric, |hi − hj | ≤

ρ(i, j) max{1, ρ(ξi, a)p−1, ρ(ξj , a)p−1}. The constraints (7.16)-(7.17) can be summarized as∑K
k=1 akvhi ≤ bv, v = 1, · · · , V , akv and bv are different parameters under different metrics.
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To reformulate the constraints , we consider the following problem:

max
hi

K∑
k=1

hkp
k0′
j −

K∑
k=1

hkp
k
j and (7.18)

s.t.
K∑
k=1

akvhk ≤ bv, v = 1, · · · , V. (7.19)

The dual problem can be formulated as:

min
u

V∑
v=1

bvuv and (7.20)

s.t.
V∑
v=1

akvuv ≥ pk0′
j − pkj , ∀k, (7.21)

where u is the dual variable. Accordingly, the problem can be reformulated as follows under

Kantorovich metric and Fortet-Mourier metric:

max
y
−

N∑
i=1

Fiyi + min
pkj

M∑
j=1

K∑
k

pkj max
xij

N∑
i=1

Tijxij(ξ
k
j ), (7.22)

s.t. (7.4)− (7.5), (7.7)− (7.10),

K∑
k=1

pkj = 1,
V∑

jv=1

bjvujv ≤ θj , ∀j, and (7.23)

V∑
jv=1

akvuv ≥ pk0′
j − pkj , ∀k,∀j. (7.24)

For the Uniform metric, we can have the reformulation from the Uniform metric definition:

max
y
−

N∑
i=1

Fiyi + min
pkj

M∑
j=1

K∑
k

pkj max
xij

N∑
i=1

Tijxij(ξ
k
j ), (7.25)

s.t. (7.4)− (7.5), (7.7)− (7.10),

K∑
k=1

pkj = 1, j = 1, · · · ,M, and (7.26)

∣∣∣(pk0′
j − pkj

)∣∣∣ ≤ θ,∀j. (7.27)
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After reformulating the problem, we can solve the formulation (7.22) - (7.24) and (7.25)

- (7.27) through Benders’ decomposition algorithm. The detailed algorithm is shown in

Algorithm 7.1.

The Benders’ decomposition algorithm [73] is exploited to solve the problem into

global optimality. Since for each scenario ξkj , the second-stage optimization problem

maxx
∑N

i=1 Tijxij(ξ
k
j ) of (7.6) is independent of ξkj for i 6= i′, therefore, the function (7.6) is

equivalent to

max
y
−

N∑
i=1

Fiyi + min
pkj

max
xij

M∑
j=1

K∑
k

pkj

N∑
i=1

Tijxij(ξ
k
j ), (7.28)

s.t.: (7.4)− (7.5), (7.7)− (7.10), and (7.16)− (7.17).

We can calculate the second-stage minimization problem by solving its dual. The dual

subproblem and dual variables λ, v associated with constraints are given by

min
λ,v

K∑
k=1

M∑
j=1

[
λkd(ξkj )−

M∑
i

ciyiυ
i
k

]
, (7.29)

s.t.: λk − υik ≤ pkjTi,∀i, j, k, and (7.30)

υik ≥ 0, ∀i, k. (7.31)

The dual variables corresponding to scenario k for constraints (7.2)-(7.4) are υik and λk,

respectively. Because of the duality property, the optimal objective of the primal problem

is equivalent to the dual problem. Obviously, the maximization operation in the primal

formulation can be combined with the dual second-stage problem.

The second-stage min-max problem can be obtained as

ψ(y) = min
pkj

max
xij

K∑
k

M∑
j=1

pkj

N∑
i=1

Tijxij(ξ
k
j )

= min
pkj ,λ,v

K∑
k=1

M∑
j=1

[
λkd(ξkj )−

M∑
i

ciyiυ
i
k

]
, (7.32)
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Figure 7.2: Users’ per hour transmission data distribution

s.t.: λk − υik ≤ pkjTi,∀i, k, j (7.33)

υik ≥ 0,∀i, k, (7.34)

K∑
k=1

pkj = 1, ∀j, and (7.35)

P ∈ D. (7.36)

For instance, under the Uniform metric case the constrain (7.36) represents as

|pkj − pk0′
j | ≤ θj ,∀k, ∀j, (7.37)

where θ =
√

2log(eεM/(1− η))/M according to (7.12).

Therefore, the (7.28) can be represented as a max-min problem with ψ(y) and can

be solved by applying feasibility cut and optimality cut iteratively. We denote α as the

second-stage worst case, then we can solve the master problem which is reformulated as

max
y∈{0,1}

N∑
i

Fiyi + α,

s.t.: Feasibility cuts, and

Optimality cuts,

where the feasibility cuts can be generated by L-shaped method, and the optimality cut can

be generated by ψ(y) accordingly.
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Figure 7.3: Total revenue under different metrics without different privacy.
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Figure 7.4: Total revenue under different metrics with privacy budget ε=0.3.
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Figure 7.5: Total revenue under Kantorovich metric.
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Figure 7.6: Total revenue under Fortet-Mourier metric.
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Figure 7.7: Total revenue under Uniform metric without different privacy.
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7.4 Performance Evaluation

7.4.1 Simulation Setup

For illustrative purposes, we study one particular location of the city in the dataset.

We choose a small region in the dataset with 3 users and 2 small cell BSs data bases. We

assume the capacity of the small cell BS’ data base are 150 Mbps and 180 Mbps accordingly1.

We assume there are four scenarios of “per hour transmission data”: 40 Mbps, 60 Mbps, 80

Mbps and 100 Mbps, and the system earn $1 with delivering 1 unit data. The evaluation

result is accomplished by MATLAB and GUROBI in a mac book pro with Intel Core i7

CPU of 2.7 GHz.

7.4.2 Privacy and Performance Analysis

First, we obtain 3 different distribution for the three users under 300 numbers of

historical data (300 hours), which is shown in Fig 7.2. We set the confidence level as

99%, and the number of sampled hours varies from 20 to 300. First, we study the data-

driven algorithm without differential privacy. The results are shown in Fig. 7.3. After

collecting the data from users, the macro BS does not implement Laplace mechanism, but

transfer the real users’ transmission per hour to the micro BS. It can be observed that

when the number of sampled hour increases, the total revenue of the system increases under

all metrics. The reason is that as we have more number of sampled data, we can predict

the user’s transmission data distribution more precisely. When M is larger, the tolerance

between two distribution θ is smaller, which stands for the confident set is more tighter

around the real distribution. Also, we can observe that the gap between the simulation

results under the Fortet-Mourier metric and the Kantorovich metric is very small and closer
1Our dataset at hand is collected hourly from 3072 4G BSs (i.e., eNBs) deployed in several southern

cities in China, from September 7 to September 30, 2015. This operating data is recorded by BS interfaces,
and is then delivered to the remote cloud centers for further processing or data backup. The collected data
includes various operating records of 4G BSs, for example, CPU and memory usage and physical resource
block (PRB) usage, which mainly belong to the network domain data in our proposed architecture. The raw
data files differ in formats (e.g., file format and time stamp format).
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to the optimal result, compared to Uniform metric. It indicates that the distance under

Fortet-Mourier metric and Kantorovich is more tighter than Uniform metric. Besides, we

study the performance with differential privacy implement in Fig 7.4. Compared to the

results from 7.3, the results have same tendency. When the number of sampled hours is

large enough, the total revenue with noisy data is very close to optimal revenue. It indicates

that the differential privacy protocols could keep the main characteristics of the users’ usage

data, while preserving individual sampled user’s usage privacy.

Second, we study the system revenue under different privacy budget ε. In Fig. 7.5

- Fig. 7.7, we set ε in 0.05, 0.1 and 0.3. It can be observed that the total revenue with

differential privacy protocol is close to the revenue without adding noise, and lower than the

optimal total revenue. However, we cannot find the relation between ε and total revenue is

not conspicuous. The reason is that in our scenario, there are three users, i.e., three data set

need to add three i.i.d from Laplace noise simultaneously. The noise may counteract with

each other.

7.5 Conclusion

In this work, we study multi-tier architecture, in where the second-tier carrier deploys

small cell BS to help first-carrier traffic delivery. In this architecture, we propose a novel

scheme, which jointly consider user’s transmission data privacy and the uncertainty of sam-

pled users’ data. We employ centralized differential privacy to keep the main characteristic

of the whole dataset while preserve each individual user’s information. We also propose

data-driven approach to characterize the uncertainty of the users’ transmission data since

the limitation of the historical data set. Our approach employs ζ-structure to build a con-

fident set between the real distribution and the reference distribution from historical data.

Based on the contribution above, we formulate a risk-averse stochastic program to maximize

system revenue. Through simulation, we show the system total revenue under our scheme

is close to the optimal total revenue.
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Chapter 8

Future Works

In the future, we will focus on big-data analysis and privacy preservation in Internet

of things (IOT). IOT is the devices with which can communicate and interact with other

entities over the internet and be remotely monitored and controlled. These devices are

embedded with electronics, sensors and internet connectivity. To achieve this goal, the

Internet of Things (IoT) considers almost any physical or logical entity given a unique ID

and the capability to connect to the Internet. Meanwhile, the numerous data collected by

these sensors enabled by the IoT framework is turned into knowledge and understanding

of human activities. For example, human mobility traces collected through vehicles help to

improve the efficiency of our transportation system and will be crucial in maximizing the

potential of upcoming auto-drive vehicles. The fully connected, smart, autonomous world

promises many good things for our future such as improved efficiency in using resources

and energy, increased comfort level meeting personal needs, and safer and more prosperous

communities.

While we are celebrating the rapid growth of IoT that has allowed us to better un-

derstand human behaviors and our surrounding, it is becoming increasingly urgent and

important to understand the boundary of such techniques that, if not careful, may severely

undermine our privacy. Especially for the users, while enjoying the convenience of daily life

by IoT devices everywhere, they also have serious privacy concerns. For example, numerous

personal data can be inferred from users’ mobile phone locations and mobility traces. With

smart sensing and powerful learning, we gradually feel and fear that everything is becoming

overly transparent. Therefore, it is necessary to develop a smart IoT assisted network for

users, and build a privacy framework for smart sensing and learning in the future.

The goal of future work is to develop a smart IoT assisted network for users, and build

a privacy framework for smart sensing and learning. We would like to continue to enjoy
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the benefits these technology brings to tourists. But we would also like to fully understand

exactly what else can be learned from the data and make sure user specified sensitive data

does not get learned. If the extra learning is not desirable, we develop new theory and

algorithmic tools to maximally eliminate such concerns. This problem would involves more

than just a theoretical model, as the system typically involves multiple parties/ownership,

hardware components and networking elements. The proposed future work considers privacy

in all elements including data gathering, aggregation, and learning, and formulate questions

for upper/lower bounds of what can be achieved regarding data utility and privacy. We use

two concrete examples to elaborate how this framework is adopted in the most popular IoT

domains: location privacy and crowd sourcing privacy. Theoretically, we will investigate the

differential privacy to the IoT scenarios as follows:

• Smart IoT Assisted Network and Tourist Data Simulation: The smart IoT APP for

secure wireless accessing through the users’ hand-held devices (e.g., smartphones, pads,

wearable devices, or tablets) [99, 100] may have the user’s sensitive information, and

the corresponding authentication mechanisms and privacy filters. For a small users’

group such as family and friends where the privacy can be partly disclosed inside, we

will study how to collect and manage user’s behavior history data considering different

privacy preserving levels. We also plan to incorporate the proposed privacy preserving

learning framework into the system, and conduct simulations over smart phones in

practice to validate the designs.

• Accuracy-Privacy Trade off of Mobile Crowd Sensing: Privacy preservation and ac-

curacy maximization is a critical concern in mobile crowdsensing. We will study the

strategy which can be used by users to send their data under one generalized identity,

increase the privacy protection, and share the resulting payoffs among cooperative

users based on their individual sensing contribution.

• Data-Driven Mobile Crowdsourcing with Users’ Differential Privacy Preservation:
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Data-driven mobile crowdsourcing scheme is a promising way to help man-

agers/operators of small business accurately estimate users’ purchasing power while

keeping individual user’s purchasing capability information differential private, and

provide better services to tourists and make more profit for thousands of retail stores.

We will investigate data-driven crowdsourcing with different number of user samples

and probability metrics, users’ privacy preservation with different local/distributed dif-

ferential privacy models, and integration of data-driven optimization and differential

privacy to maximize the profit of small business.

• Transportation Network Company (TNC) Vehicle Scheduling with Users’ Location Pri-

vacy Preservation: To better serve users in terms of transportation experiences, data-

driven/learning based approach is a promising method to schedule TNC vehicles while

preserving passengers’ location privacy. Briefly, we will study geo-indistinguishability

scheme based on differential privacy technologies. Then, TNC vehicle scheduling mod-

els will be proposed under deep reinforcement learning and data-driven method based

on the passengers’ obfuscated location data, respectively.
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