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Abstract 

A nonlinear dynamical systems approach to control the coherent structure dynamics 

and turbulence in the near field of an axisymmetric jet is presented. Experiments were 

performed in an initially laminar, top-hat profile, circular jet at a Reynolds number of 2.5 

x 10
4
, housed in a low-noise anechoic chamber. Acoustic excitation was used to inject 

axisymmetric velocity perturbations into the jet shear layer at the nozzle exit plane for 

control. Periodic flow states involving various sequences of vortex ring formation and 

their pairings were achieved using open-loop (requiring no feedback) and closed-loop 

control methods. In contrast to conventional, linear, control approaches that use brute-

force high-amplitude excitation, a systematic nonlinear control method is presented. Fur-

thermore, flow states, which are inaccessible using prior control methods, are achieved 

with small changes to control parameters. Measurements of velocity traces at several lo-

cations show the ability to achieve effective control of periodic states over a region ex-

tending beyond the end of the jet potential core and transitional region. Control is also 

demonstrated using flow visualization and measurements of the mean flow and turbu-

lence intensity, and of the two-point spatial correlation. Measurements reveal effective 

amplification and suppression of nonlinear instabilities associated with the controlled 

vortex dynamics. 

Single- and two-point velocity measurements were used to describe the low dimen-

sional (chaotic) jet flow dynamics, which have inherently periodic (but unstable) flow 

states, and to determine the control perturbations. Due to its susceptibility to external dis-

turbances and modeling errors, the open-loop method did not achieve control of some 
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periodic states. A closed-loop method using feedback from a downstream sensor was 

used to control the flow for cases when the open-loop method failed, showing potential 

for “robust” control. Furthermore, potential benefits from the jet control were assessed 

revealing turbulence enhancement (having nearly 20% jet spread increase) and turbulence 

suppression (having up to 70% turbulence intensity decrease). Finally, in an attempt to 

address the applicability and extension of the control approach to other open shear flows, 

the control method presented here was also demonstrated in a plane mixing layer, sug-

gesting potential extension to other open shear flows. 
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CHAPTER 1 

INTRODUCTION 

The dynamically significant role of large-scale vortical structures – coherent struc-

tures (CS) – in transitional and turbulent shear flows (Brown & Roshko 1974, Hussain 

1983) is well known, as is their role in turbulence phenomena such as mixing, aerody-

namic noise and drag. It is now generally agreed upon that flow control is not meaning-

ful, perhaps unachievable, in the absence of deterministic features such as CS, i.e., no CS 

no control. However, no systematic approach to the control of these large-scale structures 

exists and most flow control methods rely on passive approaches or active but “brute 

force” open-loop forcing methods (such as steady and unsteady blowing/suction). On the 

other hand, the dominant role of spatiotemporally organized CS in shear flows suggests 

that the dynamics of several technologically relevant flows, such as mixing layers, wakes, 

boundary layers and jets, may be low dimensional. This implies that reduced-order flow 

models capturing the essential and controllable large-scale structure dynamics can be de-

veloped, thereby avoiding computationally expensive and high-dimensional simulations 

for evaluating flow control strategies. Using such models intelligent and feasible strate-

gies for active flow control (e.g., closed-loop control) can be proposed (e.g., see suggest-

ed application to a jet by Corke et al. 1994), which do not require (impractical) full flow 

field information and large control energy input. 

It is the goal of this dissertation to demonstrate a novel approach to the control of the 

near field of a circular jet utilizing the inherent low-dimensional dynamics of the (orga-
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nized) large-scale CS. Circular jets themselves have been a focus of significant research 

in the past three decades, beginning with the studies of (organized) coherent structures, 

their evolution and interactions (see early works such as Brown & Roshko 1974, and de-

tailed review in Hussain 1986). More recent studies have focused on methods to identify 

controllable dynamics of these open shear flows. 

In the following section, a detailed review of prior research aimed at understanding 

the physics and dynamics of jet flows, particularly their coherent structure dynamics, is 

provided. As referred to earlier, a coherent structure-based approach should form the 

foundation of any rational framework for modeling and control of these flows. This is 

followed, in the next section, by a discussion of several known approaches to the control 

of shear flows, particularly of jet control methods, followed by a discussion of the recent 

advances in nonlinear control and dynamical systems theory and their implications for jet 

control. 

1.1 Dynamics, Modeling and Control of Jets 

Coherent structures have been the focus of numerous investigations in transitional 

and turbulent shear flows. This has provided a structural and dynamical framework for 

describing the transport of heat, mass and momentum in several turbulent shear flows of 

technological relevance (Hussain 1986, Adrian & Moin 1988, Aubry et al. 1988). A co-

herent structure has been defined as “a connected turbulent fluid mass with instantane-

ously phase-correlated vorticity over its spatial extent” (Hussain 1986). Early studies fo-

cused on qualitative identification of such organized motion (e.g., flow visualizations of a 

turbulent mixing layer reported in Brown & Roshko 1974). This was followed by more 
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quantitative (but often times subjective) coherent structure eduction, used to identify, de-

scribe and understand the dynamical significance of coherent structures in turbulent mix-

ing layers, jets and boundary layers (see review in Hussain 1986). More recently, objec-

tive (but semi-empirical) methods for identifying and describing coherent structures and 

their dynamics in fully turbulent flows have become possible (Aubry et al. 1988 in 

boundary layers, Broze & Hussain (1994, 1996) and Ukeiley et al. 2001 in jets, and Na-

rayanan & Hussain 1996 in a mixing layer). The use of proper orthogonal decomposition 

(POD) and the nonlinear dynamical systems theory are examples of approaches that have 

enabled such descriptions. While the large-scale (coherent) structures in the fully devel-

oped turbulent regions of shear flows remain buried (hence often masked) inside large-

amplitude, random fluctuations, such organized motion is more evident in transitional 

flows, such as in the near fields of jets and mixing layers (Zaman & Hussain 1980) and in 

transitional boundary layers. Thus, a significant amount of attention has been focused on 

the near fields of flows such as mixing layers and jets. In the following, a review of the 

studies of coherent structure dynamics, approaches for their modeling and control in the 

context of jet flows is presented. 

Coherent structure dynamics in excited jets. The earliest studies of coherent structures 

and their dynamics have been in excited flows, particularly in circular jets forced at a sin-

gle frequency, where a periodic and organized flow behavior can be induced and studied 

in detail. Notable are the studies by Crow & Champagne (1971), Petersen et al. (1971), 

Browand & Laufer (1975), Moore (1977), Zaman & Hussain (1980), and Hussain & Za-

man (1981), which studied the nature of coherent structures as well as implications of 
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controlling them on practically relevant phenomena such as mixing and aerodynamic 

sound generation.  

The relevance of coherent structures in an excited jet to those in a naturally evolving 

jet is often contended. However, since all naturally evolving jets are in fact forced by ex-

ternal disturbances (albeit with a broadband spectrum), the issue becomes that of similari-

ty of coherent structures in a flow with controlled and uncontrolled excitation. For cases 

with low levels of excitation employed, it is believed that only the most unstable (or natu-

rally preferred) structures would be formed; the similarity of (educed) coherent structures 

in low-level excited jets and uncontrolled jets has been addressed in Hussain (1986). The 

earliest observations of orderly “vortical puffs” by Crow & Champagne (1971) in excited 

axisymmetric jets were associated with a “preferred mode” corresponding to a non-

dimensional frequency (StD ~ 0.3) having maximally amplified centerline fluctuation in-

tensity. Zaman & Hussain (1980) found that the centerline turbulence intensity achieved 

was even higher for a jet excited at a non-dimensional frequency of StD ~ 0.85, attributing 

the intense turbulence intensity levels to vortex pairings. Thus, the “preferred mode” was 

re-defined to be the frequency at which the fundamental (forcing frequency) amplitude 

attains the maximum amplification.   

Petersen et al.’s (1977) study focused on turbulence intensity suppression as a result 

of jet excitation, while suggesting that jet noise was caused by vortex pairing. Moore 

(1977) studied the amplification of broadband jet noise by excitation of jets. Husain & 

Zaman (1981) showed that the non-dimensional frequency scaling of the “preferred 

mode” was independent of whether the jet exit conditions were laminar or turbulent, 
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mentioning that the gradual independence from initial conditions is achieved via succes-

sive restructuring of the shear layer, evolving into a “terminal structure” at the end of the 

jet potential core (discussed below).  Vortex pairings, namely interactions between rolled 

up vortex rings in the transitional region of a jet, were also the subject of several investi-

gations (e.g., Browand & Weidman 1976, Zaman & Hussain 1980) and are described lat-

er. 

The formation of transitional coherent structures is believed to be the result of jet in-

stabilities, particularly of initially laminar jet shear layers. The transitional jet region ex-

tends from the jet nozzle exit plane, where the nozzle boundary layer separates into a still 

ambient, and terminates where the unsteady, spatially growing jet shear layers collapse. 

A conical region is circumferentially encompassed by the spatially evolving shear layers 

and is typically referred to as the potential core of the jet. Linear instabilities of the jet 

shear layer (i.e., the Kelvin Helmholtz instability of a cylindrical vortex sheet) are re-

sponsible for the roll up and formation of the nominally axisymmetric vortex rings, which 

are typically followed by interactions of the vortex rings that result in mergers (also 

termed pairings) and tearing of structures. The role of three-dimensional vortex dynamics 

in the transitional jet region has not received much attention until recently (Corke & 

Kusek 1993, Broze & Hussain 1996). Tilted vortex rings and their partial pairings can 

also be found in jets where the levels of excitation are very low (almost an order of mag-

nitude lower than for excited jets displaying axisymmetric vortex dynamics). The above-

mentioned vortex dynamics are found to be prevalent in the near field of jets with initial-

ly turbulent shear layers as well, although the structures are less evident in instantaneous 
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and phased-averaged images (e.g., see studies of Hussain & Zaman 1985 in a turbulent 

mixing layer). For instance, pairing-like motions, not resulting in actual merger of vorti-

ces, are possible in fully turbulent flows with acceleration of vorticity-bearing fluid ele-

ments. Such dynamics are believed to play key roles in phenomena such as entrainment 

(precursor to mixing) and noise generation. 

The circular jet, typically exiting from a contraction nozzle, has two distinct length 

scales, namely the exit boundary layer thickness and the jet diameter. There are two dis-

tinct modes of linear and nonlinear instability associated with these length scales, termed 

shear layer mode and jet column mode. The shear layer mode is seen to dominate the 

near-nozzle region of the jet flow, behaving similar to a plane mixing layer, with vortex 

roll up and pairings. Farther downstream in the jet, where the spatially evolving mixing 

layer thickness becomes comparable to the jet diameter, azimuthal curvature can no long-

er be ignored and the jet evolution is governed by a new length scale. New instabilities 

and vortex dynamics (namely, vortex ring formation and their interactions) result and are 

discussed later. Linear stability analysis of axisymmetric jets with thin initial shear layers 

(i.e., boundary layer much smaller than jet diameter), such as by Michalke (1971), Mat-

tingly & Chang (1974) and Plaschko (1979), has predicted that the initial region of the jet 

is equally unstable to both axisymmetric and first helical modes. This has been confirmed 

in experiments of Strange & Crighton (1981) and Cohen & Wygnanski (1987a,b), among 

others. While the linear characteristics of the axisymmetric and helical modes are similar, 

their nonlinear evolutions are known to be different. Vortical interactions resulting in 

larger scale structures are more common in axisymmetric jets, while more effective trans-
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fer to fine-scale turbulence is found for jets with helical modes (e.g., see Strange 1981, 

Corke & Kusek 1993). 

A knowledge base exists for understanding, modeling and exciting axisymmetric jet 

dynamics of vortex ring roll up and their interactions. As noted previously, large augmen-

tation of velocity fluctuations has been shown to be associated with axisymmetric vortex 

pairings in the jet (Zaman & Hussain 1980). Similarly suppression of turbulence intensity 

was also found for excitation at higher frequencies, although this result has been fraught 

with controversy and the phenomenon needs further investigation (Husain 1986). The 

spectral evolution of velocity fluctuations during vortex pairing, the conditions most fa-

vorable for vortex pairing, measurements of the Reynolds stress distributions, and the de-

tails of the coherent structure dynamics (substantiated by detailed phase-locked meas-

urements) have been documented in Zaman & Hussain (1980). The occurrence of two 

successive stages of vortex ring pairing was also documented in Bridges (1990) and 

Broze & Hussain (1994), termed “stable double pairing” (see also Fig. 1.1). Measured 

velocity spectra in all studies show that the jet flows are periodic (or nearly periodic) at a 

frequency one-half or one-fourth of the forcing frequency, when excited at a single forc-

ing frequency corresponding to the fundamental or primary instability frequency. 

Nonlinear instabilities in jets. The saturation of the fundamental instabilities, correspond-

ing to vortex ring formation, is followed by nonlinear instabilities involving interaction of 

the primary instabilities in the transitional jet. These are typically instabilities of the sub-

harmonic and are of two kinds, namely “pairing” and “tearing” or “shredding.”  

Pairing is the interaction of two vortex rings, when their cores revolve around one 
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another, typically merging (through the action of viscosity) into a single core. Tearing or 

shredding occurs as a result of a relatively weak vortex trapped between the opposing in-

duced-velocity fields of two stronger vortices, which shear the weaker vortex and merge 

with portions of the shredded vortex. Since these interactions result in coherent structures 

with half the frequency of the original flow (e.g., for a stationary probe sampling the vor-

tex passage frequency), these are termed subharmonic instabilities.  

Kelly (1967) had studied the nonlinear instability of a spatially periodic two-

dimensional base flow (namely, a temporal mixing layer), showing that nonlinear reso-

nance with the highest growth rate occurs between the fundamental wave number and a 

wave with half its wave number, while also noting that a threshold amplitude of the fun-

damental is required for the resonance. Monkewtiz (1988) studied this nonlinear subhar-

monic resonance in the context of a spatially evolving mixing layer (although only weak-

ly inhomogenous in the streamwise direction) even further and found additional criteria 

requiring equal phase speeds for and precise phase differences between the fundamental 

and subharmonic waves.  

Experiments in an axisymmetric mixing layer by Husain & Hussain (1995) con-

firmed most of the theoretical findings regarding subharmonic resonance and vortex pair-

ing using two-frequency excitation. Detailed measurements of the mixing layer flow field 

were conducted, including flow visualizations, to explain the physics of subharmonic 

resonance and describe the corresponding vortex pairing and tearing dynamics. Similar 

analysis of the interactions between the fundamental and subharmonic waves for circular 

jets was performed by Mankbadi (1985) using energy methods, reaching similar conclu-
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sions regarding sensitive dependence of nonlinear resonant growth rate on phase differ-

ence. Figure 1.1 schematically displays snapshots of a section of a transitional jet under-

going axisymmetric vortex ring formation (with no vortex pairings) and another having 

vortex pairings of rolled up vortex rings, prior to the turbulent breakdown of the jet po-

tential core. The relative phase difference between the fundamental and subharmonic 

waves/frequencies is the controlling dynamical variable. Furthermore, near field flow 

events such as vortex formation and vortex pairings have also been shown, via simula-

tions and experiments, to be responsible for feedback of perturbations to the upstream 

point of receptivity (Dimotakis & Brown 1976, Grinstein et al. 1991). The significance of 

such dynamical closure will be evident in the forthcoming discussions and will be quanti-

fied and utilized for modeling the dynamic system behavior and for control in later chap-

ters of this dissertation.  

 

Figure 1.1 Schematic displaying the dynamics of a transitional axisymmetric jet, with 

vortex ring formation and their multiple pairings. Typically periodic excitation 

is used at the jet nozzle exit to control these types of vortex dynamics. 
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Figure 1.2 Classification of flow control techniques (from Gad-el-Hak 1996) displaying 

prior approaches (such as passive and predetermined active control) as well as 

recent and promising future approaches such as those based on the dynamical 

systems approach and optimal control (discussed in the next section). 

Dynamical approach to coherent structure dynamics in jets. The theoretical and experi-

mental evidence of subharmonic resonance and hydrodynamic feedback led Broze (1992) 

to hypothesize a conceptual dynamical system of transitional jets. From initial perturba-

tions, the fundamental and the subharmonics grow independently in accordance with the 

linear theory at exponential rates determined by their frequencies (e.g., see Michalke 

1965). The fundamental saturation (manifested as a vortex ring formation) is followed by 

a resonance involving the modification of the subharmonic growth rate, which if favora-

ble results in the pairing of vortex rings and if unfavorable inhibits further vortex ring 

interactions. At some point, when the subharmonic amplitude reaches a threshold level, a 

second resonance is initiated with a quarterharmonic, which in turn triggers the second 
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vortex pairing of once-paired vortices. The vortex pairings in turn trigger a pressure per-

turbation that is fed back (almost instantaneously in an incompressible jet) to the nozzle 

exit plane, the only point of receptivity in the flow, thereby triggering future subharmonic 

and quarterharmonic perturbations, hence subsequent vortex pairings.  

The nature of the vortex pairing dynamics, namely periodic or disordered (chaotic) 

was found to be dependant on the relative phase difference between the fundamental and 

subharmonic frequencies, also a crucial dynamical variable in subharmonic resonance. 

Thus, a self-sustained temporal dynamical system was proposed for the transitional jet, 

which was claimed to be capable of exhibiting low-dimensional global dynamics, thought 

to be unattainable for physically open flows such as jets (e.g., see Huerre & Monkewitz 

1990). Thus, elements of linear stability, subharmonic resonance and feedback were 

combined to explain how global modes could occur in a locally convectively unstable jet 

flow. Excitation of the fundamental frequency was needed in these studies to control the 

primary instability, thereby limiting the degrees of freedom of the flow.  

Temporal velocity measurements in the transitional jet region were used to describe 

the jet as a low-dimensional dynamical system with periodic and chaotic dynamics in a 

parameter space of the non-dimensional forcing frequency and amplitude (Broze & 

Hussain 1994, 1996). These dynamics were shown to be associated with nominally ax-

isymmetric vortex dynamics of vortex formation and vortex pairings, prior to the jet 

breakdown to turbulence. Similar conclusions were reached for a plane mixing layer as 

well (Narayanan & Hussain 1996). These results are discussed further in later chapters as 
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well as in the Appendices. In summary, the near-field shear layer and far-field jet column 

mode dynamics of the jet may be thought to constitute a dynamical system whose coher-

ent structure dynamics are low dimensional and deterministic, consistent with prior co-

herent structure eduction-based approach findings. 

Reisenthel (1988) performed experiments in the near field of an axisymmetric jet to 

study the enhancement of organized coherent motion via a feedback loop of controllable 

strength. Similar to the above-mentioned studies, Reisenthel also attempted to study the 

transitional jet dynamics as a result of a global instability triggered by enhanced feed-

back, provided via electronic feedback of downstream velocity measurements in the shear 

layer to acoustic speakers at the jet exit plane. Model phenomenological equations utiliz-

ing linear stability theory were used to describe the dynamics of feedback and some of its 

nonlinear consequences. The externally induced feedback was used to better understand 

the self-excited nature of mixing layers and jets, whose natural pairing-driven feedback 

was speculated previously. A dual empirical and analytical approach, motivated by ob-

servations from the self-excited flow field was used to explain the origin of frequency 

selectivity (hence receptivity) and the existence of a critical Reynolds number in feed-

back systems. This study was also one of the first to attempt (linear) feedback-based con-

trol of free shear flows.  

While such new approaches to describing the coherent structure dynamics in transi-

tional jets has emerged, no systematic procedure for their control has emerged. Jet control 

techniques continue to rely on brute-force excitation of chosen linear instabilities in the 

near field (described in further detail in the following section). High-fidelity simulations 
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of the Navier Stokes equations (even of relatively low Reynolds number jets) is a daunt-

ing task and an expensive proposition. One of the reasons for the lack of systematic con-

trol strategies or algorithms is the lack of low order models to describe the coherent struc-

ture dynamics. Research over the past decade has focused on this subject and produced 

several promising results, described in the following.  

Low order modeling of jet dynamics. The need for understanding the dynamics of large-

scale flow organization and their role in ultimately controlling turbulent jet flows led to 

the creation of relatively simple dynamical models, comprised of a small system of cou-

pled nonlinear ordinary differential equations, for an axisymmetric turbulent mixing layer 

typical of the very near field of a circular jet (e.g., see Rajaee et al. 1994, Delville et al. 

1999, Ukeiley et al. 2001). A low order dynamical systems model was developed for the 

axisymmetric jet, albeit simpler and conceptual, by Glauser et al. (1989), utilizing eigen-

functions obtained from two-point velocity measurements in the near-field mixing layer 

of the jet. POD (introduced to turbulence research by Lumley 1967) provides an optimal 

basis set in terms of kinetic energy representation, providing eigenfunctions on to which 

the Navier Stokes equations with appropriate boundary conditions can be projected. The 

Galerkin projection provides a low-dimensional system with a relatively small number of 

equations for the leading order modes or eigenfunctions, depending on the level of trun-

cation of the basis set. Recently, good comparisons between the experimentally acquired 

velocity spectra data and those predicted from a truncated POD-based model were 

demonstrated by Ukeiley et al. (2001). Such models have only recently been fine-tuned 

(using various closure schemes) to represent the essential physics correctly, and therefore 
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are providing promising avenues for developing control strategies. However, there is no 

guarantee that the POD modes are relevant for a forced, excited or controlled jet. New 

measurements or simulations would be needed to test the validity of the originally chosen 

basis set. The potential requirement of obtaining new eigenfunctions (POD modes) for a 

controlled jet flow field remains a concern and produces a significant hurdle in obtaining 

control-worthy models using such procedures. 

1.2 Prior Flow Control Approaches 

The use of free/wall-bounded shear flow control can produce significant energy sav-

ings through performance enhancement of several industrial devices involving turbulent 

flows, e.g., enhanced efficiency and decreased pollutant and acoustic emission for com-

bustion in gas turbines and jet engines, enhanced commercial/military aircraft perfor-

mance through skin-friction drag reduction, improved gas turbine efficiency through heat 

transfer enhancement (e.g., via blade cooling), improved aircraft maneuverability using 

separation control. The developments in flow control in the context of a wide variety of 

free and wall-bounded shear flows have been the subject of several review articles (e.g., 

Gad-el-Hak & Bushnell 1991, Moin & Bewley 1994, Gad-el-Hak 1996). A useful classi-

fication of flow control approaches used over several decades is illustrated in Fig. 1.2. 

Passive flow control involving geometric modifications has been used extensively in 

the past in various practical settings. For instance, turbulence enhancement, for improved 

mass entrainment and mixing in mixing layer and jet flows can be achieved by generating 

energetic, organized three-dimensional large-scale structures (e.g., elliptic jets studied by 

Husain & Hussain 1983, lobed mixer studies by Lasheras & Choi 1988, and tab jets stud-
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ied by Zaman 1996). The use of vortex generators for flow separation control and the use 

of riblets for skin friction drag reduction are other examples of successful passive flow 

control. These solutions can, however, be limiting in their applicability, e.g., not effective 

over a wide range of operating conditions, and can incur performance penalties (such as 

parasitic drag) during sustained deployment. 

Active flow control has therefore become appealing and received much attention. 

Such control can be “predetermined” or “reactive”. The former has been the most preva-

lent form of active control in the context of jet flows. Predetermined oscillatory forcing 

was used in jets and mixing layers, for enhancing mass entrainment and mixing (Zaman 

& Hussain 1980, Ho & Huang 1982, Ho & Huerre 1984, Freund & Moin 2000), for tur-

bulence suppression (Zaman & Hussain 1981), and for broadband jet noise reduction 

(Bechert & Pfizenmaier 1975, Hussain & Hasan 1985). These methods capitalize on the 

ability to excite the linear (Kelvin Helmholtz) instabilities using low-amplitude perturba-

tions at the point of receptivity (e.g., jet nozzle exit and mixing layer splitter plate lip), 

using periodic forcing.  

The above open-loop forcing methods use single or multiple frequency excitation to 

induce a periodic flow response via excitation of the linear instabilities, but having un-

controlled nonlinear flow response. Typically large amplitudes of excitation have been 

necessary to produce significant gains; for instance, jet mixing enhancement using oscil-

latory forcing of axisymmetric and helical models of a jet by Freund & Moin (2000) re-

quired upwards of 25% modulation of the jet exit velocity. Other active flow control ex-

amples include the use of blowing and suction in boundary layers (Narasimha 1983, Choi 
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et al. 1994), and the use of (linear) feedback control (shear layer – Wiltse & Glezer 1993, 

boundary layer – Haritonidis et al. 1993). 

Examples of reactive control are typically found in feedback control applications, alt-

hough feedforward control methods are emerging. Linear feedback-based control of the 

global instabilities in the linear instability region of a circular jet was demonstrated by 

Reisenthel (1988) using a probe situated in the downstream shear layer of the jet to feed-

back velocity perturbations to acoustic speakers located at the nozzle exit plane; the 

downstream nonlinear flow response (prior to the end of the jet potential core) was how-

ever largely ignored and uncontrollable with the linear approach. Experimental and nu-

merical investigations into the active control of the near-wall region of a turbulent 

boundary layer have also been attempted using a linear adaptive feedforward control al-

gorithm (Rathnasingham & Breuer 1997), however, applications to jet flows is lacking.  

Note that, being linear approaches, these techniques are limited to only stable flow solu-

tions and may need significant input of control energy. 

Attempts to control the nonlinear dynamics of free shear flows have also relied on 

linear approaches for manipulating the linear instabilities (which dominate the initial flow 

region) using carefully chosen forcing frequencies and amplitudes and phase differences 

between the forcing frequency components (Arbey & Ffowcs-Williams 1984, Husain & 

Hussain 1995, Paschereit & Wygnanski 1995). The primary focus of these studies has 

been the subharmonic resonance phenomenon (Monkewitz 1988), which dictates the 

pairing interactions of large-scale vortices in mixing layers and jets. The sensitivity of the 

nonlinear evolution of the instabilities to control parameters such as the amplitude ratios 
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and phase differences between the forcing frequency components was the subject of theo-

retical (Monkewitz 1988) and experimental investigations (Husain & Hussain 1995). 

However, due to differences in the excitation methods and facility background disturb-

ance spectrum, these parameters can vary widely between facilities and flows. To obtain 

a desirable flow response using these control methods, i.e., for controlling the interaction 

of vortices, studies have therefore been performed to probe the parameter space of several 

forcing frequencies, their amplitudes and relative phase differences among them (e.g., 

Arbey & Ffowcs-Williams 1984, Paschereit & Wygnanski 1995).  

The proper combination of axial and helical excitation of a jet at different frequencies 

has also been shown to generate a unique class of flows known as “bifurcating” and 

“blooming” jets (Lee & Reynolds 1985, Parekh et al. 1987). While the axial forcing 

caused the jet shear layer to roll up into distinct vortex rings, the helical excitation pro-

duced small eccentricity in the ring alignment (which was amplified by the jet evolution) 

by radially perturbing the vortex rings. Substantial jet spread via jet bifurcation was ob-

served experimentally by varying the excitation frequency amplitude ratios and phase 

differences. The excitation needed to generate periodic response is therefore typically 

predetermined experimentally. Moreover, each new desired flow response requires the 

parametric search-driven identification of a new set of control parameters. In some cases, 

the need to achieve a periodic flow response can also demand unduly large forcing ampli-

tudes (e.g., see Arbey & Ffowcs-Williams 1984). 

In summary, reactive control approaches involving feedforward and feedback tech-

niques have not been explored in any detail for jet flows, while some applications in wall-
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bounded shear flows have been emerging (discussed below). Such control strategies have 

promising directions including adaptive and optimal control, using physical and dynam-

ical systems models (as pointed out in Fig. 1.2). In the following, some recent advances 

in the description and control of nonlinear dynamics in transitional and turbulent shear 

flows are presented. Further details of the dynamical systems approach and associated 

nonlinear control concepts are presented in Appendix A. 

1.3 Recent Advances in Modeling and Control of Nonlinear Flow Systems 

The development of nonlinear flow control approaches hinges on the availability of 

methods and tools to describe and model the complex flows as low-dimensional systems 

(Keefe 1993, Glauser et al. 1990, Ukeiley et al. 2001). Some modeling approaches for the 

coherent structure dynamics of jet flows were discussed in the previous section. The re-

cent use of optimal control theory to explore advanced flow control approaches is prom-

ising (Bewley et al. 2001, Lee et al. 2001), but even the most recent successes have been 

limited to simple computational settings such as the streamwise periodic transitional and 

turbulent channel flows. Adjoint-based optimization strategies for controlling mixing and 

noise in low Reynolds number jet flows is only now becoming computationally feasible, 

and even so is limited to a few computational iterations of the flow solution (J. Freund, 

private communication). Advanced methods for parameter optimization have been re-

cently attempted to develop evolution strategies (based on genetic algorithms) to opti-

mize mixing in direct numerical simulations of jets (Koumoustsakos et al. 1998). The re-

quirement of “full flow field information” and prohibitive computational expense in such 

numerical simulation-based studies makes its practical implementation challenging. The 
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feasibility of the use of more practical, “partial” flow field information for feedback con-

trol is a subject of ongoing research. Since the control of nonlinear systems remains a re-

search topic, there is no general framework to obtain a desired controller. A very compli-

cated and detailed model, simulations of the full Navier Stokes equations, might generate 

overly complex controller or make the derivation of the controller impossible. On the 

other hand, an over-simplified or linear model facilitates the controller design but it might 

be unable to achieve the desired control objective. A reasonable compromise is a reduced 

model able to capture the dynamic and controllable flow features; for instance, see the 

Cortelezzi (1996) application using a system of point vortices to model and control the 

wake behind a flat plate. Typically, the reduced model is a low-dimensional nonlinear 

system governed by a set of ordinary differential equations (such as those derived by Au-

bry et al. 1988 and Ukeiley et al. 2001), while the real flow is infinite dimensional. 

An alternative approach to the low order modeling and control of organized structures 

in complex flow systems has been the use of the nonlinear dynamical systems (DS) ap-

proach. The use of this approach to describe and control seemingly disordered (high-

dimensional) phenomena as low-dimensional systems has been very successful in closed 

hydrodynamic flows, e.g., Rayleigh-Bénard convection (Dubois 1982), Taylor-Couette 

flow (Brandstäter et al. 1983). However, the prediction and control of technologically 

significant open flows remains a major challenge despite several promising recent at-

tempts in wakes (Sreenivasan 1985, Van Atta & Gharib 1987), jets (Bonetti & Boon 

1989, Broze & Hussain 1994, 1996), mixing layers (Narayanan & Hussain 1996), and 

boundary layers (Healy 1993). The most problematic issue in the application of the DS 



20 

 

approach to open flows is that the intrinsic convective instabilities in these flows make 

them extremely sensitive to external perturbations (Huerre & Monkewitz 1990). This 

makes it very difficult to differentiate intrinsic (deterministic) dynamics from extrinsic 

(“noise-driven”) dynamics (Huerre 1987). This “open flow problem” is discussed further 

in Chapter 3. Recent studies (Broze & Hussain (1994, 1996), Narayanan & Hussain 1996, 

Broze et al. 1997) also address the above-mentioned issues in detail. 

Chaos control is a recent development in nonlinear control that uses the DS ap-

proach. This control concept has found applications in diverse fields such as chemical 

reaction, electronic communication, and lasers (Chen & Dong 1993). The control goal is 

to track periodic states embedded in a chaotic system typically requiring “small” parame-

ter changes; the approach is particularly appealing because of its ability to target (poten-

tially useful) unstable states, unattainable by conventional (linear) control methods. 

Recent findings of low-dimensional chaos in open flows, such as cylinder wakes 

(Van Atta & Gharib 1987), a plane mixing layer (Narayanan & Hussain 1996), axisym-

metric jets (Broze & Hussain 1994), and a transitional boundary layer (Healey 1993) 

suggest that technologically significant turbulence phenomena can also be manipulated 

via chaos control. However, prior chaos control methods have been applied to simple 

temporal dynamical systems of a few coupled ordinary differential equations, one-/two--

dimensional maps, or closed flows (Ott et al. 1990). Virtually all practical flows are, 

however, spatiotemporal. Chaos control was shown via simulations of the spatially ho-

mogeneous Ginzburg-Landau equation, but necessitates full spatiotemporal velocity field 

information (Keefe 1993). Techniques have also been evaluated to control chaotic dy-
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namics in direct numerical simulations of two-dimensional turbulence governed by the 

incompressible Navier–Stokes equations (Guan et al. 2003). Global and local feedback 

strategies were used to monitor the targeted periodic states and to provide control input to 

track the desired state, demonstrating control of periodic states in the model system. 

However, as for Keefe (1993), control required a network of spatially distributed sensing 

and actuation, making it difficult to realize in practice. In fact, an experimental demon-

stration of chaos control in an open flow is still lacking. Preliminary efforts in applying 

such control in low Reynolds number turbulent boundary layer simulations are reviewed 

in Lumley & Blossey (1998). A more detailed treatment of selected recent efforts aimed 

at realizing chaos control and other forms of modern flow control techniques for various 

applications, some of which are referenced above, is provided in Chapter 7. 

A chaos control-based approach for controlling the transitional jet dynamics is de-

veloped in this study; details of the approach are presented in Appendix A. Briefly, the 

low-dimensional dynamics of the jet flow are studied and intrinsic flow states are stabi-

lized via control. Control perturbations are provided to maintain an inherent periodic (al-

beit unstable) flow state. Consequently, the forcing levels to obtain a selected “goal state” 

are much less than those for brute-force control methods described above. 

The choice of the axisymmetric jet near field is motivated by its simple geometry 

and technological relevance. The linear and nonlinear instabilities and the transitional CS 

dynamics of this shear flow have been well documented (Hussain 1986). A plane mixing 

layer is also studied to demonstrate the new control method in a prototypical open shear 

flow. Recent findings of low-dimensional dynamics in jet and mixing layer flows is 
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promising (Broze & Hussain 1994, Narayanan & Hussain 1996). 

1.4 Fundamental Issues and Potential Benefits in Nonlinear Flow Control 

Generally speaking, two control approaches are prevalent: feedback-based and open-

loop. The merit of feedback-based methods lies in their use of simple flow models and 

their success in the presence of multiple (stable and unstable) solutions. In contrast, open-

loop control techniques need accurate flow models, may not achieve the desired goal 

state/dynamics when multiple solutions exist, and are ineffective in nonstationary flow 

conditions. However, they do not involve cumbersome sensing/actuation and real-time 

processing, which are essential for feedback control. Furthermore, feedback-based con-

trol may not be feasible in spatially developing flows such as jets, mixing layers and 

boundary layers. Since real-time sensing of a local flow variable is used to modify the 

future input of control perturbations, sensing must accompany nearly instantaneous ac-

tuation. For this, at the least, high-speed control algorithms (for real-time data acquisition 

and modeling/control computations) and sophisticated sensor/actuator response are re-

quired. Even so, the additional time delays associated with the spatial development of 

flow disturbances are unavoidable. The total delay in providing control makes a (convec-

tively unstable) flow susceptible to undesirable ambient disturbances, which can cause 

the flow to deviate from a goal state (to be targeted by control). Potential solutions to the-

se issues are presented for the nonlinear control of a circular jet in Chapter 4 and Appen-

dix A. 

In the following, the newly developed control approach developed here is contrasted 

with conventional free shear flow control methods. As discussed earlier, periodic forcing 
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has been used extensively to control CS dynamics in free shear flows. These methods use 

single/multiple frequency excitation to induce a periodic response without considering 

the underlying low-dimensional dynamics in the flow. In the nonlinear control method 

presented here, intrinsic flow states are targeted. Control perturbations are provided to 

maintain an inherent (unstable) periodic flow state when the dynamics approach the se-

lected goal flow state. Consequently, the forcing levels to obtain a desirable flow state are 

expected to be less than those for brute-force control methods. Note, however, that se-

lected goal states may not always be achievable using an open-loop approach (see Chap-

ter 4), and closed-loop (feedback-driven approaches) may be needed. 

The control approach presented here also differs from prior jet forcing studies in the 

method to deduce the control perturbations. To obtain a desirable flow response, conven-

tional methods probe the parameter space of several forcing frequencies, their amplitudes 

and relative phase differences among them (e.g., see Paschereit et al. 1995). The excita-

tion or control signal needed to generate the periodic response is therefore determined via 

a separate test for each target flow state (e.g., see Arbey & Ffowcs-Williams 1984). The 

control approach presented here is more objective and systematic in the development of 

the “controller.” Low-dimensional chaotic dynamics in a relatively small parameter space 

of the frequency of the primary instability and its forcing amplitude are first identified; 

this parameter space is chosen for the convenience in imposing external forcing, neces-

sary to reveal low-dimensional dynamics in the flow. Controllable states and the pertur-

bations for their control – the controller – are then determined without further testing. 

The objectives of this dissertation are: (i) to present a new nonlinear jet control 
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method; (ii) to experimentally demonstrate the control method as proof-of-principle in 

the near field of a circular jet; and (iii) to quantitatively demonstrate potential benefits 

from the jet control via measurements of the turbulence characteristics in the flow field. 

1.5 Dissertation Outline 

The dissertation is organized as follows.  Chapter 2 briefly describes the anechoic jet 

facility, and the data acquisition and instrumentation used for the experiments. In Chapter 

3, following a discussion of the critical issues in identifying controllable low-dimensional 

dynamics in open flows, a brief account of the chaotic dynamics found in the forced cir-

cular jet flow is provided. The inherently periodic (but unstable) flow states in the jet are 

described in terms of their vortex dynamics, involving roll up and pairings of vortex rings 

in the transitional region. Following this, two methods to determine the spatial develop-

ment of the periodic flow states from two-point measurements (needed for control) – di-

rect analysis and inverse modeling – are described.  

A new open-loop nonlinear control approach and experimental results from its im-

plementation in the circular jet are presented in Chapter 4. A feedback-based control 

method is then presented and its effectiveness is experimentally evaluated. Preliminary 

experimental results, involving qualitative and quantitative measurements in the near and 

far fields of the jet, demonstrating turbulence enhancement and suppression using the 

open-loop control method are presented in Chapter 5. Conclusions and discussions of po-

tential future work are presented in Chapter 6. Chapter 7 provides an expanded review of 

some research developments in chaos control and flow control conducted concurrently to 
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the present research and following the completion of the research reported here. 

Appendix A describes the low-dimensional chaotic dynamics found in the jet using 

the dynamical systems approach. This includes the description of the chaotic attractor 

underlying the low-dimensional dynamics analyzed and controlled in Chapter 3. Empiri-

cal analysis of the attractor reveals unstable periodic orbits which display striking fea-

tures, such as bundling of orbits, using which simple empirical representations of the pe-

riodic orbits are obtained. Following this, the conceptual approach to chaos control of the 

jet flow is described and the jet control results (described in Chapter 3) are analyzed in 

more detail using a dynamical systems perspective. The feedback-based chaos control 

method and the experimental results are then discussed. Some dynamical systems tools 

used for the chaotic attractor analysis are also described.  

In Appendix B, a newly derived spatial coupling measure – total coherence – is used 

to justify our use of single-/two-point measurements to describe the jet near field. The 

analytical formulation of coherence as a spatial coupling and “predictability” measure in 

nonlinear (up to quadratic order) dynamical systems is presented. Computational issues 

related to coherence estimation and analytical causes for coherence decay (indicative of 

spatiotemporal dynamics) are also discussed. The low-dimensional chaotic dynamics and 

the experimental results from using the nonlinear control method in a different free shear 

flow facility– a plane mixing layer – are described in Appendix C. Appendix D summa-

rizes the least-means-square algorithm to calculate the adaptive filter for “inverse model-

ing” used in Chapter 3 and Appendix A and related computational issues. 
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CHAPTER 2 

EXPERIMENTAL FACILITY AND INSTRUMENTATION 

2.1 Anechoic Circular Jet Facility 

The experiments reported were performed in the Aerodynamics and Turbulence La-

boratory (ATL) in the Mechanical Engineering Department of the University of Houston. 

The majority of the experiments were conducted in a circular jet facility within a large 

anechoic chamber (AC) at ATL. Brief description of the key attributes of the anechoic 

facility and modifications made to it are presented below, and details can be found in 

Bridges (1990). Some additional experiments were performed in a plane mixing layer 

facility in the ATL air room described in Appendix B. 

Anechoic chamber. The AC is a well-ventilated, air-conditioned concrete box with 0.3 m 

thick walls set on air bearings with its inner walls covered with 1 m long fiberglass 

wedges. The inside dimensions of the chamber from wedgetip to wedgetip are 7.6 m x 5 

m x 5 m. The ambient sound level of the chamber is 35 dB above 100 Hz. Vertical pipes 

attached to the bottom of the chamber provide support for the traverse (described later). 

Care was needed to provide structural rigidity to the pipes supporting the traverse and to 

ensure minimal relative motion between the traverse and the circular jet nozzle.  

Flow facility. The circular jet facility shown schematically in Figure 2.1a is enclosed in 

the low-noise anechoic chamber. A seven-stage blower, driven by a 40 hp DC motor, is 

located outside the main building, and provides air supply. The DC blower motor is con-

trolled by a Polyspede HP-3 adjustable speed drive system, with adjustments for speed 
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regulation, torque limits and acceleration/deceleration. Despite the use of control to min-

imize fluctuations, the controller was found to “hunt” for a set point thereby introducing 

low-frequency oscillations of the blower ( 0.3 Hz); fortunately, this oscillation frequen-

cy is far below that to which the flow instabilities are receptive. A 15.25 cm diameter, 

77 m long iron pipe connects the blower to the circular pipe (P) entering the AC. Several 

flow conditioners, including large-radius elbows, a honeycomb and seven mesh screens 

(noted on the facility schematic), are inserted in the flow path to provide uniform and 

low-noise level flow into the chamber. An electrostatic filter was inserted to remove dust 

and dirt that might adversely affect hot-wire measurements, and a cooling coil was used 

to regulate the temperature of the flow during high-speed operation thereby minimizing 

errors in hot-wire measurements (Bridges 1990). 

Bulk excitation. A bulk acoustic excitation system is located upstream of the settling 

chamber and outside the AC, to provide a longitudinal component of perturbation to the 

mean flow. Four acoustic speakers angled downstream (shown just outside the AC in 

Figure 2.1a) are used to provide a uniform excitation of the flow. Bridges (1990) de-

scribes the transfer function of the facility, with resonances revealing discrete frequencies 

at which effective excitation is possible. This has adverse implications for the control 

study to be performed here, since a broad range of frequencies are desired to be available 

for the jet control. Furthermore, the large distance between the excitation system and the 

nozzle exit plane introduces significant delays between the control signal and the flow 

response. A new shear layer excitation system installed at the jet nozzle exit was built to 

overcome these shortcomings and is described further below. 
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 (a)  

 
 

Figure 2.1 (a) Schematic of experimental jet flow facility and the anechoic chamber. 
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 (b) 

 

Figure 2 (b) Schematic of shear layer excitation facility for jet nozzle exit control. 

Shear-layer excitation. Discrete wind tunnel modes result in a highly non-uniform set-

tling chamber transfer function with the use of the bulk acoustic exictation system de-

scribed above. The frequency response at the nozzle exit centerline varies widely (up to 

40 dB), having discrete peaks, for frequencies below 500 Hz. Such a frequency response 

causes undesirable attenuation of certain frequency components present in the control 

perturbations provided to the speaker (in addition to inherent delays). To maintain appro-

priate amplitude ratios of various frequency components in the control signal at the noz-

zle exit, a new shear layer excitation facility is installed. A 0.38 m acoustic speaker is en-

closed in a box (packed with fiberglass wool) and connected through 12 Tygon tubes of 

equal length ( 0.91 m) to twelve 19 mm diameter holes in a casing surrounding the noz-

zle (see the cross-section in Figure 2.1b), terminating in a uniform 0.6 mm wide slit all 

around the nozzle lip; the axisymmetry of the excitation was ensured by flow-

visualization. As expected, the transfer function of the (shear layer) excitation facility is 
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far more uniform over the frequencies of interest; less than 10 dB variation and no dis-

crete peaks are observed over the entire frequency range [10–500 Hz]. 

Circular jet nozzle. The circular nozzle in the AC has an inlet diameter of 15.25 cm and 

an exit diameter of 4 cm, providing a contraction area ratio of 14.5. The contraction shape 

was designed as a cubic profile with a 1 cm straight section at the nozzle exit to minimize 

the vena contracta effect. 

Jet exit flow conditions. Although the jet exit speeds achievable are up to 235 m/s (M = 

0.68), the present study is limited to speeds up to 20m/s. Some experiments were per-

formed at higher speeds of up to 35 m/s to demonstrate the robustness of the flow states 

achieved and the control. The boundary layer characteristics (including mean velocity 

and turbulence intensity profiles) of the nozzle exit plane flow are discussed and de-

scribed in Broze (1992). Briefly, nominally laminar boundary layers are found over the 

range of jet speeds considered, with mean velocity profiles matching the Blasius profile, 

peak turbulence intensities of up to 0.5% in the boundary layer and even lower ( 0.1%) 

in the free stream, and no abnormal spectral peaks measured inside the boundary layer. 

2.2 Computer and Data Acquisition System 

Computer and instrumentation. Data analyses were performed on a SPARCstation 20 

with four 50 MHz superSPARC processors. We use an ICS110A 16-bit A/D converter 

for data acquisition, with which up to 64 channels can be simultaneously sampled at up to 

a 200 kHz sampling frequency. Data acquired from the hot-wire were transmitted to the 

digital acquisition system via coaxial cables and were low-pass filtered at 5 kHz (using 
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Krohn-Hite 3341 analog filters) before sampling in differential mode. Krohn-Hite 331 

analog filters and Stanford SR650 digital filters with 115 dB/octave attenuation are used 

to filter the data and the control signals. Perturbations used for the control experiments 

are provided to the acoustic speaker via a 12-bit D/A converter in a Masscomp MC6650 

computer. Fluctuation amplitudes of individual components, spectra and time-series for 

documentation of different flow states were recorded on a two-channel Ono Sokki 920 

spectrum analyzer (after high-pass filtering at 10 Hz) owing to its increased resolution 

(16 bit A/D converter). The data acquisition and traverse control software for the 

Masscomp-bases system were created and documented by a group of research at the Me-

chanical Engineering Department (including Drs. Kleis, Jenkinson and Brides). The data 

acquisition software for the ICS110A-bases system was created, tested and documented 

by ATL researchers recently (Stoesz, Narayanan). 

Probes, traverse and excitation system. Constant temperature hot-wire anemometers built 

by AA Labs (Israel) were used for the experiments reported here. Offset and gain adjust-

ments and low-pass filters were included in these anemometers to provide improved sig-

nal-to-noise ratio by taking advantage of the entire range of the A/D converter. Calibra-

tions were repeated whenever significant changes in the temperature, humidity and pres-

sure conditions in the flow and chamber were noted. King’s law (E
2
 = A + B U

c
) was 

used to convert the voltages to velocities on the computer, following digitization; E de-

notes the mean voltage and U denotes the mean velocity, with A, B and c as the calibra-

tion constants. The fluctuation amplitudes u’ from spectral amplitudes of individual fre-

quency components (e.g., for excitation amplitude) were computed as: u’/U = 2 E U
-c

 e`
2
 



32 

 

/ B c. A 4 m diameter and 2 mm long tungsten-rhodium hot wire (single-wire boundary 

layer probe (TSI-1218)), and two single-wires with 25 mm (TSI-1210 CS) and 5 mm 

long prongs, with a 1.4 overheat ratio, were employed for all measurements reported. 

An x-y traverse system with stepper motor controls (Slo-Syn SS-150-1021 & SS-400-

1010 with 0.025 mm resolution) was used to move the probe. To provide lateral stabiliza-

tion to the traverse support system, the traverse was anchored to the nozzle. A 50 MHz 

function generator (Wavetek model 80), a Hafler model P500 stereo power amplifier and 

an Onkyo model M-501 stereo power amplifier were used for excitation. Phase locking 

was achieved (for control experiments) using the Wavetek model 186 5 MHz phase lock 

generator. MKS Baratron (0-1 Torr range) and 223-B (0-10 Torr range) digital pressure 

transducers, with MKS 270-B signal conditioners, were employed in hot-wire calibra-

tions. 
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CHAPTER 3 

LOW-DIMENSIONAL DYNAMICS IN THE AXISYMMETRIC JET 

NEAR FIELD 

3.1 The “Open Flow” Problem 

In a detailed review of instabilities in spatially developing flows, Huerre & 

Monkewitz (1990) classified local instabilities in such flows as absolute and convective. 

Disturbances in an absolutely unstable flow dominate the dynamics at their origin and 

eventually everywhere in the domain, while in convectively unstable flows, disturbances 

are swept away from the origin, leaving the point-of-receptivity susceptible to new dis-

turbances. It was proposed that, in the absence of pressure feedback (e.g., in edge-tone, 

cavity flows), a sufficiently large region of an absolute instability will excite self-

sustained oscillations in a large flow region, viz., a global mode appears; i.e., a single/few 

active modes dominate the essential flow dynamics. However, convectively unstable 

flows, in general, were considered to be incapable of sustaining global dynamics; the 

possibility of a “slightly damped jet-column mode” in convectively unstable jets was only 

speculated. 

The description of low-dimensional dynamics and their modeling has been success-

ful in closed flows, e.g., Rayleigh-Benard convection (Dubois 1982), Taylor-Couette 

flow (Brandstäter et al. 1983). Being absolutely unstable, these flows are relatively insen-

sitive to “noise” and can sustain global modes, enabling reduced-order modeling using a 

few active modes in the flow. (In a laboratory flow, noise includes perturbations originat-
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ing external to the flow domain of interest, e.g., wind tunnel and room acoustics, blower-

originated pulsations.) However, some physically open flows can display intrinsic low-

dimensional dynamics. In particular, distinction between “physically open” flows and 

“dynamically open” flows is needed. “Dynamically open” (convectively unstable) flows 

might not be amenable to simplified low-dimensional modeling (hence model-based con-

trol) due to their noise sensitivity. In particular, spatially amplified “random” noise may 

not be distinguishable from intrinsic low-dimensional chaotic dynamics (Huerre 1987). 

Thus, “the open flow problem is the inability to predict the dynamics of open flows” 

(Broze & Hussain 1994). In general, since a large variety of technologically significant 

(free/wall-bounded) shear flows fall in the class of “dynamically open flows,” the afore-

mentioned problem poses a, perhaps insurmountable, challenge for the prediction and 

model-based control of these flows. 

Our exploration of the low-dimensional dynamics of the circular jet flow is motivat-

ed by the fact that this convectively unstable open flow can also display “intrinsic” dy-

namics. The mechanism for self-sustained dynamics in these flows could be feedback 

from flow interaction with solid boundaries (Brown 1937, Hussain & Zaman 1978) or 

near field flow events such as vortex formation and pairings (Dimotakis & Brown 1976, 

Grinstein et al. 1991). Broze & Hussain (1994) described the near field of a forced circu-

lar jet as a low-dimensional system incorporating feedback due to vortex pairings as a 

mechanism for “dynamical closure.” 

In the following sections, some key results are presented showing that the jet near 

field dynamics are low dimensional and can therefore be described in simpler terms that 
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are amenable to nonlinear control. This is particularly true in the presence of “spatial 

coupling” in the flow. Coupling is the mutual dependence of the dynamics at spatially 

separated locations. 

In the presence of spatial coupling, single-point (temporal) measurements suffice to 

capture the essential flow dynamics. Significantly large flow regions of the circular jet 

are shown to be “spatially coupled” even for seemingly complex dynamics (see results in 

Appendix C). This substantially simplifies the analysis of low-dimensional dynamics in 

the flow using single-/two-point velocity measurements and its use for control. Methods 

to describe spatiotemporal dynamics in the absence of coupling are yet unavailable; anal-

yses of spatiotemporal data have only been attempted recently (Narayanan et al. 1997, 

Roy et al. 1997). The dynamical systems approach-based description of the low-

dimensional jet dynamics is discussed in Appendix A [see also Broze & Hussain (1994, 

1996)]. 

3.2 Low-dimensional Dynamics of the Forced Axisymmetric Jet 

Figure 1.1 displayed the spatiotemporal jet dynamics in a top-hat profile jet with vor-

tex rollup and pairings, which feedback perturbations to the nozzle lip. The transition re-

gion extends from the nozzle exit (the point-of-receptivity for instabilities) to 4–6D, 

where the jet develops significant three-dimensionality, leading to the generation of fine-

scale random vorticity, hence turbulence. The transition region is subject to several in-

stabilities: (i) a primary Kelvin-Helmholtz instability leading to the formation of ax-

isymmetric vortex rings (“vortex rollup”), (ii) subsequent two-dimensional subharmonic 

instabilities leading to the merger of neighboring vortices (vortex “pairings”), and (iii) 
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three-dimensional instabilities leading to vortex fragmentation and transition to turbu-

lence. The unforced jet displays high-dimensional dynamics with broadband modulations 

centered around the “preferred mode” frequency (see the velocity power spectrum in Fig-

ure 3.1 recorded in the jet transition region); the term “preferred mode” refers to the aver-

age passage frequency of vortical structures (centered around StD  0.4) in an unforced jet 

flow (Hussain & Zaman 1981). Due to the lack of evidence of low-dimensional dynamics 

in the unforced jet, we chose the simplest parameter space, for which low-dimensional 

flow states were found. The anechoic jet flow was therefore acoustically excited at a sin-

gle frequency f. Thus, the dimensionless control parameters are: the forcing amplitude af 

u'f/Ue and the forcing frequency StD f D/Ue; u'f is the centerline rms-velocity fluctua-

tion at f, Ue is the centerline exit velocity, and D is the jet diameter. Among a wide varie-

ty of dynamical states, two periodic and two low-dimensional chaotic flow states were 

found over large regions in the parameter space. 

Of particular importance (to technological processes such as mixing and aerodynamic 

noise generation) are the formation and pairings of vortices. While the fundamental fre-

quency f (associated with vortex roll up) is externally forced, the vortical interactions 

(and hence the associated subharmonic and quarterharmonic frequencies f/2 and f/4) are 

driven by feedback from vortex pairings (Hussain et al. 1986), i.e., are self-excited. The 

spatially growing waves associated with these frequencies have linear regions in which 

they grow exponentially at different rates (evolving at different phase speeds), followed 

by nonlinear regions where they saturate at different amplitudes and grow or decay due to 

self- and cross-interactions. The saturation of the fundamental is physically realized by 
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vortex rollup; pairings result from the (nonlinear) subharmonic resonance phenomenon, 

where a fundamental and its subharmonic interact to reinforce the subharmonic (i.e., f + 

(-f/2) = f/2) (Monkewitz 1988, Husain & Hussain 1995). Thus, the relevant and dominant 

frequencies are the fundamental, the subharmonics, and the sidebands generated by de-

tuned feedback (i.e., when feedback is not exactly at f/2 and f/4) (Broze & Hussain 

1996). Although the dynamics of this flow can be relatively simple (nominally two-

dimensional and limited to as few as three, or even two, instability modes), this prototyp-

ical open flow embodies several important and common features of spatiotemporal flows: 

spatially evolving, inhomogeneous, and dispersive, with linear and nonlinear instabilities. 

 
Figure 3.1 Power spectrum of centerline velocity time trace at x/D=2 in an unforced jet 

flow. 

In the following, the salient features of a chaotic state chosen for the present study 
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are briefly described. A chaotic flow state (the “quarterharmonic chaotic attractor” QCA) 

is found in the range 0.008  af  0.02 and 1.1  StD  1.25. The dynamical systems-

based description of the chaotic attractor associated with this flow state is provided in 

Appendix A. The longitudinal velocity time trace u(t) and its power spectrum Guu(f) in 

Figure 3.2(a,b) are from a hot-wire sensor located at x/D  2 (on the jet centerline) for af 

 1% and StD  1.2. Here, the Reynolds number ReD  23, 000, but such chaotic flow dy-

namics were found for higher ReD ( 76, 000) as well. (Analog-to-digital converter 

(ADC) units are used as units for u(t).)  

The power spectrum recorded near the first vortex pairing location (x/D  2) shows 

peaks (due to induced velocities from passing vortices) at f and two sidebands around the 

subharmonic (fl = f/2 - f, fh = f/2 + f), indicating (almost) periodic subharmonic modu-

lations, i.e., a first pairing whose location changes (nearly) periodically in space (see vis-

ualization in Broze & Hussain 1996). The broadband centered at f/4 is due to chaotic sec-

ond pairing occurring farther downstream. The nearly periodic subharmonic modulations 

and the broadband f/4 indicate vortex pairings whose locations shift in x due to detuned 

feedback, as opposed to the strong subharmonic and quarterharmonic peaks for the (sta-

ble) periodic flow states (found for higher af) having phase-locked feedback.  

The above associations between centerline velocity signals/spectra and the axisym-

metric vortex dynamics are supported by flow visualization and measurements of the spa-

tial vorticity distribution (Zaman & Hussain 1980). The waves corresponding to the 

modulated subharmonic and the broadband quarterharmonic have longer spatial evolution 



39 

 

times (than for phase-locked periodic states) and are results of detuned pairing feedback. 

Correspondingly, the first pairing location for the chaotic flow is delayed to x/D  2, and 

the second pairing may occur as far as x/D  4; these events were verified by smoke vis-

ualization to be nominally axisymmetric (see results in Chapter 5 and Broze & Hussain 

1996). Henceforth, our discussion of “downstream dynamics” will be based on data ac-

quired on the centerline at x/D  2 (see Figure 1.1), where the effects (i.e., the induced 

velocities) of rollup and both pairings are comparable.  

Several harmonics appear in the power spectrum in Figure 3.2b, indicating highly 

nonlinear dynamics in the downstream flow region. The nonlinearities giving rise to the 

harmonics in the power spectrum result from saturation of the fundamental, subharmonic 

and quaterharmonic frequencies following their linear instability evolution, and their non-

linear interactions, namely subharmonic resonance and interactions of the sideband fre-

quencies (for example surrounding the subharmonic frequency f/2) with other frequency 

components in the power spectrum. The quasiperiodic nature of the dynamics results in 

well-defined harmonics and spectral peaks in the power spectrum, in contrast with the 

unforced jet spectrum at a similar location (see Fig. 3.1) for which a broadband spectrum 

is seen. The velocity signals were sampled at sufficiently high frequencies to minimize 

the effects of spectral aliasing. Sufficiently large numbers of records (more than 1000) 

were used for computing the discrete Fourier transforms from which smooth power spec-

tra were obtained, and smooth windowing in time domain was employed to minimize ef-

fects of spectral leakage that otherwise would result in spurious spectral peaks. 

To justify the use of single-point velocity measurements to describe the jet dynamics 
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a new measure of “spatial coupling” – total coherence 2
T(f) – was evaluated. High val-

ues of 2
T found over a large region (at least 4-6 jet diameters) indicate that the jet dis-

plays temporal, rather than spatiotemporal, dynamics (see results in Appendix C). Since 

spatial coupling implies the predictability of dynamics at one location from observables 

at another, single-point measurements suffice to describe the low-dimensional dynamics 

in the jet near field. In the jet, the physical mechanism for coupling was verified to be 

“feedback” from characteristic events such as vortex pairings, caused by upstream propa-

gating pressure perturbations. The rapid drop of 2
T downstream (past the end of the 

time-averaged jet potential core end) is evidence of spatiotemporal dynamics. Detailed 

measurements of the extent of spatial correlation in the jet are presented in Appendix C. 

Since vortex ring formation (rollup) and subsequent pairings dominate the essential 

near-field dynamics, which are of considerable technological interest (e.g., mixing and 

turbulence/noise generation) (Hussain 1983), we focus on these axisymmetric CS dynam-

ics (see Figure 1.1). In addition to vortex formation (sustained by external forcing), the 

chaotic flow reveals at least two self-sustained quasiperiodic/chaotic vortex pairings. To 

enable the control of multiple vortex pairings, we select the chaotic flow state – quarter-

harmonic chaotic attractor (QCA) – for further analysis and control, since it has low-

dimensional dynamics of both the first and the second pairings. The ensuing analysis was 

also done for another chaotic flow state found in the jet and the results and conclusions 

were similar. The significance of these results will be evident in the development and im-

plementation of a novel control approach presented in Chapter 4. 
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Figure 3.2 (a) A longitudinal velocity time trace for QCA at x/D=2; (b) The power spec-

trum for QCA (at x/D=2) shows the dynamically significant frequency com-

ponents: f, f/2 sidebands and broadband f/4. 
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3.3 Unstable Periodic Flow States in the Forced Axisymmetric Jet 

It is well known that chaotic dynamics are comprised of an infinity of unstable peri-

odic states; these are otherwise termed unstable periodic orbits of a chaotic attractor and 

are discussed in detail in Appendix A. Thus, a chaotic flow can be alternatively described 

as being the result of a combination of infinity of periodic states. Since the periodic states 

are all unstable, the flow constantly switches between them to produce a chaotic (but de-

terministic) response. In the following, such unstable periodic states are analyzed using 

hot-wire velocity signals obtained in the transitional jet region. 

 

Figure 3.3 The histogram displays the dominant UPO’s in QCA; the inset shows the 

number of UPO’s found by varying 1, for period-4, 11, 13 and 15 orbits. 

The detailed procedures for extracting the unstable periodic dynamics from phase-

space reconstructions of a chaotic attractor are described in Appendix A. In summary, 

segments of a sampled velocity signal are extracted which tend to repeat themselves (at 
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seemingly random times). The order of the periodicity of these segments (i.e., the number 

of oscillations) determines the flow state. The recurrence time is normalized by the fun-

damental period, the smallest significant time scale in the transition region; the funda-

mental period is the inverse of the fundamental frequency component (which is forced in 

the jet). Thus, for instance, a period-2 flow state corresponds to oscillations in the veloci-

ty trace which last two fundamental periods, which in turn is associated with the passage 

of two, rolled up ring-type vortices. Such a sequence occurs at several later times but is 

repeated in a chaotic manner. In the meantime, the flow switches to other periodic states. 

For a periodic flow state of period-n the time segments are found to be strikingly sim-

ilar, indicating the dominance of certain periodic states and hence particular sequences of 

coherent structure (CS) dynamics. The method for analyzing such dynamics and their sta-

tistical significance are discussed in Appendix A. Figure 3.3 displays a histogram reveal-

ing the frequency of occurrence of various (unstable) periodic states (also termed, unsta-

ble periodic orbits) in a chaotic velocity trace sampled over a long period. 

Physical significance of the (unstable) periodic states. We interpret the transitional jet CS 

dynamics in terms of the periodic states using centerline velocity signals, assuming nom-

inally axisymmetric vortex dynamics. The spatial sequence of the vortex dynamics can be 

inferred from the velocity trace along the time axis in the reverse direction, i.e., by t  –

x transformation, in the spirit of Taylor’s hypothesis. This correspondence is qualitative 

since the relative orientation, spacing and strengths of vortices change during the struc-

ture passage over a stationary sensor. Figure 3.4 displays two snapshots (obtained using 

smoke visualization) from the chaotic jet flow, revealing vortex roll up and one/two vor-
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tex pairings; the two flow states shown correspond to a period-2 UPO and a period-4 

flow state (discussed further later). 

 

Figure 3.4 Smoke visualization of chaotic jet flow cross-section displaying (a) period-2, 

and (b) period-4 states, corresponding to transitional axisymmetric jet vortex 

formation and interaction dynamics. 
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The realization corresponding to a period-9 flow state shown in Figure 3.5(a) has 

dominant subharmonic and quarterharmonic frequency components in the induced ve-

locity from advecting once-paired vortices and vortices undergoing a second pairing. This 

flow state corresponds to a sequence of four once-paired vortices, undergoing two second 

pairings, and an unpaired vortex (numbered 4). The second pairing process is inferred 

from the alternating peak-to-peak amplitudes of adjacent subharmonic period segments in 

the centerline signal; the amplitude variation arises from the different radial locations of 

the vortex ring cores during pairing (see inset in Figure 3.5a). After 9 periods, the unsta-

ble nature of this state causes the deviation of the flow dynamics to other periodic states 

(with the same or different periods); i.e., the flow undergoes a different sequence of CS 

interactions.  

The signal corresponding to a period-11 state in Figure 3.5(b) reflects a sequence of 

five first pairings followed by a single unpaired vortex. The period-11 signals in Figure 

3.5(c) also reflect a similar sequence of CS dynamics, but the relatively stronger quarter-

harmonic component implies advanced stages of second pairing (similar to the inset of 

Figure 3.5a). Thus, more than one kind of periodic state can arise for a given periodicity. 

Snapshots associated with period-15 flow states (Figure 3.5d) indicate seven first pair-

ings, six of which undergo second pairings, and an unpaired vortex.  Similar period-15 

realizations containing much lower levels of the quarterharmonic component, i.e., involv-

ing no second pairing, are also found (not shown here). The significance of the multiple 

realizations and the symbols shown in Figures 3.5(c, d) are discussed below. 
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Figure 3.5 (a) A realization of a period-9 UPO obtained from a cluster in Fig. 3.5a; the 

inset is a schematic of the jet flow vortex dynamics; (b) An instantaneous real-

ization of a period-11 UPO (identified within a phase space cluster, described 

later). 
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Figure 3.5 (c) Several realizations of period-11 UPO’s (identified within a different phase 

space cluster, discussed later); (d) The solid and dashed lines are snapshots of 

period-15 UPO’s; symbols denote the resulting “average.” 

In summary, the chaotic flow dynamics sweep through several unstable, nearly peri-
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odic states. These states appear as stable periodic flow states, but require high af and 

changes to StD (Broze & Hussain 1994). It will be shown later that it is possible to stabi-

lize, through control, these unstable states (embedded within the chaotic flow) for lower 

af and fixed StD. 

“Phase-averaged” periodic flow states. A key feature of the unstable periodic states is 

that they are found to be nearly identical, with only slight variations in amplitude/phase 

[see Figures 3.5(c, d)]. Figure 3.5(c) displays realizations corresponding to all period-11 

events (sampled from a long velocity trace), revealing striking similarities. Each realiza-

tion corresponds to the occurrence of a flow state lasting eleven fundamental periods (at 

different times). The differences between the time traces are most pronounced just after 6 

fundamental time periods, when a relatively distinct isolated fundamental period is seen. 

This represents an unpaired vortex between two stronger, once-paired vortices, which is 

an unstable configuration that is extremely sensitive to ambient perturbations. This may 

explain why it is impossible to repeat the same sequence of vortex dynamics each time. 

Only a few period-15 realizations are shown in Figure 3.5(d) to better illustrate the simi-

larity. The realizations are then averaged, removing slight variations in amplitude/phase, 

to represent the underlying flow state. Figure 3.5(d) also displays the averaged period-15 

realization, which is virtually identical to the individual realizations. Similar results are 

obtained for other periodic flow states (with same as well as different periods). It is worth 

noting that the spirit of averaging UPOs described here resembles phase-averaging of 

multipoint vorticity signals during CS eduction (Hussain 1983), but differs in that the cur-

rent procedure does not require explicit phase-alignment and thresholding of the signals, 
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which are necessary subjective features of the CS eduction procedure. 

The above results also reveal the flow states which can be targeted for control, due to 

their intrinsically periodic (albeit unstable) nature. Notably, low forcing levels will suf-

fice to maintain these periodic states via control (see Chapter 4). 

Thus far, the dynamics of the jet have been described using single-point measure-

ments made in the downstream region of the jet, where the nonlinearities are significant. 

In the following section, two-point measurement approaches are presented to determine 

the spatial evolution of the periodic flow states from the jet nozzle exit plane. This is 

needed to determine perturbations required at the nozzle lip to stabilize and control peri-

odic flow states observed in downstream velocity signals. 

3.4 Spatial Development of Unstable Periodic Flow States 

The obvious choice for obtaining a unique relationship between the upstream and 

downstream signals is a “nonlinear transfer function” (Ritz & Powers 1986), which un-

fortunately involves computationally intensive, error-prone procedures (even for quadrat-

ic nonlinearity). The feedback from downstream pairing dynamics, i.e., spatial coupling, 

guarantees that an upstream velocity signal (at the jet exit) contains footprints of all the 

periodic states underlying the chaotic flow dynamics. Thus, analyses of periodic seg-

ments in the upstream signal, sampled simultaneously with the downstream signal, 

should reveal (unstable) periodic states as well. For the two-point velocity measurements 

discussed here, a long-prong hot-wire probe is positioned at an angle at the nozzle exit 

(near r/D  0.25), minimizing probe interference effects, and a second probe is stationed, 
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aligned with the flow, on the centerline at x/D = 2. 

 

Figure 3.6 The histogram distribution of ‘close returns’ in upstream velocity signal sam-

pled from chaotic jet flow. 

Direct analyses of upstream signals. The histogram of the frequency of periodic realiza-

tions at the nozzle exit plane shown in Figure 3.6 resembles that in Figure 3.3 (for the 

downstream signal). The dominance of some frequency components at this upstream lo-

cation, causes the number of periodic states detected for a certain period to be different in 

Figure 3.6 (compared to Figure 3.3). The absence of some periodic states in Figure 3.6, 

which appeared in Figure 3.3, is possibly due to the inability of upstream measurements 

to resolve some frequency components which are weak in comparison to the dominant 

fundamental frequency component. Figures 3.7(a, b) display realizations associated with 
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two different types of period-11 flow states. The small relative variations in the peak-to-

peak amplitudes of the dominant fundamental periods are footprints of a periodic down-

stream CS dynamics sequence; the fundamental has at least an order of magnitude larger 

spectral energy than the next most significant frequency. Notice that, although the two 

realizations in Figures 3.7(a, b) are similar, these initial conditions result in entirely dif-

ferent downstream dynamics [see Figures 3.5(b, c)]. 

To identify the upstream signal segment corresponding to a periodic state found 

downstream, signals sampled simultaneously at two points are analyzed. It is assumed 

that feedback is instantaneous and that feedback is dominant compared to background 

disturbances (evidenced by strong spatial coupling). The downstream vortex pairing 

feedback signal generated between x/D = 2-4 for the subsonic jet flow is estimated to 

take 0.3-0.6 msec to propagate upstream to the nozzle exit plane, which is considerably 

smaller than the dominant time scale of the pairing dynamics which is close to 10 msec 

(estimated for the subharmonic frequency). This justifies the claim that minimal phase 

lag is introduced in the feedback recorded in the upstream velocity signal, i.e. feedback is 

nearly instantaneous. These realizations from the upstream signal are then averaged to 

determine a perturbation that will guide the downstream flow dynamics to the vicinity of 

a selected periodic state within the chaotic flow. 
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Figure 3.7 (a) An upstream signal realization corresponding to a period-11 UPO extracted 

from a phase space cluster; (b) An upstream signal snapshot corresponding to 

a period-11 UPO crossing a second phase space cluster. 

Spatial coupling mechanisms for several common open flows (e.g., channel flows, 
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far wakes, and boundary layers) may not exist or are unknown. However, the well-

recognized, dominant role of CS in these flows suggests low-dimensional behavior that 

can be manipulated for control. For these flows, selective amplification of certain pertur-

bations from a broadband of local disturbances result in nonlinear (perhaps, low dimen-

sional) dynamics downstream. We explore an alternative means to obtain the upstream 

perturbation needed to produce the desired downstream dynamics – “adaptive filtering” – 

and test it in the jet experiments. Since this technique does not rely on feedback, it can be 

used for chaos control in open flows besides jets and mixing layers (where spatial cou-

pling is dominant). 

Adaptive filtering. This technique has applications in signal-processing areas of model-

ing, control systems and filter design (Widrow & Stearns 1985). We have used it for “in-

verse system modeling” by approximating the relationship between a pair of simultane-

ously sampled signals [x(t), y(t)] using a set of weights. Figure 3.8(a) shows this sche-

matically without displaying the filter weights explicitly. The least-mean-square algo-

rithm to determine the weights is described in Appendix D. Using the estimated adaptive 

filter and the known averaged downstream realization (corresponding to a particular peri-

odic state) to be controlled xUPO(t), the corresponding upstream perturbation xorigin(t) is 

evaluated (see Figure 3.8b).  

Since the periodic states can all be found within the chaotic flow, we use chaotic 

signals (of at least 300, 000 data points) for evaluating the filter weights, taking simulta-

neously sampled data at the nozzle exit plane and at x/D = 2. The stepping size  (= 10
-6

) 

and the number of weights Nw (= 10, 000) are chosen to yield early error convergence 
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(within 5000 fundamental periods); these parameters are discussed in Appendix D. The 

error (t) remains converged even after further samples of x(t) and y(t) are provided. The 

upstream perturbation evaluated is then averaged over the period of the selected periodic 

state (ignoring initial transients during convergence). This removes effects of slight varia-

tions in the filter weights, which continue even after (t) appears to converge.  

The averaged upstream realization in Figure 3.9 is determined using adaptive filter-

ing on a realization corresponding to a downstream period-11 flow state. Its close resem-

blance to the averaged perturbation obtained directly from an upstream signal (see Figure 

3.7b) demonstrates successful “adaptation”. Two means to determine upstream perturba-

tions corresponding to periodic (but unstable) downstream jet dynamics have been pre-

sented: the direct analysis of a jet exit signal (which depends on feedback) and adaptive 

filtering. 

 

Figure 3.8 Schematic of (a) empirical modeling of spatiotemporal dynamics using adap-

tive filtering; z(t) is the ‘prediction’ and (t) is the prediction error; and (b) in-

verse model to determine initial disturbances. 
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Figure 3.9 The adaptive filter prediction of upstream perturbations for a downstream pe-

riod-11 UPO from a particular phase space cluster. 
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CHAPTER 4 

CONTROL METHOD DEMONSTRATION IN THE AXISYMMET-

RIC JET 

A novel approach to the control of the near-field jet dynamics is presented and 

demonstrated in this chapter. The problems arising during the control implementation and 

means to overcome them using a real-time feedback control approach are also presented. 

4.1 Control Approach 

Convective instabilities are generally undesirable since their sensitivity to noise 

makes the description and modeling of open flows difficult. However, they can be taken 

advantage of for controlling spatially developing flows. By providing appropriate local-

ized perturbations at the point-of-receptivity with sufficient amplitude to dominate over 

ambient disturbances, one can effect significant changes downstream; conventional 

methods exploit this for free shear flow control but were restricted to the control of a lim-

ited range of (stable) periodic states (Ho & Huerre 1984). 

Control requires for a “goal” state to be chosen, which in the present study is desired 

to be among a large number of periodic flow states. Having chosen the desired periodic 

state, control can be achieved by providing the appropriate perturbations at the flow 

origin to maintain the downstream jet dynamics near the selected periodic state. Note that 

since the chaotic flow switches sweeps through several periodic states, in a long enough 

time interval the flow dynamics will any selected each periodic state. Evolutions of peri-

odic states (of a selected period) being similar (see Chapter 3), in the absence of “noise” 
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(i.e., background disturbances within the instability bandwidth), the desired dynamics are 

expected to be self-sustained for a short duration of at least one oscillation period. Low-

level control perturbations must then be provided to prevent the dynamics from wander-

ing away due to the inherently unstable nature of the selected state. For a convectively 

unstable flow, continuous control is necessary to overpower ambient perturbations, since 

the growth and advection of disturbances (away from the receptivity point) leaves the 

flow origin susceptible to new perturbations such as “noise.” As noted earlier, pairing 

feedback induces spatial coupling in this otherwise dynamically open flow; i.e., feedback 

perturbations generally dominate over broadband ambient disturbances. We expect that, 

for a chaotic state, although perturbations (primarily from pairings) are fed back to the 

origin, none of them are strong enough to sustain phase locking. The control provides ad-

ditional energy at the appropriate frequency components to enhance preexisting feedback 

and enable phase-locking to a specified flow state, i.e., stabilize the desired periodic flow 

state. To control the downstream dynamics (i.e., a periodic state), appropriate perturba-

tions needed at the receptivity point are determined as described in Chapter 3. The chaos 

control concept underlying this nonlinear control method is described in Appendix A. 

4.2 Open-loop Control Experiments and Results 

We now demonstrate the open-loop control approach described above experimental-

ly in the jet. The control effectiveness is evaluated by comparing centerline, longitudinal 

velocity signals u(t) from the controlled and the desired flows. The periodic flow states 

chosen to be controlled here were selected to demonstrate the control method and to illus-

trate the challenges and issues that arise in the implementation of nonlinear control in the 
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jet flow. Some of these flow states with practically relevant applications have been 

achieved using prior linear flow control methods (also addressed in Chapter 5), which can 

successfully target stable periodic states but with significant changes to the control pa-

rameters (e.g., high forcing amplitudes). While the practical significance attached to sev-

eral periodic flow states controlled in the following experiments is yet unclear, their con-

trol demonstrates the promise for controlling (potentially useful) unstable flow states. 

Following the selection of a (periodic) flow state to be controlled, a periodic signal is 

generated from the averaged upstream perturbation from the jet exit (see Chapter 3). Af-

ter filtering out the fundamental frequency component, this signal is provided through a 

D/A converter and an adjustable external gain to an acoustic speaker, connected through 

several tubes to a thin slit around the nozzle lip (see Chapter 2). 

A period-11 flow state (also see Figure 3.4b) was first chosen to be controlled. This 

was motivated by the following two reasons: (i) controlling a period-11 state demon-

strates the ability to stabilize periodic flow events of relatively large periods, overcoming 

a common shortcoming in prior nonlinear control methods (e.g., see Ott et al. 1990); and 

(ii) controlling this flow state having minimal quarterharmonic frequency content will 

suppress the second vortex pairing. Such suppression has significant implications for the 

control of practically relevant phenomena such as jet noise, via suppression of quantities 

such as turbulence intensities or Reynolds stresses; experimental evidence exists which 

shows far-field jet noise amplification/reduction due to near-field turbulence amplifica-

tion or suppression (Hussain & Hasan 1985). 

The control signal is synthesized from realizations similar to that shown Figure 
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3.6(b), and low-pass filtered to minimize the otherwise dominant fundamental compo-

nent, reduced here by more than 2 orders of magnitude. The bulk excitation signal and 

that provided at the exit are phase-locked at the fundamental frequency, which is not 

completely eliminated from the exit control signal. Single-frequency bulk forcing is first 

employed (at af  1% and StD  1.2) to obtain the chaotic flow. The control signal is then 

continuously applied at the nozzle lip with an external gain which is increased until the 

desired flow state is sustained, observed by a downstream centerline probe (as in Figure 

1.1); the flow is seen to lock on to the selected state after a transient.  

For much larger control signal amplitude, we observe a period-11 flow state which 

does not resemble the desired flow state; i.e., an undesired goal state is obtained. As ex-

pected, ceasing control causes the flow to revert back to the (uncontrolled) chaotic dy-

namics, showing that the low-level control perturbations merely direct the dynamics near 

the selected flow state. 

Figure 4.1(a) displays the close match between a velocity time trace from the con-

trolled flow at x/D = 2 and repeated realizations of the desired period-11 flow state (de-

noted by symbols) from a downstream chaotic flow signal. (All signals have been time-

shifted to best align the desired and the controlled states without amplitude re-scaling.) 

Note that, the desired period-11 realization is observed only for one orbital period in the 

chaotic flow, while it is sustained indefinitely (with weak modulations) in the controlled 

flow. The discrepancies between the controlled and desired flow states are discussed later 

in this section.  
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Surprisingly, the nozzle exit signal (near the centerline) and the control perturbation, 

denoted by symbols, also match very closely (see Figure 4.1b). Thus, the amplitude of the 

perturbations to achieve the period-11 dynamics is not much larger than that, available 

via feedback, in the uncontrolled flow; this is because forcing is needed only to preserve 

the period-11 flow state, not to excite it. The low-level control energy provided is also 

seen in the power spectrum of an upstream velocity signal from the controlled flow (see 

solid line in Figure 4.1c).  

The power spectrum of the downstream signal in the controlled flow is shown in 

Figure 4.1(d). In comparison to the velocity spectrum from the chaotic flow (see Figure 

3.2b), the sidebands around the subharmonic frequency are sharper, the modulation fre-

quency, now at 24 Hz, is stronger (30 dB above background), and the broadband quarter-

harmonic is uniformly suppressed by at least an order of magnitude (except for weak 

modulation frequencies at 48 Hz and 72 Hz). The absence of the quarterharmonic fre-

quency component is also evident in the time trace (Figure 4.1a). Moreover, the broad-

band spectral background is uniformly suppressed by at least 10 dB. The broadband ped-

estal below the sidebands around the subharmonic frequency is due partly to slight aperi-

odic modulations in the controlled flow (also evident in Figure 4.1a) and partly to spec-

tral leakage while resolving nearby frequencies of discrete power spectra. Further inter-

pretation of these control results with a dynamical systems perspective is provided in Ap-

pendix A. Similar results (of the control of a period-11 state) were also obtained by using 

the upstream control perturbation estimated by an adaptive filter approximation described 

in Chapter 3. 
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Figure 4.1 (a) The velocity signal from the controlled flow matches that of period-11 

UPO in chaotic flow (denoted by symbols); ‘*’ denotes the fundamental peri-

od; (b) The similarity of the nozzle exit signal in the controlled and uncon-

trolled flow (see symbols) show minimal control needed. 
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Figure 4.1 (c) Power spectra from controlled (solid line) and uncontrolled (dashed line) 

flows; (d) Downstream power spectrum of controlled flow (at x/D=2) show-

ing f/4 suppression. 
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To test the controllability when multiple periodic states of the same period exist, a 

different period-11 realization like that shown in Figure 3.5(c) was chosen for control. 

Using an upstream control perturbation resembling that in Figure 3.7(c), the selected pe-

riod-11 flow state is stabilized. The close match between the controlled flow and the de-

sired period-11 realization in Figure 4.2 demonstrates that the control method can be ef-

fective even in the presence of more than one type of periodic state with the same period. 

The control of period-13 and period-9 flow states is seen in Figures 4.3 and 4.4, 

which show signals from the controlled flow and the corresponding averaged realizations 

from the uncontrolled (chaotic) flow. Absence of the quarterharmonic frequency compo-

nent in Figure 4.3 indicates nearly complete suppression of the second pairing. Due to the 

shorter fundamental instability wavelengths at these large StD (> 1), the second pairing is 

usually unavoidable in the uncontrolled jet. The periodicity of these controlled states is 

maintained for about 4 jet diameters, whereupon the jet transitions to turbulence. On the 

other hand, a different period-13 flow state (with dominant quarterharmonic) could not be 

controlled; the flow was seen to frequently wandered away from the selected state to the 

one shown in Figure 4.3. Potential reasons for this loss of control are discussed in Ap-

pendix A. “Adaptive” control may be needed to resolve such a problem. 

The discrepancies between the controlled flow state and that desired [see signals in 

Figures 4.1(a), 4.2, 4.3 and 4.4, and spread in the spectral peaks (Figure 4.1b)] – indicat-

ing the occasional drift of the dynamics away from the desired periodic flow state – seem 

to result from: (i) the uncertainty in determining the control perturbations, and (ii) ambi-
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ent disturbances (e.g., blower oscillations, wind tunnel acoustics) within the band of fre-

quencies present in the exit control perturbations. Errors in computing appropriate up-

stream perturbations can make it difficult to achieve “perfect” control of a periodic state, 

since small changes in initial conditions for this chaotic flow will cause noticeable differ-

ences farther downstream. These errors can arise from the averaging of realizations in 

upstream signals or as random errors in the adaptive filtering method. Occasional drifts in 

the controlled flow may also arise since the control disturbances at the receptivity point 

(i.e., the nozzle exit) co-exist with ambient disturbances in the same frequency band, but 

with randomly varying phases and perhaps comparable amplitudes.  

The sensitivity of convectively unstable flows to external noise is well known. A 

mere increase in the amplitude of the control signal does not solve the problem, since this 

could force the flow to undesirable dynamics that does not even exist in the uncontrolled 

flow. The uncontrolled chaotic flow has been verified to be nominally axisymmetric for 

at least the first two pairings (see flow visualizations in Chapter 5), but the downstream 

vortex dynamics in the controlled flow is not yet studied. Vortex pairings are known to 

delay/suppress three-dimensionality, hence transition, in free shear flows. Thus, the con-

trolled flows with suppressed second pairing may develop three-dimensionality at rela-

tively farther upstream locations. Such behavior will also cause aperiodic modulations in 

a single-point time series measurement. 
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Figure 4.2 The controlled period-11 signal (from cluster-II in Fig. A.3b) compared with 

repeated realizations of the uncontrolled period-11 UPO (see symbols). 

 

Figure 4.3 The controlled period-13 signal compared with repeated realizations of the 

uncontrolled period-13 UPO (see symbols). 
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Figure 4.4 The controlled period-4 signal compared with repeated realizations of the un-

controlled period-4 UPO (see symbols). 

In summary, the dominant (yet unstable) periodic dynamics in a low dimensional, 

chaotic jet flow are used to control desirable flow states. Successful control was shown 

experimentally by verifying the close match between the controlled flow and that selected 

from the uncontrolled chaotic flow. The use of such an open-loop control approach to 

sustain otherwise unachievable states (e.g., using linear control methods) is evident from 

the pairing suppression demonstrated here for StD > 1, wherein second vortex pairing is 

unavoidable. 

4.3 Feedback-based Control Approach and Results 

The open loop method presented above is sensitive to ambient flow disturbances and 

empirical modeling errors. A feedback or an adaptive control strategy, having real-time 
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input about the flow conditions during control, is expected to be more “robust.” In partic-

ular, the control of flow states with large periods (e.g., greater than period-15) using the 

open-loop method was ineffective in that frequent excursions from the selected flow state 

were noticed. It is expected that control using feedback will prevent such deviations from 

the selected (periodic) goal state; appropriate changes for maintaining the chosen goal 

state can be made to the controller (which provides the perturbations) in real time, by 

sensing the departure of the controlled dynamics away from the desired flow state. How-

ever, as discussed in Chapter 1, feedback control of spatially developing flows is particu-

larly challenging due to time delays in control computations and that between sensing 

and actuation. 

The presence of feedback in the jet implies that measurements anywhere within the 

spatially coupled domain will reflect the “global” dynamics of this flow. It may therefore 

be possible to use a centerline feedback sensor at the jet nozzle exit to sense the con-

trolled flow conditions in real time and feedback changes to the control location (also at 

the nozzle exit). Note that, due to spatial coupling, there exists a nominally unique rela-

tionship between periodic states inferred via the downstream velocity traces and those 

acquired at the nozzle exit plane. The flow response to the changes in the control signal 

will be slightly delayed; however, these delays (e.g., for propagation of acoustic perturba-

tions within the excitation system) will be much smaller than the period of the flow state 

we wish to control. 

The simplest form of (linear) feedback control would be to feed a signal proportional 

to the difference between the controlled flow state and the desired flow state. The control 
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perturbation, to be provided at the nozzle lip, will have the form: ucontrol(t) = *[uUPO(t) - 

u(t)], where ucontrol(t) is provided as excitation at the nozzle lip,  is some adjustable gain, 

uUPO(t) is the upstream footprint of a selected periodic (but unstable) flow state (obtained 

a priori from a downstream velocity signal) and u(t) is the real-time velocity signal from 

a probe placed on the jet centerline in the nozzle exit plane. This is analogous to feeding 

back a “tracking error” (between the controlled flow and the desired flow). Prior analysis 

of the downstream dynamics is essential for goal state identification (in particular, when 

multiple types of periodic flow states are present in the uncontrolled flow).  

In the following, the experimental results from controlling two periodic flow states 

with relatively large periods (viz., period-15, 17) are presented, which the open-loop con-

trol method failed to stabilize. The control experiment was performed as a proof-of-

concept demonstration and the practical significance of controlling these states is not yet 

evident. The method for determining the control perturbations (using direct analysis of 

upstream signals) was described in §3.3. A control signal of the form described above 

(i.e., *[uUPO(t) - u(t)]) was provided at the nozzle lip; u(t) was provided from a probe 

located on the centerline in the nozzle exit plane. 

Figures 4.5(a,b) display the upstream and downstream centerline velocity signals 

from the controlled period-15 flow. The low forcing levels used (Figure 4.5a) and the pe-

riodicity of the controlled flow (Figure 4.5b) are evident. Figures 4.6(a,b) show the up-

stream and downstream velocity signals from the controlled period-17 flow, revealing 

successful control using low-level control perturbations. 



69 

 

After being maintained for large times (more than 100 fundamental periods), these 

controlled flow states deviated from the selected goal state for a short period (typically 

several fundamental periods) before returning to the desired flow state. When the con-

trolled flow matches with the selected periodic flow state, very low levels of forcing are 

present at the exit, i.e., uUPO(t) - u(t)  0, leaving the flow susceptible to background dis-

turbances. Thus, control may become ineffective and the flow tends to revert to the un-

controlled dynamics. However, as soon as this change in the flow response is detected by 

the upstream probe, the “tracking error” increases, becoming large enough to maintain 

the selected flow state. Note that, these episodes of “loss of control” appear only when 

the controlled flow and the selected flow are very closely matched. This exposes a weak-

ness of the simple feedback-based control of a noise-sensitive flow.  

A promising approach is to generate control perturbations using an adaptive filter, 

wherein the control adapts automatically to changing flow conditions in a “noisy” ambi-

ance. The control computations obviously become more cumbersome, but “tracking accu-

racy” is greatly improved. Further discussions of prospective methods for “adaptive con-

trol” are presented in Chapter 6. 

The preliminary results shown above are promising for the development of a “ro-

bust” control method for jet flows. Further comparisons of the controlled flows using 

open-loop control and feedback control including quantitative measurements (of turbu-

lence characteristics) are needed before pursuing the refinements suggested above and in 

Chapter 6. 
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Figure 4.5 (a) Upstream signal from feedback-controlled period-15 flow state, showing a 

dominant fundamental component; (b) Centerline velocity signal ((at x/D=2) 

for feedback-controlled period-15 flow state. 
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Figure 4.6 (a) Upstream signal from feedback-controlled period-17 flow state, showing a 

dominant fundamental component; (b) Centerline velocity signal ((at x/D=2) 

for feedback-controlled period-17 flow state. 
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CHAPTER 5 

JET TURBULENCE CONTROL 

5.1 Turbulence Suppression 

The turbulence characteristics in the near field of the jet are dominated by the CS 

dynamics involving the formation and interactions of ring-like vortical structures. To 

achieve turbulence suppression, we propose to suppress the energy containing CS in the 

jet near field, in particular, the vortex pairings. The primary (Kelvin Helmholtz) instabil-

ity, being forced here to obtain chaotic dynamics, is unavoidable. It is expected that, pair-

ing suppression will result in the formation of relatively weaker (compared to the uncon-

trolled flow) vortices, creating lower turbulence levels and perhaps breaking down earli-

er. 

Since our chaos control strategy targets goal states in phase space, while control ef-

fectiveness is evaluated in physical space, we must associate the UPOs (in the chaotic 

attractor) with desirable flow states. The most obvious choice of UPOs to be controlled 

for pairing suppression are the ones that have minimal (in spectral energy) subharmon-

ic/quarterhamonic frequency content. Since UPOs with minimal subharmonic frequency 

content are not found in the chaotic attractor studied here, we chose a period-2 UPO, 

which is associated with vortex ring formation followed by a single vortex pairing; i.e., 

the second pairing is suppressed. 
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Figure 5.1 (a) Upstream longitudinal velocity signal from controlled period-2 flow state, 

showing low-level forcing levels (excluding the fundamental frequency f) 

used; (b) Centerline velocity signals (at x/D=2) for controlled period-2 flow 

(see symbols) and desired flow state (see solid line).  
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Figure 5 (c) and (d) Smoke visualization snapshots for controlled period-2 jet flow state. 
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The control signal used to stabilize a period-2 UPO is shown in Fig. 5.1a, displaying 

a centerline velocity signal at the nozzle exit plane. The control perturbations were de-

termined by the method described in Sec. 3.2. The low forcing levels for the subharmonic 

frequency component u’f/2/Ue ( 0.2%) are evident. The centerline velocity signal (at x/D 

= 2) from the controlled flow, shown in Fig. 5.1b (see symbols), matches well with the 

desired period-2 UPO (found in the uncontrolled chaotic flow). Smoke flow visualization 

photographs of the jet near field after applying control are shown in Figs. 5.1(c,d). The 

snapshot looks very similar to that shown in Fig. 3.6(b), with a single vortex pairing 

completed near x/D = 2. However, in contrast to the chaotic state, this controlled flow 

state is maintained indefinitely in time. Identifiable vortices in the controlled flow seem 

to be present for x/D < 4, after which the jet breaks down to turbulence. The paired vor-

tex rings (with diffuse cores) also appear to develop some three dimensionality around 

x/D = 3, suggesting earlier (in x) transition compared to the chaotic flow, where the fre-

quent second vortex pairings (on the average) occur. 

Figures 5.2(a-e) display the centerline velocity time traces recorded at various 

streamwise locations (viz., x/D = 1, 2, 3, 4, 5) from the jet nozzle exit. The periodic na-

ture of the controlled flow (with dominant fundamental and subharmonic periods) is evi-

dent in these signals up to x/D  4. The lack of discernible periodic features in velocity 

signals recorded for x/D  4, suggests the breakdown of the jet to turbulence in the range 

3 < x/D < 5. The spatial extent of control in this flow is better quantified via coherence 

measurements, which was shown by us to be a reliable measure of spatial coupling in 



76 

 

spatiotemporal DS (Broze et al. 1997); see Appendix B for coherence computation de-

tails. High coherence ( 0.8) indicates strong spatial coupling, while low coherence is 

indicative of spatiotemporal behavior arising from phase incoherence; such incoherence 

can appear due to three-dimensional (or turbulent) CS dynamics. High coherence for the 

subharmonic f/2 frequency component is indicative of strong spatial coupling in the flow 

up to x/D  3 (see Fig. 6.3); for x/D > 3, the rapid drop in coherence, indicating spatio-

temporal dynamics, appears to be due to the breakdown of the jet to turbulence (con-

sistent with the above results). As expected, coherence for the fundamental frequency f 

remains high for similar streamwise distances, but is not shown because it was periodical-

ly forced prior to the application of control. 
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Figure 5.2 Centerline longitudinal velocity signals for controlled period-2 flow state at 

x/D = 1 (a), 2 (b), 3 (c), 4 (d), 5 (e). 
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We evaluate the degree of turbulence suppression by comparing the following near-

field turbulence characteristics in the controlled flow and the unforced flow: the spatial 

evolution of the (linear and nonlinear) instabilities, the longitudinal turbulence intensity 

levels and the mean jet spread. Since the CS dynamics being controlled are nominally 

axisymmetric, we expect the measurements of the longitudinal turbulence intensity levels 

to be representative of the near-field turbulence characteristics. Note that, comparisons 

are made with the unforced flow where no external forcing (even of the primary instabil-

ity) is employed. The single hot-wire probe used for the following measurements was 

aligned with the flow direction and could be traversed along (in x) and across (in y) the 

jet in steps of 1/1000in. See Appendix A for further details. 

Figure 5.4 displays the streamwise evolution (on the centerline) of the spectral am-

plitudes of the fundamental u’f/Ue and subharmonic u’f/2/Ue frequency components in the 

controlled period-2 flow (see open symbols). The exponential growth and saturation of 

the subharmonic f/2, resulting in a complete first pairing by x/D  2, is preceded by vor-

tex formation (as a result of the saturation of the fundamental f). The quarterhamonic 

amplitude u’f/4/Ue (see open symbols), although displaying linear instability type growth, 

remains suppressed (below u’f/Ue and u’f/2/Ue) up to x/D  5, i.e., does not reveal (non-

linear) subharmonic resonance (Husain & Hussain 1995). Beyond x/D  5, the potential 

core of the jet collapses and the vortices begin to break down, transitioning to turbulence. 

We expect that this suppression of the second subharmonic resonance (resulting in a se-

cond pairing), which is unavoidable in the uncontrolled chaotic flow, will produce turbu-

lence suppression. 
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Figure 5.3 Spatial evolution of coherence 
2
(f) for dynamically significant frequency 

components for controlled period-2, period-4 flow states. 
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Figure 5.4 Spatial evolution of spectral amplitudes corresponding to instability modes in 

controlled period-2 (open symbols) and period-4 (solid symbols) flows. 
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Figure 5.5 Streamwise evolution of longitudinal turbulence intensity levels on jet center-

line for unforced and controlled flows. 

Figure 5.5 displays the longitudinal turbulence intensity levels u’(x)/Ue for the un-

forced jet (see circular symbols) and controlled period-2 flow state (see square symbols) 

on the jet centerline, where Ue is centerline the jet velocity at the nozzle exit plane. The 

initial increase in u’(x)/Ue for the controlled flow is expected due to the periodic vortex 

formation (by x/D  0.5) and periodic first pairing (by x/D  2), as opposed to the un-

forced jet where these events occur aperiodically in x and time. The extent of suppression 

( 70%) is evident in the u’(x)/Ue levels for x/D  2 and persists up to x/D  9, wherein 

weaker (in circulation) vortices breakdown to lower turbulence levels. 

To further evaluate the spatial extent of turbulence suppression, we also present pro-
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files of turbulence intensities u’(x, y)/Ue in the unforced and controlled jet flows. Meas-

urements of u’(y)/Ue are reported for streamwise locations x/D  1, where suppression 

effects (due to pairing events) are more evident. Figures 5.6(a-f) display u’(y)/Ue for the 

controlled period-2 flow (see solid lines and symbols) and the unforced jet (see dotted 

lines and symbols) for 1  x/D  7. Significant suppression is evident in the profiles rec-

orded for 1.5  x/D  5. The tails for the controlled flow are larger than for the unforced 

flow; this appears to be due to the diffuse vortex ring cores and early (in x) transition not-

ed in the flow visualizations. The peaks and valleys appearing in the controlled flow are 

expected due to the periodically occurring vortex rollups and pairings; in contrast, the 

aperiodic nature of the uncontrolled flow results in “smoother” profiles. This integrated 

suppression effect across the jet is evident in Fig. 5.7, which displays the reduction in 

u’t(x) (the integrated u’(y) for each x-location) for the controlled period-2 flow (see solid 

square symbols); the integration procedure is explained in Appendix A. Suppression in 

excess of 38% (compared to the unforced jet) is seen in the range 2.5  x/D  4 and per-

sists well beyond the end of the potential core (which appears to end near x/D  4). 

Since weaker structures are less effective in engulfment of surrounding ambient fluid 

into the jet core, we expect that the controlled jet (involving pairing suppression) would 

(on the average) spread less compared to the unforced jet. We use the jet half width yb/D 

(such that U(yb) = Ucenterline/2) as an indicator of the extent of mean jet spread (see Fig. 

5.8). The initial increase in jet spread for the controlled flow (see solid line and square 

symbols), compared to the unforced flow, is a result of the periodic vortex ring for-

mations and their first pairing. However, the jet spread rate decrease for x/D  3 results in 
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a 10% lower jet spread for x/D  5, where stronger vortices in the uncontrolled flow sur-

vive and enable larger spread. Our tentative explanation for the observed turbulence sup-

pression is discussed below. 

The centerline velocity power spectrum in an unforced jet at a streamwise location 

close to the end of the potential core (say, x/D  4) reveals a broadband surrounding fre-

quencies for which the average StD  0.4; this broadband is evident in the power spec-

trum recorded at x/D  2 in Fig. 3.1. This is representative of the average structure pas-

sage frequency in the jet, viz., the preferred mode frequency (Hussain & Zaman 1981). 

The instability wavelengths corresponding to this frequency can be estimated in terms of 

the StD as:  ~ 1/StD, assuming a structure advection velocity proportional to the center-

line jet velocity. Since the strength of the vortices formed (i.e., their circulation) is direct-

ly proportional to the instability wavelength associated with their formation, low StD re-

flects relatively stronger structures.  

The suppression of the quarterharmonic frequency component (StD  0.28) implies 

that the lowest dynamically significant frequency in the controlled jet (viz., the subhar-

monic frequency) is StD  0.56. Thus, prior to the breakdown to turbulence, vortices 

formed in the controlled jet will be weaker than that in the unforced flow. This may ex-

plain the significantly lower turbulence intensity levels observed in the controlled period-

2 flow, the persistence of the suppression in x and the decreased mean jet spread. In con-

clusion, using a new chaos control strategy, we have achieved effective turbulence level 

suppression in the jet, while utilizing intrinsic flow states and only low forcing levels. 
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Figure 5.6 Profiles of longitudinal turbulence intensities for controlled period-2 (see solid 

line) and uncontrolled (see dotted line) flows at x/D = 1 (a), 2 (b), 3 (c), 4 (d), 

5 (e), 7 (f). 
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Figure 5.7 Streamwise variation of integrated turbulence suppression and enhancement. 
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Figure 5.8 Streamwise evolution of jet half width for controlled and uncontrolled flows. 
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5.2 Turbulence Enhancement 

To achieve turbulence enhancement, the formation of energy containing CS in the jet 

should be enhanced. Multiple vortex pairings will result in the formation of stronger 

(compared to the uncontrolled flow) vortices, creating larger turbulence levels and en-

hancing mass entrainment in the jet, and surviving farther in x. The most obvious choice 

of UPOs to be controlled for pairing enhancement are the ones that contain large spectral 

energy in the subharmonic/quarterhamonic frequencies. We chose a period-4 UPO, which 

is associated with vortex ring formation followed two vortex pairings. 

The nozzle exit plane control signal used to stabilize a period-4 UPO is shown in 

Fig. 5.9a. The subharmonic and quarterharmonic ferquency forcing levels, u’f/2/Ue ( 

0.2%) and u’f/4/Ue ( 0.05%), are quite low; see Fig. 5.4 for spectral amplitudes close to 

the exit in the controlled flow. The centerline velocity signal (at x/D = 2) from the con-

trolled flow, shown in Fig. 5.9b (see symbols), matches well with the desired period-4 

UPO (found in the uncontrolled chaotic flow). Smoke flow visualizations of the jet near 

field after applying control are shown in Figs. 5.9(c,d). The snapshots look very similar to 

that shown in Fig. 3.6(a), with the first vortex pairing completed near x/D  2 and the se-

cond pairing completed by x/D  3. In contrast to the chaotic state, this controlled flow 

state is maintained indefinitely in time. Nominally axisymmetric vortices in the con-

trolled flow seem to be maintained for x/D < 6, after which the jet breaks down to turbu-

lence. The development of three dimensionality is clearly delayed (in x) compared to the 

period-2 flow state studied earlier. 
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Figure 5.9 (a) Upstream velocity signal from controlled period-4 flow state, with low-

level forcing at additional frequencies (other than the fundamental frequency); 

(b) Centerline velocity signals from controlled period-4 (see symbols) and un-

controlled flows. 
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Figure 5. (c) and (d) Smoke visualization snapshots for controlled period-4 flow state. 
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Figure 5.10 Centerline velocity signals for controlled period-4 flow state at x/D = 1 (a), 2 

(b), 3 (c), 4 (d). 
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Figure 5.10 Centerline velocity signals for controlled period-4 flow state at x/D = 5 (e), 7 

(f). 
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Figure 5.11 Profiles of longitudinal turbulence intensities for controlled period-4 (see sol-

id line) and uncontrolled (see dotted liens) flow states at x/D = 1 (a), 2 (b), 3 

(c), 4 (d), 5 (e), 6 (f). 
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Figures 5.10(a-f) display the centerline velocity time traces recorded at various 

streamwise locations (viz., x/D = 1, 2, 3, 4, 5, 7) from the jet nozzle exit. The periodic 

nature of the controlled flow (with dominant fundamental, subharmonic and quarterhar-

monic periods) is evident in these signals up to x/D  5. The lack of discernible periodic 

features in velocity signals recorded for x/D  6, suggests the breakdown of the jet to tur-

bulence in the range 5 < x/D < 7. The spatial extent of control in this flow is quantified 

via coherence measurements. High coherence for the subharmonic f/2 and the quarter-

harmonic f/4 frequency components is indicative of strong spatial coupling in the flow up 

to x/D  6 (see Fig. 5.3); for x/D > 6, the rapid drop in coherence, indicating spatiotem-

poral dynamics, appears to be due to the breakdown of the jet to turbulence (as speculated 

for the period-2 flow state). 

We evaluate the degree of turbulence enhancement, similar to that for turbulence 

suppression, by comparing the near field turbulence characteristics in the controlled flow 

and the unforced flow. Again, since the CS dynamics being controlled are nominally ax-

isymmetric, we expect the measurements of the longitudinal turbulence intensity levels to 

be representative of the near-field turbulence characteristics. 

Figure 5.4 displays the streamwise evolution (on the centerline) of the spectral am-

plitudes of the fundamental u’f/Ue, subharmonic u’f/2/Ue and quarterhamornic u’f/4/Ue fre-

quency components in the controlled period-4 flow (see solid symbols). After saturation 

of the fundamental f (resulting in vortex roll up), the nonlinear instability and saturation 

of the subharmonic f/2 results in a complete first pairing by x/D  2. This is followed by 
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the nonlinear instability of the quarterharmonic f/4 due to a second subharmonic reso-

nance (with f/2), resulting in a second vortex pairing near x/D  3. The enhancement of 

the quarterhamonic amplitude u’f/4/Ue (see solid symbols), compared to that for the peri-

od-2 flow, is evident. We expect this second subharmonic resonance to produce turbu-

lence enhancement in the jet. 

Figure 5.5 displays the longitudinal turbulence intensity levels u’(x)/Ue for the un-

forced jet (see circular symbols) and controlled period-4 flow state (see solid triangular 

symbols) on the jet centerline. The increase in u’(x)/Ue for the controlled flow, due to the 

periodic vortex formation (by x/D  0.5), periodic first pairing (by x/D  2) and periodic 

second pairing (by x/D  3.5), is evident from the nozzle exit plane. The significant en-

hancement ( 170%) is evident in the u’(x)/Ue levels for x/D  5, beyond which the vor-

tices seem to breakdown to fine-scale turbulence. 

To further evaluate the spatial extent of turbulence enhancement, we also present 

profiles of turbulence intensities u’(x, y)/Ue in the unforced and controlled jet flows. Fig-

ures 5.11(a-f) display u’(y)/Ue for the controlled period-4 flow (see solid lines and sym-

bols) and the unforced jet (see dotted lines and symbols) for 1  x/D  6. Significant in-

creases are evident in the profiles recorded for 1  x/D  5; unlike the period-2 flow, the 

tails extend to cross-stream locations similar to that for the unforced flow due to the vor-

tices still undergoing interactions and perhaps, transitioning farther in x (e.g., see Fig. 

5.11f). The peaks and valleys appearing in the profiles are expected due to the periodical-

ly occurring vortex rollups and pairings, as in the period-2 flow case. The integrated en-
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hancement effect across the jet is evident in Fig. 5.7 (see solid triangular symbols), dis-

playing the increase in u’t(x) for the controlled period-4 flow. Two-fold enhancement 

(compared to the unforced jet) is seen in the range 2.5  x/D  4, where a second vortex 

pairing occurs periodically; the initial enhancement (for 1  x/D  1.5) is also attributed 

to the dominant fundamental frequency component which is being periodically forced. 

The turbulence enhancement effect disappears beyond the end of the potential core, 

which appears to end near x/D  5. 

Since stronger (in circulation) CS are more effective in engulfing surrounding ambi-

ent fluid into the jet core, we expect that the controlled jet (involving two vortex pairings) 

would spread more compared to the unforced jet. The initial increase (for x/D  2) in jet 

spread (indicated by the yb/D evolution in Fig. 5.8) for the controlled flow (see solid line 

and triangular symbols), compared to the unforced flow, is a result of the periodic vortex 

ring formations and a single pairing. The jet spread rate increase for x/D  3, caused by 

the periodic second pairing (whose circulation is nearly four times that of the primary 

structure), results in a 20-30% higher jet spread for x/D  10. The observed turbulence 

enhancement is further discussed below. 

In contrast to the controlled period-2 flow state discussed earlier, the largest struc-

tures in the controlled period-4 flow (resulting from two vortex pairings) are found to 

have StD  0.28. Since the instability wavelength corresponding to these structures are 

larger than that expected for an unforced flow, we expect the CS in the controlled flow 

(near x/D  4) to be stronger than the CS in the unforced jet. Such stronger, periodically 
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occurring structures are responsible for the increased turbulence intensity levels observed 

in the near field and the increased mean jet spread. Farther downstream (x/D > 6), the 

turbulence intensity levels in the controlled flow fall off to the levels observed in the un-

forced flow. 

In summary, we have demonstrated significant turbulence enhancement using chaos 

control by stabilizing an intrinsic periodic flow state appearing within a chaotic attractor 

in the jet. Similar to the control of the period-2 flow state, low forcing levels were re-

quired. 
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CHAPTER 6 

CONCLUDING REMARKS 

A novel method for active control of an axisymmetric jet (an open flow) has been 

demonstrated. The essence of the control technique is to stabilize a desirable periodic 

flow state, among infinity of periodic states embedded within the chaotic dynamics of the 

transitional jet. Specifically, the jet dynamics in the transitional region involving se-

quences of axisymmetric vortex roll up and vortex pairings are controlled to be nearly 

periodic using small-amplitude control perturbations provided at the nozzle lip. The con-

trol method was also successfully demonstrated in a transitional planar mixing layer (a 

prototypical open shear flow), where quasi-two dimensional (alternatively, rectilinear) 

vortex dynamics of vortex formation and their interactions or pairings were controlled 

(described in Appendix B). The control method termed chaos control is based on the 

nonlinear dynamical systems approach. Success of this chaos control approach hinges on 

the crucial finding that the dynamics of vortices in the near field of the jet and mixing 

layer flows are low dimensional (shown to be the case by previous studies of Broze & 

Hussain 1994 and Narayanan & Hussain 1996). The overall message of this study: (open) 

flow control is best achieved, i.e. in the most energy efficient manner (from control input 

energy use standpoint), by utilizing the underlying (low-dimensional) natural dynamics. 

The key contributions of this study are described below in two areas: (i) control of 

coherent structure dynamics in the near field of an axisymmetric jet, and (ii) nonlinear 

dynamical systems theory based approach for controlling free shear flows. The findings 
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and conclusions from the former are described first. The three main results under the first 

category are: (a) the finding and characterization of low-dimensional, unstable periodic, 

vortex dynamics in the transitional jet region; (b) a new control method to control the jet 

vortex dynamics and its experimental demonstration; and (c) demonstration of turbulence 

reduction and enhancement in the jet flow field using the novel control method. 

6.1 Periodic States and their Vortex Dynamics in the Jet  

Periodic states in jets and other free shear flows are typically recognized as ordered 

flow states, and commonly realized using periodic excitation of instabilities at pre-

determined control amplitudes and phases for one or more forcing frequencies. However, 

in the present study a different class of periodic states is found, which represent flow 

states that repeat themselves in a disordered fashion and not time periodically. Such flow 

states are termed unstable periodic states and were the focus of the present study. Such 

flow states appear under limited or no flow excitation and are best described as a low-

dimensional but chaotic dynamical system. 

The vortex dynamics observed in the jet via single-point longitudinal velocity com-

ponent measurements were determined to be organized and low dimensional in that near-

ly periodic sequences of vortex ring formation and their pairings were prevalent in seem-

ingly disordered (viz. chaotic) flow dynamics. It has been established that these periodic 

flow states are intrinsic to the chaotic jet dynamics, and that the vortex dynamics are self-

excited by feedback from vortex parings occurring downstream in the jet flow field. The 

unstable periodic dynamics underlying the vortex ring evolution and interactions present 

a wide range of controllable flow states. Each flow state comprises a spatially distributed 



98 

 

set of vortical structures at various stages of their evolution and their interactions; this can 

alternatively be thought of as a snapshot of the transitional jet flow field (extending from 

the nozzle exit plane to the jet potential core end). Such flow states include vortex ring 

roll up and their advection until the end of the jet potential core, whereupon the structures 

breakdown to fine-scale turbulence. 

Other flow states involve a sequence of a vortex roll up followed by a single pairing 

of the vortex rings, which then advect and breakdown past the end of the jet potential 

core. Vortex ring formation, followed by a single vortex paring, followed by a (second) 

pairing of the paired vortices, is yet another type of flow state found to be embedded 

among the chaotic dynamics observed in the jet. To emphasize, given the chaotic nature 

of the dynamics, none of these states are repeated periodically. In summary, given suffi-

cient observation time, there exists infinity of other number and sequences of vortex ring 

formation and their pairings in the jet. Some of these flow states have been observed as a 

result of periodic forcing but at higher levels of control input amplitudes (e.g., see Zaman 

& Hussain 1980, Paschereit et al. 1995).  

The chaotic dynamics in the jet are unique in that such (periodic) flow states are all 

found naturally in the transitional jet, but are all unstable. Thus, no one flow state is sus-

tained periodically and the flow itself meanders between a multitude of states (observable 

temporally and spatially) and large-scale vortex dynamics. However, it was found that 

some of these periodic states are statistically more dominant than others in the context of 

their dynamical systems characteristics (see Appendix A). Control was therefore targeted 

at these naturally prevalent (but unstable) flow states.  
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It should be noted that specific empirical representations for the unstable periodic 

states obtained for the jet flow here are dependent on the experimental configuration 

used, namely flow characteristic time and length scales and the ambient environment 

characteristics (defined by the facility settling chamber resonances and disturbances). 

Underlying each periodic state (or orbit) is a footprint comprising amplitudes of individu-

al frequency components and relative phase differences among them. The details associ-

ated with the sizes and shapes of such orbits in phase space are uniquely related to the 

integral characteristics of the flow and the dominant large-scale flow structure dynamics. 

Thus, the targeted periodic states for control will have to be determined for each configu-

ration prior to implementing the control strategy. However, given the presence of a chaot-

ic attractor, the existence of periodic orbits is always guaranteed (since it is a dynamical 

invariant of the system), and a systematic and automated procedure (as proposed here) 

can be used to extract unstable periodic orbits of interest. Once the periodic orbits are ex-

tracted, physical arguments (such as done for the transitional jet vortex dynamics) are 

needed to select periodic states to be controlled. 

Single-point measurements were used to infer the large-scale structure dynamics of 

vortex rings and their interactions in the transitional jet region, prior to jet breakdown (as 

in Broze & Hussain 1994). Following the identification of periodic, but unstable, flow 

states, their spatial evolution was characterized using two-point velocity measurements. 

In particular, a model of the streamwise evolution of each periodic flow state was ob-

tained from measured velocity traces in the jet flow field. Two different approaches to 

model the spatial evolution of the chaotic vortex dynamics in the transitional jet region 
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were developed: direct analysis (invoking intrinsic hydrodynamic feedback from vortex 

pairings) and adaptive filtering (applicable also to flow situations where no spatial cou-

pling mechanism is evident). Whereas, infinity of such flow states exist in the flow, a 

“generalized” empirical representation (but specific to the chaotic state of the jet flow) 

was developed, which was used for control. The existence of spatial coupling in the jet 

domain was essential for the description of the complex jet dynamics using at most two 

simultaneous, spatially separated measurements. As the spatial coupling degrades, the 

expectation is that multiple measurement stations are going to be needed. 

6.2 Novel Jet Control Method 

The basic principle of conventional free shear flow control approaches is to use sin-

gle/multiple frequencies to excite the relevant instability modes (e.g., Paschereit et al. 

1995, Husain & Hussain 1995). Since these brute-force methods do not fully utilize the 

low-dimensional dynamics underlying the flow, appropriate forcing forms (or control 

laws) can be determined only by trial and experimentation; high levels of forcing may be 

necessary, depending on initial conditions and flow parameters. The new nonlinear con-

trol method presented here utilizes the low-dimensional dynamical features underlying 

the flow, namely the unstable periodic states. Consequently, small amounts of external 

control to accentuate the intrinsic dynamics suffice to achieve desirable flow response. 

Indeed, the control method has been demonstrated to require smaller levels of control en-

ergy input compared to prior methods. The control perturbations for selected flow states 

are specified and known a priori by analyzing the low-dimensional dynamics from the 

flow, not requiring exploration and a posteriori tuning by experimentation. Specifically, 
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the enhancement as well as suppression of vortex pairings demonstrated here are for a 

fixed single frequency forcing amplitude. Only “small” additional forcing at a few fre-

quency components (at a fraction of the forcing amplitude of the primary instability) was 

used for control. Note that, using single frequency excitation, fundamental forcing levels 

to obtain chaotic dynamics are 5-10 times lower than that for obtaining periodic flow 

states; for instance, see results from Zaman & Hussain (1980) and Broze & Hussain 

(1994) for jet excitation, and Ho & Huerre (1984) and Narayanan & Hussain (1996) for 

mixing layers forcing. Measurements of the velocity traces on the jet centerline in the un-

controlled (chaotic) and controlled (periodic) jet flow, within the jet potential core, were 

first made to ascertain the effectiveness of control in stabilizing periodic sequences of 

vortex formation and pairings specified a priori. The controlled flow closely tracks the 

desired periodic flow state, with minimal deviations. 

The jet control method is simple in that it is open loop, avoiding cumbersome and 

not always practically realizable feedback control, and uses empirical modeling. While 

empirical modeling is needed for the flow prior to control, there is no need for elaborate, 

often intractable, analytical modeling of the flow field. The inherent convective instabili-

ties in jet enable control of spatiotemporal dynamics for substantial spatial extents using 

temporal control at a single spatial location - the point of receptivity, namely the jet noz-

zle lip. This contrasts with conventional (distributed) control of spatiotemporal flows re-

quiring sensing and actuation at several locations (e.g., see Keefe 1993, Choi et al. 1994, 

Bewley et al. 2001), which is difficult (maybe infeasible) to implement. Since the flow 

region where control is desired is spatially separated from the actuation location, model-
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ing of the spatial development of the jet was necessary (as described above). 

The effects of small changes in upstream jet nozzle exit conditions on the drifting of 

downstream dynamics and controllability when multiple periodic states exist are issues 

needing further investigation; trapping of the controlled flow in an undesirable flow state 

may be the cause for such drifts. To resolve these and provide a “robust” control scheme, 

an adaptive approach (i.e. requiring real-time feedback) may be unavoidable. A simple 

feedback-based control method was also presented and demonstrated in the jet to control 

flow states for which the open loop control method failed. Potential modifications to this 

control method are proposed as future research directions in §8.2. 

Nonlinear control in other open shear flows. In the following, we discuss the outlook for 

using the newly developed control method in other open shear flows such as wakes and 

boundary layers. Evidence for the existence of such low-dimensional dynamics in wakes 

(Van Atta & Gharib 1987) and (transitional and turbulent) boundary layers (Aubry et al. 

1988, Healey 1993) is promising, since the use of the control method developed here 

hinges on the presence of low-dimensional dynamics in the flow. Thus, a desirable flow 

response can be achieved by stabilizing or controlling a periodic state (albeit unstable) 

underlying the natural dynamics. For instance, via simulations, Coller et al. (1994) have 

demonstrated feedback control of an unstable fixed point in a “reduced model” of bound-

ary layer turbulence, believed to be associated with near-wall longitudinal vortices. For 

boundary layers, due to the spatiotemporal nature of the flow and the lack of a single and 

well-defined point of receptivity (as for free shear flows), actuation at several spatial lo-

cations may be necessary to ensure control. The spatial extent of correlation in the flow, 
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which can be quantified using coherence measurements (Broze et al. 1997), will dictate 

the sensor placement for reconstructing the dynamics and hence the actuator locations. 

The reconstruction of the CS dynamics from multi-point measurements is a subject for 

further studies; e.g., see Narayanan et al. (1997) for application to the transitional jet. 

6.3 Jet Turbulence Manipulation Using Control 

Using the new control method, two contrasting forms of turbulence control were 

demonstrated in the jet: (a) turbulence enhancement, and (b) turbulence suppression, both 

with significant technological implications. Prior flow control methods to achieve these 

required elaborate testing of jet exit plane control signals with varying amplitude ratios 

and phase differences among frequency components associated with the near-field insta-

bilities, as well as significant changes to the flow parameters (Paschereit et al. 1995, Hu-

sain & Hussain 1995, Zaman & Hussain 1981).  

The present control approach aims to maintain the flow in the vicinity of a periodic 

state, comprising a sequence of vortex ring interactions, intrinsic to the jet dynamics in 

the transitional region. A wide array of flow states can be controlled for fixed flow pa-

rameters and low levels of control perturbations. For instance, stable pairing and stable 

double pairing were both obtained at a fixed parameter space location for the jet; conven-

tional methods to achieve these states would require significant changes to the parameters 

such as a fundamental forcing frequency and its amplitude (e.g., see Broze & Hussain 

1994). Near-field turbulence enhancement is achieved by increasing the number of vortex 

pairings and rendering them periodic. On the other hand, turbulence suppression is 
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achieved by suppressing or minimizing the pairings, resulting in weaker structures that 

breakdown to turbulence sooner. 

For turbulence enhancement a period-4 flow state discovered in the chaotic dynam-

ical system was stabilized via control. Control of this flow state resulted in the periodic 

formation of vortex rings, followed by two successive periodic pairings of these vortices; 

this state was also referred to as stable double pairing by Broze & Hussain (1994) and 

excited using periodic forcing in prior studies such as those by Zaman & Hussain (1980). 

Here, the periodic state is shown to be controllable with minor modifications to the flow 

parameters for an inherently chaotic flow state. Significant increase in the longitudinal 

turbulence intensity was evidenced across the jet for several jet diameters. Integrated 

rms-velocity profiles revealed nearly two-fold turbulence intensity enhancement (com-

pared to an unforced jet flow), accompanied by increased jet spread of more than 20% 

compared to the unforced flow; this is expected to result in significantly increased mass 

entrainment. The near-field entrainment/mixing characteristics in the jet can be further 

enhanced by controlling non-axisymmetric coherent structure (CS) dynamics, a subject of 

further studies discussed later in Chapter 8. The description of three-dimensional vortex 

dynamics (involving tilted vortex rings and their interactions) as a low-dimensional (spa-

tiotemporal) dynamical system (DS) is also a subject of ongoing research. 

The control of a period-2 flow state resulted in turbulence suppression of about 38% 

in integrated rms-velocity profiles for several jet diameters, well beyond the end of the 

potential core. Note that, the comparisons are relative to the unforced jet flow characteris-

tics, not the flow excited by a single frequency to establish the chaotic dynamics of the 
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jet. The controlled flow state is one in which the second vortex pairing of the jet is nearly 

completely suppressed or substantially delayed. Thus, vortices interact and pair with each 

other only once prior to breakdown at the end of the jet potential core. This concomitant 

turbulence intensity suppression has significant implications for the reduction of aerody-

namic noise, since experimental evidence suggests far-field jet noise amplifica-

tion/reduction due to excitation/mitigation of near-field organized motion and turbulence 

amplification/suppression (Hussain & Hasan 1985). In particular, since the large-scale 

structures prior to the collapse of jet potential core are known to be a significant contribu-

tor to the sound generation in aft angles (Narayanan et al. 2002, Reba et al. 2010), turbu-

lence suppression as a result of delaying the formation of large-scale structures is ex-

pected to be beneficial for noise reduction. Note also that external forcing has been used 

to suppress turbulence levels below that in an unforced flow, a counter-intuitive result. 

The key findings and conclusions from use of the nonlinear dynamical systems theo-

ry based approach to control free shear flows is described next. Only the salient findings 

are pointed out, leaving details of the findings to be described in Appendices A, B and C. 

The three main results under this category are: (a) a new spatial coupling measure – total 

coherence – for (inhomogeneous) spatiotemporal DS; (b) a novel approach – phase space 

eduction – to reconstruct the organized jet flow structure dynamics; and (c) a chaos con-

trol strategy for open flows and its experimental demonstration in two open shear flows: 

a circular jet and a plane mixing layer. 

6.4 New Spatial Coupling Measure for Spatiotemporal Dynamical Systems (DS) 

To justify the use of single-/two-point measurements for analyzing and modeling the 
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(temporal) chaotic dynamics in the jet and the plane mixing layer (see Appendix B), spa-

tial coupling in the flows must be verified. Correlation-based measures (e.g., correlation 

length), used to measure coupling in various spatiotemporal DS, are inadequate (even 

misleading) in inhomogeneous (multimode) systems. Total coherence 2

T
(f) was analyti-

cally formulated and proposed as an accurate identifier of coupling in spatiotemporal DS, 

particularly inhomogeneous ones; this is believed to be applicable to spatiotemporal dy-

namical systems more broadly. Coherence is applicable to homogeneous systems as well; 

when dynamics are dominated by a single frequency, coherence and correlation results 

are identical. With multiple modes, coherence can be used to identify frequencies and 

interactions responsible for coupling decay. Since coherence can be interpreted as the 

predictable energy fraction, this appeared to be the first method for measuring predicta-

bility in multimode spatiotemporal systems. Consequently, this result is an important step 

in addressing the problem of modeling and controlling technologically relevant spatio-

temporal (open) flows. Total coherence measurements in the jet (for chaotic flow states) 

indicate large spatially coupled regions (extending up to 4 jet diameters), implying high 

predictability of dynamics (using single-point measurements) in these flow regions. 

6.5 Reconstructing Jet CS Dynamics from Phase Space Dynamics 

A new approach, although qualitative, has been developed to describe the large-scale 

CS dynamics in the circular jet, termed phase space eduction. This is similar to physical 

space coherent structure eduction (e.g., see Hussain 1983) in that the procedure is aimed 

at describing the organized aspects of complex flow fields, but is differentiated in that the 
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procedure does not require commonly used subjective features such as templates and 

thresholds for feature extraction.  

While traditional CS eduction methods have been applied to a variety of distribu-

tions such as velocity, vorticity and Reynolds stress fields, the phase space eduction ap-

proach developed here has been attempted with a single component of the velocity field 

only.  The CS dynamics are characterized using empirical averages of “nearly periodic” 

trajectories of the chaotic attractor (viz., the unstable periodic orbits (UPOs)) in narrow 

phase-space windows. Such averaging is enabled by the finding of a few distinct “trajec-

tory bundles” surrounding the (statistically) dominant periodic orbits in the chaotic attrac-

tor, suggesting frequent occurrence of certain sequences of CS dynamics. Each UPO re-

veals a specific spatiotemporal sequence of vortex ring formation and interactions, whose 

spatial extent depends on the UPO period; the presence of spatial coupling enables the 

reconstruction of a spatial sequence from a temporal attractor. The averaging of phase-

space trajectories is simplistic in that only large-scale events (viz., vortex roll up, initia-

tion/completion of vortex pairings) are detected and the details of its spatial structure 

(e.g., vorticity distributions) are not explored. However, it provides sufficient detail to 

identify desirable goal states for controlling the vortex dynamics, e.g., the choice of peri-

od-2 and period-4 UPOs for turbulence suppression and enhancement respectively.  

Since UPOs are topological invariants of chaotic attractors, i.e., are generic attractor 

features, such a simple approach to describe other CS-dominated shear flows such as, co-

axial jets, mixing layers, bluff body wakes and boundary layers, is also possible. In fact, 
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trajectory averaging in phase space to extract CS signatures in a “high dimensional” tur-

bulent channel flow has been attempted (Keefe 1987), but the placement and size of 

phase-space windows for averaging was arbitrary. The UPO bundles analyzed herein 

provide an unambiguous feature of the attractor for “structure identification”. Identifica-

tion of low-dimensional attractors is essential for such “eduction”. 

6.6 Chaos Control of Open Flows 

A chaos control scheme for a spatially developing flow was developed and demon-

strated experimentally in two open flows, viz., a jet and a mixing layer; the latter applica-

tion is described in greater detail in Appendix B. Since prior chaos control methods were 

applied only to simple temporal DS and spatially homogeneous DS, the present approach 

constitutes a significant contribution for the nonlinear control of spatially extended DS. 

The jet control method is a simple open loop one, avoiding cumbersome feedback, and 

requires empirical modeling. This is unlike conventional open loop chaos control tech-

niques that require elaborate analytical modeling.  

The inherent convective instabilities in open flows enable control of spatiotemporal 

dynamics for substantial spatial extents using control at a single location (the point of re-

ceptivity). This contrasts with conventional (distributed) control of spatiotemporal DS 

(Keefe 1993) requiring sensing and actuation at several locations, which is difficult to 

implement. Since the flow region to be controlled is spatially separated from the actua-

tion location the spatial development of the flow needs to be modeled (described earlier). 

The prospect of using chaos control in other open shear flows such as wakes and bounda-
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ry layers was discussed earlier. The finding of low-dimensional chaotic attractors in 

wakes (Van Atta & Gharib 1987) and boundary layers (Aubry et al. 1988, Healey 1993) 

is promising. Accordingly, in the dynamical systems context, a desirable flow response 

can be obtained by tracking an unstable periodic orbit underlying the chaotic attractor 

embedded in a low-dimensional phase space. 
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CHAPTER 7 

RETROSPECTIVE ON DEVELOPMENTS IN CHAOS CONTROL 

AND FLOW CONTROL 

The research reported here was conducted during the period of 1994-2000 when sev-

eral other applications of chaos control and a variety of nonlinear control techniques for 

hydrodynamic systems were being pursued and matured. The objective of this chapter is 

to review some of those concurrent as well as more recent developments in the fields of 

chaos control, its alternatives, and open flow control. First a summary of advancements in 

controlling nonlinear spatiotemporal systems using dynamical systems methods is pro-

vided. Following this, recent developments in hydrodynamic flow control are reviewed. 

7.1 Dynamical Systems Methods for Control 

During the last decade or more, control of complex irregular dynamics has evolved 

as one of the central issues in applied nonlinear science (Schöll & Schuster 2008). The 

notion of chaos control has been extended to a much wider class of problems involving 

stabilization of unstable periodic or stationary states in nonlinear dynamic systems. More 

recently major progress has been made with respect to: 

 extending chaos control methods to spatiotemporal patterns 

 extending control methods for deterministic dynamical systems to stochastic and 

noisy systems 

 development of novel control schemes 

 applications to various areas in physics, chemistry, biology, medicine and engineering 
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Many practically relevant phenomena including turbulence, plasma, combustion in-

stabilities, multi-mode lasers, flow reactors, cardiac arrhythmia and brain epilepsy dis-

play chaotic behavior. Such high dimensional systems, due simply to complexity in tem-

poral dynamics or due to presence of spatially extended or spatiotemporal behavior, have 

remained notoriously difficult to control. Various forms of chaos control have been at-

tempted on such systems and the following presents a treatment of some of the more re-

cent attempts and lessons learned. A modern treatment of the principles of chaos control, 

its many variants and applications are also described in Schöll & Schuster (2008). 

Fradkov & Evans (2005) provides a more detailed treatment of methods tailored to engi-

neering applications of chaos control and the rich literature documenting them. 

Roy et al. (1992) conducted a study of a multimode, autonomously chaotic laser sys-

tem. An occasional proportional feedback method was applied to stabilize certain desira-

ble periodic laser output behavior. The principle of feeding back a control signal propor-

tional to the deviation of the system from an unstable fixed point or periodic orbit is akin 

to the Ott et al. (1990) approach. The system is an example of a globally coupled system 

of nonlinear oscillators with chaotic behavior. The proportional control signal applied to 

the pump excitation results in an ordered, periodic state of the originally chaotic ensem-

ble of oscillators. Although there was no external periodic modulation for the chaotic dy-

namics observed, the relaxation oscillations of the laser intensity provided a natural time 

scale for perturbative corrections.  

The basic technique to achieve dynamical control was as follows. The total laser 

output intensity (a system variable) is sampled in a selected window. A signal propor-
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tional to the deviation of the sampled intensity from the center of the sampling window is 

generated and applied to perturb a system parameter from its ambient value. The control 

signal repeatedly attempts to bring the system closer to a periodic unstable orbit that is 

embedded in the chaotic attractor, resulting in a realization of the periodic orbit essential-

ly limited by the positive Lyapunov exponent characterizing the orbit. For low period or-

bits, control was achieved with small perturbations near the relaxation oscillation fre-

quency or its sub multiples. For higher period orbits (e.g. period-4, period-9), synchroni-

zation frequency had to be adjusted to a simple rational fraction of the relaxation fre-

quency. Clearly the control signal waveforms become more complex with higher order 

periodic orbits. In most cases, the drive current signals were only a few percent of the 

ambient-bias current for the laser, so for these cases the original attractor were claimed to 

be preserved.  

While the above study provided an early verification of the feasibility of chaos con-

trol, the control signal synchronization frequency selection and tuning was somewhat 

manual. Given a selected periodic orbit to be controlled, the primary synchronization fre-

quency is automatically inferred, but rational fractions of it are needed to ensure control 

of higher order periodic orbits. An automated and systematic procedure to do so was not 

discussed or available, and the tools for this are the focus and key outcomes of the current 

research. Another aspect of practical applications that this study did not address was the 

complexity and higher dimensionality that arises when additional degrees of freedom 

arise from spatial behavior in additional to temporal dynamics. 
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Petrov and Showalter (1996) studied the stabilization of unstable states in a multi-

dimensional, nonlinear single-input, single-output equation system, called the Gray-Scott 

model that represents autocatalysis in a flow reactor. In contrast to the traditional Ott et 

al. (1990) approach to control of unstable periodic states, involving linearized models and 

use of small perturbations in the linear regime, Petrov & Showalter presented an integrat-

ed approach for nonlinear feedback control. The approach involved using the response of 

the system to random perturbations to construct the control law as a multi-dimensional 

surface in the time-delayed space.  

For the Gray-Scott model, the control surface was constructed by observing the tran-

sitions from an initial state to a time-delayed final state and the perturbation applied dur-

ing the elapsed interval. The identification stage involving observation of finite number 

of points in the above space can be interpolated to construct the entire control surface. 

This was generalized for m-dimensional systems, and a general expression for the stabili-

zation of unstable states was derived in terms of a system invariant function. Once con-

structed, from datasets, the system invariant function can be used to target unstable states 

from anywhere in phase space provided system dynamics do not exceed the limits im-

posed by the system dynamics and the function is single valued. The control action is 

generated using m delay readings (where m is the system dimension) and m-1 delayed 

perturbations, constituting the current state. Model-based simulation results confirmed 

the effectiveness of the approach. Since the control laws are obtained directly from time 

series, they are robust and convenient to implement experimentally. 
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Petrov et al. (1994) reported a study of stabilizing periodic states in a premixed 

flame problem. The tracking of steady and oscillatory flame fronts considered is motivat-

ed by practical applications such as extending the regime of stable burning to enhance the 

efficiency of combustion processes. Premixed flames with thermo-diffusive instabilities 

can be described by a system of two partial differential equations, one for temperature 

and the other for the concentration of a stoichiometrically deficient reactant.  

The control of two-dimensional premixed flames was investigated with a one-

variable reduction of this model given by the Kuramoto-Sivashinsky equation (assuming 

that reaction takes place in an infinitely narrow zone). They presented an algorithm to 

stabilize steady flame fronts, suppressing the natural oscillatory behavior, but also to sta-

bilize periodic oscillations of the front that would otherwise be unstable. A map-based 

scheme was used for this since a linear stability analysis subroutine can be readily incor-

porated into the tracking procedure for control. The map-based scheme is a reduction of 

the Ott et al. (1990) algorithm.  

In certain mixtures of fuel and oxidizer, propagating flame fronts may exhibit both 

stable and unstable cellular structures. Such flames represent spatially extended chemical 

systems, with coupling from diffusion of heat and reactants. A new algorithm was pro-

posed that allows the stabilization and tracking of a steady, two-cell front through a bi-

furcation sequence that eventually leads to chaotic behavior. Periodic modes of the front 

can also be stabilized and tracked. The system was stabilized by monitoring one experi-

mentally accessible variable and perturbing one boundary condition. The algorithm au-
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tomatically provides information about the locations of the unstable steady states and pe-

riodic orbits and the magnitudes of the associated eigenvalues and Floquet multipliers.  

Hall et al. (1997) adapted the Ott et al. (1990) method for chaos control to stabilize 

unstable fixed points in the presence of drifting system parameters in a one-dimensional 

map representation of cardiac arrhythmia. Fixed-point estimates were computed for each 

step so that the control algorithm can target the desired unstable fixed point. Such compu-

tations and control action generation accommodate drifts in the one-dimensional map. 

Robust performance of the control technique was demonstrated to successfully suppress 

cardiac alternans. 

In a very recent study on a reacting bluff body wake problem, aimed at flame stabili-

zation in combustors, Hua et al. (2012) conducted analysis of experimental data to de-

scribe the underlying low dimensional dynamics of the vortex street shed in the wake. As 

the equivalence ratio (describing proportion of fuel air mixture) is reduced, a symmetry-

breaking transition to Karman vortices is initiated. One of the goals was to validate that 

unstable periodic orbits exist within the flow, so that they could be used to reduce or 

eliminate irregular facets of bluff-body stabilized flames. Combining principle compo-

nent analysis with a symmetry-based filtering, bifurcation diagrams were computed for 

the onset and growth of Karman vortices. (Unstable) periodic orbits were computed, em-

bedded in the complex flows, prior to and following the bifurcation. For each of the four 

flame holders, a single cycle prior to and a pair of cycles subsequent to the onset of Kar-

man vortices were found which govern the organized dynamics underlying the flow. Pe-

riodic orbits within the flow were identified using a Poincare section, as in current re-
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search. It was not possible to find more than one orbit prior to the transition and two sub-

sequent to it, suggesting that the large-scale flow is in fact periodic (and not chaotic), and 

that the irregular facets of the flow likely result from the small-scales. 

7.2 Advances in Flow Control 

Recent reviews such as by Gad-El-Hak (1996) outline key advances in flow control. 

The broad area of flow control research remains of great interest for its potential benefits 

in military and civilian sector applications. Spurred by the recent developments in chaos 

control, micro-fabrication and neural networks, reactive control of turbulent flows is now 

within reach of practical applications.   

Keefe (1993) compared two nonlinear control strategies for flow control; Ott et al.’s 

(1990) feedback method and the model-based control strategy originated by Lüscher and 

Hübler (1989). Both are a generalization of the perturbation cancellation technique; 

namely apply a prescribed forcing to subtract the undesired dynamics and impose the de-

sired one. The Ott et al. approach exploits the sensitivity of chaotic systems to stabilize 

existing periodic orbits and steady states. Some feedback is needed to steer the trajecto-

ries toward the chosen fixed point, but the required control signal is small. Hübler's 

scheme does not explicitly exploit the system sensitivity. It produces control response 

(periodic or aperiodic) and needs little or no feedback, but its control inputs can be large. 

The Ott et al. approach relies on and exploits the sensitivity of the nonlinear dynamical 

system to initial conditions. Hübler's scheme works well for both linear and nonlinear 

systems.  



117 

 

Keefe (1993) first investigated numerically the two schemes for fully-developed and 

transitional solutions of the Ginzburg-Landau equation that governs the initially weakly 

nonlinear stages of transition in several flows and that display transitional and chaotic 

solutions with absolute and convective instabilities found in closed and open flows. The 

main conclusion was that control is best obtained by exploiting underlying natural dy-

namics. Keefe (1993) extended the numerical experiment to explore drag reduction in a 

channel flow with spatially periodic boundary conditions demonstrating 60-80% reduc-

tion in skin friction compared to the uncontrolled value. Use of Hübler's scheme failed to 

achieve any drag reduction when starting from a fully-turbulent initial condition but 

shows potential for suppressing or slowing the transition from laminar to turbulent flow.  

Hu and Bau (1994) used a feedback control strategy to demonstrate that the critical 

Reynolds number for the loss of stability of planar Poiseuille flow can be significantly 

increased or decreased. Their feedback control approach employed a variant of the Ott et 

al. (1990) chaos control technique, by sensing the deviation of critical flow variables 

from desired values at several locations in the flow and then altering control variables at 

the to suppress or to enhance the deviations, hence in the gain or loss of stability. 

As discussed in Chapter 1, Coller et al. (1994) developed a feedback control strategy 

for strongly nonlinear dynamical systems, representing turbulent channel flow, subject to 

small random perturbations that intermittently push the system from one saddle point to 

another along heteroclinic cycles. Using a low-dimensional coupled ODE model that 

mimics turbulent boundary layer dynamics, the approach used local, weakly nonlinear 

feedback control to keep a solution near a saddle point as long as possible and to let the 
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natural nonlinear dynamics govern the flow when bursting. While conceptually similar to 

Ott et al.’s technique, this method did not actually stabilize the state but held the system 

near the desired point longer than it would otherwise stay. The potential benefits of doing 

so include skin friction reduction by manipulating the dynamics of streamwise, counter-

rotating pairs of vortices lying close to the wall. More recently, using simulations of a 

low-dimensional temporal dynamical system model representing a shear flow bounded in 

a channel, chaos control was demonstrated for unstable fixed points, which were believed 

to be associated with streamwise vortices and wavy streaks (Pausch & Eckhardt 2011). 

Shinbrot and Ottino (1993) presented a strategy better suited to control organized 

motion and coherent structures in area-preserving turbulent flows. They applied the tech-

nique to a one-dimensional chaotic map, a two-dimensional chaotic map, and a chaotical-

ly advected fluid. Their geometric method exploited the repeated stretching and folding 

of “horseshoes” that are prevalent in chaotic systems. Their research demonstrated nu-

merically as well as experimentally the ability to create, destroy and manipulate coherent 

structures in chaotic fluid systems. The key idea was to intentionally place folds of horse-

shoes near low-order periodic points. In a dissipative dynamical system, such as involved 

during mixing, volumes contract in state space and the co-location of a fold with a peri-

odic point leads to an isolated region that contracts asymptotically to a point. Done cor-

rectly, the folding counteracts stretching. 

Alternative low order model-based control schemes that do not explicitly utilize 

chaos control concepts have also been pursued actively in flow control. A few studies are 

highlighted and summarized next. 



119 

 

Simplest among the control schemes that have been explored the most is the use of 

linear control theory. Kim & Bewley (2007) provided a comprehensive review of the es-

sential ingredients of linear systems and control theory for the fluid mechanics communi-

ty and described the relevance of the theory to open problems in the optimization, con-

trol, and forecasting of practical transitional and turbulent flow systems of engineering 

interest. The focus was primarily on the feedback problem to coordinate actuator inputs 

with sensor outputs to achieve a desired effect. The review for the most part considered 

near-wall flows since this configuration facilitates both surface-mounted sensors and ac-

tuators to be placed near the flow instabilities of interest, such as the channel flow with 

skin friction and pressure sensors continuously distributed over the walls to provide the 

system measurements, and zero-net blowing/suction continuously distributed over the 

walls to provide the actuation.  

It was recognized that various extensions were needed to connect the formalisms to 

more realistic situations such as for spatially developing boundary layers with discrete 

locations of sensors and actuators with various types of uncertainties. It was recognized 

that the applicability of linear control strategies to turbulence is predicated upon the hy-

pothesis that appropriately linearized models (e.g., Orr-Sommerfeld/Squire) faithfully 

represent the inputs, outputs, and at least some of the important dynamic processes of 

turbulent flows. The relevance of linearized models to the turbulence problem can only 

be valid up to a point, as linear models of fluid systems do not capture the nonlinear scat-

tering or cascade of energy over a range of length scales and time scales. So, linear mod-

els fail to capture an essential dynamic effect that endows turbulence with its inherent 



120 

 

multi-scale characteristics. In complex flows, a linear system model is often not readily 

available or is too large to handle. For such problems, a system identification approach 

can be used to construct an approximate linear model of the input-output relationships of 

the original system. This approach estimates the system matrices from well-designed in-

put-output data sequences. Once the approximate low-dimensional system matrices are so 

obtained, control design strategies using iterative adjoint-based optimization and direct 

Riccati-based feedback may be employed (see Kim & Bewley 2007 for a more complete 

treatment). Applications of such an approach to control separated flows were presented in 

Huang et al. (2004) and Huang (2005). 

Gillies (1998) demonstrated the feasibility of a low-dimensional control strategy us-

ing a simplified cylinder wake flow model. Low Reynolds number flow past a circular 

cylinder exhibits self-excited flow oscillations, which are sustained by the flow itself and 

are not caused by amplification of external noise. This flow exhibits self-sustained peri-

odic vortex shedding above a critical Reynolds number. Control of such flows requires 

stabilization of many globally unstable modes. Using a representation of the flow field by 

a finite set of coherent structures or modes, obtained from proper orthogonal decomposi-

tion, a closed-loop control algorithm was designed. A neural network was used to provide 

an empirical prediction of the modal response of the wake to external control forcing. 

However, it was recognized that implementation of the control strategy on a full Navier-

Stokes solution of the cylinder flow, in a practically relevant moderate to high Reynolds 

number regime, would add a significant amount of spatial complexity and more POD 

modes will be necessary for flow characterization. 
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Rowley & Williams (2006) reviewed advances in active control of cavity flows, par-

ticularly the use of low order, nonlinear, dynamic models for closed loop control and 

suppression of highly nonlinear oscillations in the system. Self-sustained and self-excited 

oscillations arising in the shear flow render the system dynamically closed resulting in 

low-dimensional dynamics that lend themselves to computationally tractable nonlinear 

modeling. Consequently, the use of POD to obtain control oriented models for the large-

scale structure dynamics has received much attention for such problems. The system 

models obtained for such flows are highly configuration dependent in that closure of the 

models often require tuning and careful attention to ensure higher order terms in the 

model are captured well and result in stable and physically meaningful dynamics. The use 

of dynamic invariants such as unstable periodic orbits for nonlinear control proposed in 

the present study enables representation of the underlying low dimensional behavior in a 

form that is inherently more robust and therefore readily usable for control. 

More classical advancements in flow control have been made as well, such as the 

control of co-axial jet dynamics by Burratini & Talamelli (2007). Measurements in the 

near field of a coaxial jet under unperturbed and controlled conditions for a low Reynolds 

number jet were reported. The initially laminar unperturbed flow develops shear layer 

instability in the outer shear layer of the outer jet, followed by vortex pairing. A control 

perturbation, composed of sinusoidal acoustic waves at the frequency of the instability 

and its half, is applied actively. Acoustic excitation at two harmonically related frequen-

cies (the natural instability and its subharmonic) was employed. Using the phase differ-

ence between the two sinusoidal waves for control attenuation and enhancement of the 
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mean jet spread characteristics and turbulence intensity were achieved. These are similar 

to findings of Husain & Hussain (1995) in single stream jets where active forcing of natu-

ral instabilities was accomplished for flow control. The flow mixing and turbulence char-

acteristic changes were also consistent with findings in Husain & Hussain (1995) and the 

present study (where control amplitudes were much smaller and choices of frequencies 

for control were automatically arrived at through exploitation of the underlying chaotic 

dynamics). 
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CHAPTER 8 

RECOMMENDATIONS FOR FUTURE WORK 

There are several key fronts on which the research described here can be expanded, 

including: (i) robust jet control; (ii) comprehensive flow field measurements to evaluate 

control effectiveness for jet turbulence manipulation; (iii) hybrid control approach to 

combine effective passive and active jet control; (iv) control approach for higher dimen-

sional, spatially complex flows; (v) model-based control of the coherent structure dynam-

ics in open flows. These will first have to be investigated in the circular jet flow, where 

low-dimensional dynamics have been established and a proven method for nonlinear con-

trol exists. Extension to other shear flows, e.g., mixing layers, co-axial jets, wall jets, 

bluff body wakes, boundary layers, channel flows can then follow, particularly with re-

gard to items (iv) and (v). Several challenges exist in realizing these extensions and de-

velopments in the context of the nonlinear dynamical systems theory as well, and will be 

highlighted where appropriate. 

8.1 Adaptive Control Strategy 

The simple (linear) feedback control alternative proposed and tested here was suc-

cessful in controlling periodic flow states with relatively large periods, for which the 

open loop method failed. However, the occasional (chaotic) deviations or bursts in the 

controlled flow reveal a shortcoming of such feedback control. This occurs because the 

control signal comprised of the difference between a real-time flow state and the desired 

state vanishes when control is achieved, and this is detrimental for a convectively unsta-
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ble flow that is intrinsically susceptible to external disturbances. An approach to over-

come this problem of “loss of control” is to generate the control signal using an “adaptive 

filter.” Such control will automatically adapt to changing flow conditions in a “noisy” 

ambient. The adaptation would require an inversion of the transfer function between the 

flow signal from an upstream location (close to the actuation) and from a downstream 

location; prior knowledge of the dynamics is not required. This method is similar to the 

open loop method presented here in that “inverse system modeling” must be performed. 

However, in contrast to the open loop method, for “adaptive control,” the “inverse mod-

el” is altered in real time to account for changing flow conditions (e.g., arising due to 

“noise”). This is obviously challenging for the control system hardware (namely, required 

analysis and response time). It may also be possible to use the control strategy proposed 

by Ott et al. (1990) provided one can overcome the difficulties in applying intermittent, 

time-delayed (for real-time computations) control in the flow. 

8.2 Assessment of Jet Flow Field Control Effectiveness 

To further quantify and conclusively demonstrate the effects of turbulence enhance-

ment as well as suppression in the jet, measurements of near-field turbulence characteris-

tics, such as mass entrainment, Reynolds stresses, and of far-field characteristics, such as 

the overall sound pressure levels (OASPL), are necessary. 

Turbulence enhancement: The substantial increase in turbulence intensity levels and the 

subsequent jet spread enhancement indicate improved near-field entrainment characteris-

tics (perhaps mixing) for the controlled period-4 flow state. This turbulence enhancement 

can be further quantified by measuring the near-field spatial distribution of the Reynolds 
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stresses and the mass entrainment characteristics of the jet, e.g., see Zaman & Hussain 

(1980) study of a periodically excited jet displaying vortex pairings. 

Turbulence suppression: The primary motivation for using the newly developed nonline-

ar control method to suppress near-field jet turbulence is to reduce the far-field noise sig-

nature. Hussain & Hasan (1985) showed that broadband (as well as total) far-field jet 

noise can be reduced by controlled excitation of a jet in the frequency range 0.01 < Ste < 

0.02, where Ste is the Strouhal number based on the exit momentum thickness e of the 

shear layer. They also demonstrated that the noise suppression was a consequence of near 

field turbulence suppression. Significant suppression of turbulence levels in the jet near 

field (x/D  8) in the present experiments, with suppression effects persisting for larger 

streamwise extents, suggests potential for corresponding reduction in far field sound radi-

ation. To demonstrate this reduction, measurements of the far-field sound-pressure spec-

tra and integrated levels (OASPL), say along an arc at a radius of about 50-60 D, are 

needed. Control is expected to impact the far field sound radiation, namely spectra as 

well as their directivity, owing to the modification of CS dynamics in the jet and hence its 

turbulence characteristics. Measurements of various components of the Reynolds stress in 

the near field (x/D  6) will also more clearly reveal the suppression effect, which in this 

study has been inferred from longitudinal turbulence intensity levels alone. 

8.3 Hybrid Control 

The use of controlled three-dimensionality to significantly improve the entrainment 

and mixing characteristics in jets is well known (e.g., Zaman 1996); passive embodi-
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ments include small modifications to the jet nozzle such as the addition of tabs, or larger 

modifications to the nozzle shape (e.g., to rectangular and elliptic shapes). On the other 

hand, forced elliptic jets reveal much more mass entrainment compared to forced circular 

jets or unforced elliptic jets, making them suitable for applications such as passive com-

bustion control (Husain & Hussain 1983). Preliminary studies in the elliptic jet reveal 

low-dimensional dynamics in the near field (private communication, Broze), even with 

single-point measurements on the jet centerline. The use of (active) control in conjunc-

tion with (passive) geometry modification – hybrid control – will likely improve the per-

formance (e.g., mass entrainment) of elliptic jets for practical applications. Analysis of 

the chaotic dynamics in the elliptic jet (potentially requiring multipoint azimuthal meas-

urements) may be necessary, following which a nonlinear control strategy, similar to that 

developed for the circular jet, can be devised and assessed for varying aspect ratios. 

Another aspect of jet control worth investigating is the prospect of using the nonlinear 

control method developed here for controlling (actively) the three-dimensional CS dy-

namics of the jet. The three-dimensional structure dynamics and their interactions are 

known to be effective for turbulence enhancement, and can therefore provide superior 

entrainment and mixing characteristics for the jet. While the control of nominally ax-

isymmetric vortex dynamics in this study has permitted the use of two-point measure-

ments to devise the control signals, multi-point measurements will be necessary to con-

trol three-dimensional vortex dynamics. This will be discussed in the next sub section. 

8.4 Control Approach for Complex Spatiotemporal Flows 

The CS dynamics of the flows studied here (namely, the transitional regions of the 
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jet and the mixing layer) were known to have nominally axisymmetric/2D vortex dynam-

ics with primarily temporal complexity (achievable due to spatial coupling). For the jet, 

three-dimensional dynamics due to tilted vortex rings and their partial pairing (termed 

aperiodic modulations in Broze & Hussain 1994) are prevalent for much lower forcing 

levels than that for the chaotic jet state having nominally axisymmetric vortex dynamics 

studied here. The control of these seemingly high-dimensional flow states (based on sin-

gle-point measurements) have potential for enhanced jet mixing due to the prevalence of 

three dimensionality while utilizing reduced input of control energy (compared to that 

used for the axisymmetric chaotic flow states). There is an obvious inadequacy of analy-

sis techniques to describe such spatially complex dynamics, requiring development of 

tools to identify low-dimensional dynamics from multi-point data. Such tools using the 

dynamical systems approach are yet unavailable; some promising preliminary results are 

summarized below. 

Using two-point mutual information MI (Fraser & Swinney 1986), coherence and 

singular value decomposition SVD (Broomhead & King 1986), spatiotemporal dynamics 

of three-dimensional vortex dynamics in the jet were reconstructed from simultaneously 

acquired multi-point data from azimuthally placed hot-wire sensors (Narayanan et al. 

1997). Two-point MI and coherence was employed to select the sensor density (i.e., 

placement and number) and SVD was used to reconstruct the spatiotemporal dynamics. 

Low-dimensional chaotic dynamics (dimension less than 5) were found for the aperiodi-

cally modulated states, which have three-dimensional vortex dynamics. These prelimi-

nary results show promise for the identification and analysis of complex spatiotemporal 
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dynamics. The (unstable) periodic flow states can be extracted and modeled for control in 

a manner similar to that for the temporal dynamics (from single-point measurements). 

Control can be applied via azimuthally non-uniform acoustic forcing at the nozzle lip. A 

natural extension of these ideas would be the control of three-dimensional flow structures 

in the plane mixing layer. Furthermore, multi-point measurements can also be used to 

describe the dynamics of spatially evolving flows such as wall jets, far wakes and bound-

ary layers, where spatial coupling mechanisms (such as vortex pairing-driven feedback in 

the jet and the mixing layer) are not evident. In such flows, multiple measurements can 

be made with a streamwise distributed sensor array, from which the spatiotemporal dy-

namics could be reconstructed and used for control (as for the azimuthal sensor array de-

scribed above). The development of tools to describe and control spatiotemporal phe-

nomena is a research problem in nonlinear dynamical systems theory, with applications 

across a much wider range of physical systems. 

8.5 Model-based Control of CS Dynamics 

In this study, the essential large-scale CS dynamics in the circular jet were inferred 

from experimental measurements of the temporal dynamics in the transitional region of 

the flow. The occurrence of sequences of vortex roll up and pairings were inferred from 

“nearly periodic” realizations of chaotic signals obtained from the jet. These empirical 

descriptions of the periodic flow states embedded in the chaotic jet dynamics were then 

used for control. A prevalent semi-empirical alternative to this form of modeling is prop-

er orthogonal decomposition (POD), which has been used in several flows such as 

boundary layers (Aubry et al. 1988), mixing layers and jets (Ukeiley et al. 2001). Dynam-
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ical models, involving a coupled system of nonlinear ordinary differential equations 

(ODE), are extracted by projecting the Navier Stokes equations with the appropriate 

boundary conditions onto a truncated data set obtained from numerical simulations or ex-

periments. However, such models have yet to be used for jet control, and their use for 

control is a promising avenue to pursue. Interestingly, research has been active in this ar-

ea recently with promising progress for the use of POD-based models for active control 

of cavity flows (see Rowley & Williams 2006); these flows have self-sustained and self-

excited oscillations making their closed flow behavior low-dimensional and more amena-

ble to robust control. 

The phase space eduction approach presented here can also be utilized to provide a 

dynamical model of the jet dynamics (reconstructed from single-point measurements). A 

potential approach to do this is outlined below. The empirically averaged unstable period-

ic flow state realizations could be used to construct a reduced order predictive model for 

the statistically dominant CS dynamics in the flow. For example, local phase-space 

neighborhoods of the chaotic attractor, reconstructed from single-point measurements of 

the jet dynamics, can be approximated using an ensemble of unstable periodic orbits 

(UPO), which in physical space correspond to an ensemble of nearly periodic (but unsta-

ble) flow states. A nonlinear ODE system can be used to approximate the time evolution 

for the periodic states, which correspond to orbits in the chaotic attractor. Thus, one can 

determine the model evolution to predict the next sequence of CS dynamics in the chaotic 

flow. This may only be viable for short times since the inherently chaotic behavior dete-

riorates the predictability. The prediction accuracy will depend on the ensemble size used 
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and can be evaluated by comparing the originally reconstructed dynamical system (name-

ly, the chaotic attractor) and that obtained by (numerically) solving the empirical coupled 

ODE model. The successful prediction of chaotic dynamics using UPOs in a low-

dimensional coupled ODE system (the Röessler system) by Pawelzik & Schuster (1991) 

is promising. The finding of low-dimensional chaotic attractors in wakes and boundary 

layers indicates that this approach to modeling CS dynamics can be attempted in other 

open shear flows as well. 
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APPENDIX A 

CHAOTIC ATTRACTOR IN THE AXISYMMETRIC JET AND THE 

CHAOS CONTROL CONCEPT 

As described in Chapter 3, the anechoic jet was acoustically excited at a single fre-

quency f, providing the following dimensionless control parameters: the forcing ampli-

tude af u'f/Ue and the forcing frequency StD f D/Ue; u'f is the centerline rms-velocity 

fluctuation at f, Ue is the centerline exit velocity, and D is the jet diameter. Among a wide 

variety of dynamical states (including low- and high-dimensional temporal attractors), 

two periodic and two low-dimensional chaotic attractors were found over large regions in 

the parameter space. The phase diagram, the attractors' invariants and transitions between 

dynamical states are extensively discussed in Broze & Hussain (1994, 1996). In the fol-

lowing, the dynamical systems (DS) approach to describe the near field jet dynamics is 

presented. In particular, the dynamical systems-based approach to nonlinear control, 

termed chaos control, presented in Chapter 4, is discussed. 

A.1 Chaotic Attractor in the Forced Axisymmetric Jet 

As explained earlier, while the fundamental frequency f (associated with vortex roll 

up) is externally forced, the vortical interactions (and hence the associated subharmonic 

and quarterharmonic frequencies f/2 and f/4) are driven by feedback from vortex pair-

ings, i.e., are self-excited. Figure A.1 displays the phase diagram for the forced jet (re-

produced from Broze & Hussain 1994), displaying the dynamical states found for a 

forced circular jet. In the following, the salient features of the chaotic attractor from this 
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phase diagram chosen for the present study are described. The chaotic state (the “quarter-

harmonic chaotic attractor” QCA) is found in the range 0.008  af  0.02 and 1.1  StD  

1.25. The ensuing analysis was also done for another chaotic attractor found in the jet and 

the results and conclusions were similar. 

QCA. This attractor reveals a correlation dimension in the range 2.5    3 and a posi-

tive Lyapunov exponent in an embedding dimension of 4 (Broze & Hussain 1994). The 

longitudinal velocity time trace u(t) in Figure 3.3a was from a hot-wire sensor located 

downstream at x/D  2 (on the jet centerline) for af  1% and StD  1.2. Further discus-

sion of  “downstream dynamics” will be based on analyses of similar data acquired on the 

centerline at x/D  2 (see Figure 3.1), where the effects (i.e., the induced velocities) of 

rollup and both pairings are comparable. 

Unstable periodic orbits. It is well known that chaotic attractors comprise an infinity of 

unstable periodic orbits (UPO). These orbits will return arbitrarily close to their initial 

conditions in phase space; subsequently, the unstable nature of these orbits exponentially 

diverts them to other attractor neighborhoods. UPOs are therefore everywhere dense in 

chaotic attractors. Being easily tractable, UPOs have been used to compute attractor in-

variants such as Lyapunov exponents and topological entropy (Cvitanovic et al. 1988), 

and for control (Ott et al. 1990). In the following, we analyze the UPOs belonging to a 

chaotic attractor in the jet, viz., QCA. The unstable periodic flow states described and 

controlled in Chapters 3 and 4 have a one-to-one correspondence with the unstable peri-

odic orbits described here. For fixed StD, as af is increased from low background levels, 
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QCA appears and persists up to high af; a periodic attractor (termed SDP in Figure A.1) 

appears at still higher af. We use velocity signals from parameter space locations where 

QCA had just appeared (with increasing af), since these states have small, yet positive, 

largest Lyapunov exponents, enabling clearer analyses of UPOs for their control. 

A.2 Analysis and Empirical Modeling of Unstable Periodic Orbits 

UPO identification. The chaotic attractor QCA is first reconstructed from a single-point 

velocity signal measurement using the method of time delays. The time delay  corre-

sponds to that for the first minimum of the mutual information (Fraser & Swinney 1986). 

A Poincarè section is then selected to record the UPOs. A false-nearest-neighbor algo-

rithm (Kennel et al. 1992) is used to estimate the attractor’s minimum embedding dimen-

sion m. To determine close returns on the attractor (i.e., the UPOs) images of the time 

series u(t) that intersect the Poincarè section in one direction are examined. That is, we 

seek the smallest recurrence time T such that || u(t+T) – u(t) || < 1, where u(t) is an m-

dimensional vector comprising the time-delays u(t), u(t+),u(t+2),....,u(t+(m-1)). Thus, 

the first return of a trajectory to the 1-neighborhood is recorded. 
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Figure A.1 Phase diagram of forced jet displaying parameter space location for chaotic 

attractor studied (QCA); figure reproduced from Broze & Hussain (1994). 

The large and uneven scatter in the 2D projection of the QCA Poincarè section (Fig-

ure A.2) is expected due to the low-dimensional chaotic dynamics; the time series was 

300, 000 data points long and, for well-resolved Poincarè sections, was sampled at 20 

times the fundamental frequency. The u(t+2) = u(t) + u(t+) plane (i.e., passing through 

the u(t+2) axis and intersecting the [u(t), u(t+)] plane at 45
o
) was used to obtain the 3D 

Poincarè section. The histogram of UPOs shown earlier in Figure 3.4 was determined 

from the above Poincarè section with 1  5%, the fraction of the Poincarè section coor-

dinates’ range; the UPOs shown comprise 53% of all the positive Poincarè section cross-
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ings detected. The recurrence times were normalized by the fundamental period. We 

chose 1  5%, since the number of UPOs, of a given period, reached a plateau for 1  

8% (see inset in Figure 3.4). 

 

Figure A.2 The positive (A) and negative (B) crossings in a QCA Poincaré section. 

For a selected orbit period, say a period-n orbit, Poincarè section crossings were 

found to cluster, i.e., successive orbit returns belong to the same neighborhood in the 

Poincarè section. This indicates the dominance of certain types of UPOs. The clusters 

were identified using a probability density function for the number of UPO crossings in 

the Poincarè section. Figures A.3(a,b,c) display the peak regions of the pdf for period-9, 

period-11 and period-15 orbit crossings. The clustering of the crossings is evident from 

these distributions. The bin size for the pdf was chosen to be 10% of the Poincarè section 
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range, so that only phase-space clusters were identified without resolving details within a 

cluster.  

  

 

Figure A.3 (a) Shaded contour surfaces of pdf for UPO crossings in a Poincaré section 

shows: 3 clusters in time delayed embedding of phase space for peiod-9 UPO; 

(b) Two phase space clusters for period-11 UPO crossings; (c) Two large clus-

ters and some scattered clusters for period-15 crossings. Contour levels in the 

range [0.4-1] are plotted in intervals of 0.1. 
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These clusters were also observed in Poincarè sections at other attractor locations. 

The contour surfaces for the period-9 UPO crossings are poorly resolved due to the few 

number of UPOs found (around 3 per cluster). The larger number of UPO for period-11 

and period-15 orbits result in better resolved contours. These clusters are further analyzed 

below. There is no obvious structure in the uneven distribution of crossings within a clus-

ter [see Figures A.3(b,c)]. Clusters of UPO crossings with large periods are found to be 

smeared and scattered, e.g., the period-15 crossings on Figure A.3(c). Smearing occurs 

when lower contour levels are chosen so that clusters are not distinct. Scattered orbits 

(i.e., not belonging to distinct, large clusters) are ignored for further analysis. A threshold 

on the pdf ( 0.4) is used to distinguish smeared clusters (i.e., clusters without distinct 

boundaries). 

In summary, the chaotic orbits sweep through several unstable, nearly periodic 

states. These phase-space states are accessible as stable periodic attractors, but require 

high af and changes to StD (see Figure A.1 and Broze & Hussain 1994). The objective of 

the present study is to stabilize, through control, these unstable states for lower af and 

fixed StD. The significance of the observed clusters (of UPO crossings) and the associated 

trajectories are explained below. 

The averaged UPO representation. As discussed in Chapter 3, a key feature of the UPOs 

(associated with unstable periodic flow states) is that the orbits crossing a Poincarè sec-

tion cluster are found to be nearly identical, with only slight variations in amplitude/phase 

[see Figures 3.6(c,d)]. As the above-mentioned clusters are preserved in several sections 

around the attractor, orbits crossing these clusters must remain in “bundles” and conse-
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quently evolve similarly. The realizations of unstable periodic flow states shown in Chap-

ter 3 correspond to such “bundled” UPOs. For the jet, at most three distinct clusters in the 

Poincarè section are found surrounding all UPO crossings with periods lower than 15. 

This is to be expected since, in general, for UPOs with not too large unstable eigenvalues, 

nearby chaotic orbits must also evolve similarly along the stable and unstable manifolds 

of the UPOs. Studies have shown that low period UPOs yield the coarsest features of 

chaotic attractors and successively higher period UPOs (which tend to be scattered) re-

veal finer details (Cvitanovic et al. 1988). Thus, UPOs with low periods visit only few 

attractor neighborhoods. 

After distinct clusters in a single QCA Poincarè section are identified, UPOs for the 

time interval between their origin from a cluster and their return are recorded. Figure 

3.6(c) displayed all period-11 UPOs crossing cluster-II in Figure A.3(b), revealing strik-

ing similarities. Each realization corresponds to an orbit visit (at different times) to the 

cluster. As pointed out earlier, the differences between the UPOs are most pronounced 

just after 6 fundamental time periods, when a relatively distinct isolated fundamental pe-

riod is seen. From the viewpoint of the phase space dynamics, it appears that trajectories 

that are close in one Poincarè section diverge at another phase; the reason for such behav-

ior is not yet clear although, such behavior may be a result of including “spurious” UPOs. 

Use of smaller 1 reduces the differences but does not eliminate them. Only three period-

15 orbits from cluster-II in Figure A.3(c) were shown in Figure 3.6(d) to better display 

their average. Similar results are obtained for other UPOs (with same as well as different 

periods). Orbits crossing distinct clusters are averaged, removing slight variations in am-
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plitude/phase, to reveal the underlying UPO. Figure 3.6(d) displays the averaged period-

15 UPO for QCA (indicated by symbols), which is virtually identical to other orbits from 

the cluster. Such is obviously the case in Figure 3.6(c) also. 

The above results support the expectation that orbits neighboring a UPO evolve 

similarly. The UPOs analyzed also reveal the periodic dynamical states which can be tar-

geted for control. The clustering of UPO crossings signifies preferential occurrence of 

certain sequences of CS formation and interactions; thus, low forcing levels will suffice 

to maintain these UPOs for control. UPOs of smaller periods are also the statistically 

dominant ones (see Figure 3.4). 

Phase-space eduction. The averaging of phase-space trajectories was proposed as an al-

ternative eduction approach by Keefe (1987), who pointed out that structure eduction by 

phase averages implicitly assumes “nearly periodic” evolution and that the phase averag-

es were equivalent to trajectory averaging within “narrow” phase space windows. Since 

Keefe’s averaging procedure was unable to prescribe appropriate phase space window 

sizes, the disadvantage of subjective window-based averaging and thresholding in con-

ventional CS eduction remained. The present method for averaging trajectories near 

UPOs can be used as a new objective tool to describe the evolution of dynamically signif-

icant CS – a new eduction procedure. Furthermore, using a weighted average of these 

UPOs (e.g., based on the number of close returns found or the magnitude of the most un-

stable eigenvalue), it should be possible to construct a predictive model capturing the es-

sential CS dynamics. Pawelzik & Schuster (1991) used a finite set of “dominant” UPOs 

to predict the evolution of chaotic dynamics in much simpler temporal DS, viz., the 
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Rössler system. However, it remains unclear how smooth transitions of the attractor dy-

namics among different UPOs (with different local stability characteristics) can be cap-

tured in a dynamical model. 

Below, the two approaches (described in Chapter 3) to determine upstream perturba-

tions (required at the nozzle lip) to stabilize/control unstable periodic flow states (i.e., the 

UPOs) observed in downstream chaotic signals described are investigated using the DS 

approach. 

 

Figure A.4 2D projection of the positive (A) and negative (B) crossings in the QCA Poin-

caré section from an upstream velocity signal. 

A.3 Determining Upstream Perturbations for UPO 

As argued before, the feedback from downstream pairing dynamics, i.e., spatial cou-

pling, guarantees that an upstream velocity signal (at the jet exit) contains footprints of all 

the periodic states, i.e., the UPOs. Thus, analyses of close returns in the upstream signal, 

sampled simultaneously with the downstream signal, should reveal (unstable) periodic 
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orbits as well. The following two methods were described in Chapter 3 as well, and the 

key ideas and results are interpreted here using the DS approach. 

 

Figure A.5 Schematic of time delayed embedding of a low-dimensional chaotic attractor, 

highlighting unstable periodic orbits embedded within. 
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Figure A.6 (a) Unstable fixed point corresponding to crossing of period-2 UPO; Eu and Es 

denote the unstable and stable manifolds. The encircled region denotes the ap-

proximate fixed point location; (b) Unstable fixed point corresponding to 

crossing of period-9 UPO; Eu and Es denote the unstable and stable manifolds. 

The encircled region denotes the approximate fixed point location. 
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Figure A.7 (a) Poincaré section of the controlled signal (‘x’-shaped symbols) overlaid on 

that for uncontrolled flow (‘+’ shaped symbols); (b) Mutual information of 

controlled and uncontrolled flow signals with a peak corresponding to a time 

delay for period-11 UPO. 
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Direct analyses of upstream signals. The distribution of UPO signatures at the nozzle exit 

plane (using 1 = 5%) shown in Figure 3.7 resembles that in Figure 3.4 (for the down-

stream signal). The positive and negative crossings in the corresponding Poincarè section 

are shown in Figure A.4; the extent of scatter is greatly reduced compared to that for 

QCA at x/D  2 (see Figure A.2), but the uneven distribution of the crossings is indica-

tive of the underlying deterministic chaotic dynamics. When displayed together, the posi-

tive and negative crossings give the appearance of crossings from a “noisy” limit cycle, 

since the fundamental frequency component dominates the dynamics at this location. The 

dominance of some frequency components at this upstream location causes the number of 

UPOs detected for a certain period to be different in Figure 3.7 (compared to Figure 3.4). 

Clusters (as well as trajectory bundles), like those analyzed in the previous sections, are 

found for this upstream signal as well. Figures 3.8(a, b) displayed instantaneous realiza-

tions of period-11 orbits crossing two different Poincarè section clusters. The small rela-

tive variations in the peak-to-peak amplitudes of the dominant fundamental periods are 

footprints of the downstream UPOs. Notice that, due to the sensitivity of chaotic dynam-

ics, the two similar realizations in Figures 3.8(a, b) in entirely different downstream 

UPOs [see Figures 3.6(b, c)]. The reason for not choosing to analyze UPOs in these up-

stream signals before is that it is unclear what goal states are desirable for control; this is 

because periodicity from the dominant fundamental frequency component overshadows 

the low-dimensional dynamics associated with the sub-/quarter-harmonic frequencies (as-

sociated with vortical interactions of interest). 

To identify the upstream signal segment corresponding to a UPO found downstream, 
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signals sampled simultaneously at two points were analyzed. Whenever a UPO crosses a 

chosen Poincarè section cluster recorded downstream, a realization from the upstream 

signal for the UPO period is extracted, assuming that feedback is instantaneous and is 

dominant compared to background disturbances. These realizations from the upstream 

signal were then averaged to obtain a perturbation that will guide the downstream attrac-

tor dynamics to the vicinity of the desired downstream UPO. For control, this perturba-

tion must be provided continuously (with sufficient amplitude) at the flow origin. 

Adaptive filtering. The adaptive filtering technique was used to approximate the relation-

ship between a pair of simultaneously sampled signals [x(t), y(t)] (shown schematically 

in Figure 3.9a) for flows where spatial coupling is not as strong as in the jet. The least-

mean-square algorithm to determine the weights is described in Appendix D. Using the 

estimated adaptive filter and the known averaged downstream UPO to be controlled 

xUPO(t), the corresponding upstream perturbation xorigin(t) is evaluated (see Figure 3.9b). 

Since the UPOs are all within the chaotic attractor, we use QCA signals (of at least 300, 

000 data points) for evaluating the filter weights, taking simultaneously sampled data at 

the nozzle exit plane and at x/D = 2. Further details were provided in Chapter 3 and Ap-

pendix D. The upstream perturbation evaluated is then averaged over the desired UPO 

period (ignoring initial transients during convergence). The averaged perturbation in Fig-

ure 3.10 was determined using adaptive filtering on a downstream period-11 UPO (from 

cluster-I in Figure A.3b). Its close resemblance to the averaged perturbation obtained di-

rectly from an upstream signal (see Figure 3.8b) demonstrated successful “adaptation.” 

We now describe the new concept to control chaotic dynamics in a (convectively un-
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stable) open flow that was experimentally demonstrated in Chapter 4. Prior to the control 

approach and results discussion, we briefly review the progress and challenges in the 

emerging area of the control of complex (but low-dimensional) dynamical systems. 

Background. Chaos control is a recent development in the use of the DS approach. The 

goal of chaos control is to track periodic states embedded in a chaotic dynamical system. 

This approach typically requires “small” parameter changes for control and is particularly 

appealing because of its ability to target (potentially useful) unstable states, unattainable 

by conventional control methods. Chaos control has found applications in diverse fields 

such as chemical reaction, electronic communication, and lasers (where low-dimensional 

chaos has been found); see reviews in (Chen & Dong 1993, Shinbrot 1995). For example, 

using chaos control, the input power for a multimode laser could be increased to levels 

that enable significantly higher steady output power (Gills et al. 1992); without control, 

such high levels of input power induce (undesirable) unsteady laser output. Recent find-

ings of low-dimensional chaos in some open flows, such as cylinder wakes (Sreenivasan 

1985), plane mixing layer (Narayanan & Hussain 1996), axisymmetric jet (Broze & 

Hussain 1994), suggest that technologically significant hydrodynamic, in particular tur-

bulence, phenomena such as jet noise, drag, mixing and chemical reaction, as well as 

flow-induced structural vibrations can also be manipulated via chaos control. 

Prior chaos control methods have been applied to simple temporal dynamical sys-

tems of a few coupled ordinary differential equations, one-/two--dimensional maps, or 

closed flows (Ott et al. 1990, Singer et al. 1991). Control of spatiotemporal chaos was 

attempted in homogeneous systems (Auerbach 1994, Aranson et al. 1994). Virtually all 
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practical flow systems are inhomogeneous, e.g., spatially developing; in these flows, even 

findings of low-dimensional dynamics, let alone their nonlinear control, have been 

scarce. Keefe’s demonstration of control (with the strategy suggested in Ott et al. 1990) 

using simulations of the spatially homogeneous Ginzburg-Landau equation necessitates 

spatiotemporal velocity field information at numerous locations (see Keefe 1993). Con-

sequently, such approaches will face significant (perhaps insurmountable) problems in 

practical implementation. In fact, an experimental demonstration of chaos control in an 

open flow system is still lacking. 

All advanced control schemes (adaptive neural net, chaos control) rely (at least im-

plicitly) on a dynamical model. In some cases (e.g., standard adaptive control), the model 

is linear, obviously invalid in an open flow system and more generally in commonly en-

countered dynamical systems. Since nonlinearity can produce multiple solutions for the 

same forcing, the selection of a specific goal state using a linear control method may not 

always be possible. This signifies that robust control schemes are likely to necessarily 

nonlinear. The following discussion presents the pros and cons of two commonly used 

concepts in the control of complex nonlinear dynamical systems. 

Two control approaches are prevalent: feedback-based and open-loop. The merit of 

feedback-based methods (e.g., see Ott et al. 1990, Pyragas 1992) lies in their use of sim-

ple models and their success in the presence of multiple solutions. In contrast, open-loop 

control techniques need accurate models, may not achieve the desired goal dynamics 

when multiple solutions exist, and are ineffective in non-stationary system conditions 

(Lüscher & Hübler 1989, Shermer et al. 1991). However, they do not involve cumber-
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some sensing/actuation and real-time processing, which are essential for feedback con-

trol. Furthermore, feedback-based control may not be feasible in spatially developing dy-

namical systems. Since real-time sensing of a local variable is used to modify the future 

input of control perturbations, sensing must accompany nearly instantaneous actuation. 

For this, high-speed control algorithms (for real-time data acquisition and model-

ing/control computations) and sophisticated sensor/actuator response are required. Even 

so, the additional time delays associated with the spatial development of system disturb-

ances are unavoidable. The total delay in providing control makes a (convectively unsta-

ble) flow system susceptible to undesirable ambient disturbances, which can cause the 

flow system to deviate from a goal state for control. Since no simple approach to over-

come the problems associated with time delays is evident, we first develop an open-loop 

control strategy that uses relatively a simple, empirical model of the chaotic dynamics. 

A.4 Conceptual Control Approach for the Jet Flow – Chaos Control 

The schematic in Figure A.5 displays the chaotic evolution of orbits in a low-

dimensional attractor reconstructed with time-delay phase space coordinates. Having 

chosen the goal state (i.e., a downstream UPO) to be stabilized, we propose to achieve its 

control by providing the appropriate perturbations at the flow origin to maintain the at-

tractor dynamics observed downstream near the selected UPO. Since a chaotic trajectory 

visits all UPOs, in a long enough time interval the attractor dynamics will come near each 

UPO; the “dominant” UPOs are visited frequently. Figure A.6 also sketches a naturally 

occurring periodic orbit in the chaotic system (denoted as a bold dashed line) with stable 

and unstable eigenvalues that influence the future evolution of the orbit. Since this trajec-
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tory returns very close to its initial condition in phase space, it is termed a UPO. Evolu-

tions of orbits close to a UPO being similar (see Chapter 3 and section A.3), in the ab-

sence of “noise,” the desired dynamics are expected to be sustained for at least one orbital 

period, after which the orbit wanders into other phase-space neighborhoods (denoted by 

the line with arrows). To remain close to the selected (intrinsically unstable) periodic 

state indefinitely (thereby maintaining a nearly periodic state), low-level control perturba-

tions are needed to prevent the dynamics from wandering away. Continuous control is 

needed to overpower ambient perturbations, since the growth and advection of disturb-

ances leaves the flow origin susceptible to “noise.” The control provides additional ener-

gy at the appropriate frequency components to enhance preexisting feedback and enable 

locking to a specified UPO.  

Figure A.6(a, b) displays return maps from the chaotic jet flow for period-2 and pe-

riod-9 flow states, denoting the stable and unstable directions for the periodic orbit inter-

section on the two-dimensional plane extracted from a time delayed velocity signal em-

bedding; these are the essential unstable fixed points underlying the periodic orbit in the 

chaotic dynamical system. To control the downstream dynamics (i.e., a UPO), appropri-

ate upstream perturbations needed at the receptivity point are determined as described in 

Chapter 3 and section A.3. 

A.5 Discussions of Control Experiments and Results 

The chaos control experimental demonstration results from the jet shown in Chapter 

4 are now discussed. The control effectiveness was evaluated by comparing centerline, 

longitudinal velocity signals u(t) from the controlled and the desired flows. 
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We begin by describing the control of the period-11 flow state. The motivation for 

selecting the period-11 UPOs from cluster-I in Figure A.3(b) was discussed in Chapter 4. 

Single-frequency bulk-forcing is first employed to obtain the chaotic attractor. The con-

trol signal is synthesized from realizations similar to that shown Figure 3.8(b) and low-

pass filtered to minimize the dominant fundamental component. The bulk excitation sig-

nal and that provided at the exit are phase locked at the fundamental frequency. The con-

trol signal is then continuously applied at the nozzle lip with an external gain which is 

increased until the desired UPO is sustained, observed by a downstream centerline probe 

(as in Figure 3.1). The flow was seen to lock on to the selected UPO after a transient dur-

ing which the attractor dynamics seem to wander from other UPOs to the selected orbit. 

For much larger control signal amplitude, a period-11 state was observed which does not 

resemble the desired UPO; i.e., an undesired goal state is obtained. As expected, ceasing 

control causes the flow to revert back to the chaotic dynamics of QCA, showing that the 

low-level control perturbations merely direct the dynamics to the vicinity of the selected 

UPO but do not cause the bifurcation to a new (stable) state. Note that, the desired UPOs 

(e.g., a period-11 flow state) are observed for one or at most a couple of consecutive or-

bital periods in the chaotic flow, while it is sustained indefinitely (with weak modula-

tions) in the controlled flow. 

Figure A.7(a) displays a 2D projection of the positive crossings from a 3D QCA 

Poincarè section (constructed similar to Figure A.2), with the crossings from the con-

trolled period-11 dynamics overlaid (with “x”-shaped symbols); we used a 1500 funda-

mental period long sample from the controlled flow. The presence of about 5 clusters (as 
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opposed to 11, expected for a period-11 orbit) is due to the dominant subharmonic com-

ponent in the signal and the lack of distinct fundamental periods. The spread within a 

cluster due to slight aperiodicities in the controlled flow is discussed later in this section. 

Also shown (see Figure A.7b) are the mutual information from QCA (dotted line) and the 

controlled flow, displaying the rapid loss of information in the chaotic flow and the re-

covery of information, at a delay corresponding to the period-11 orbit, in the controlled 

flow, in addition to an increase of the floor to almost 1 bit (as expected for a periodic 

flow state). Similar results (of period-11 control) were also obtained by using the up-

stream control perturbation estimated by an adaptive filter approximation (see Chapter 3). 

To test the controllability when multiple phase-space bundles of the same period exist, a 

period-11 UPO like that shown in Figure 3.6(c), from cluster-II in Figure A.3(b), was al-

so chosen and its control was shown (see Figure 4.2). Thus, open-loop chaos control was 

shown to be effective even in the presence of more than one type of UPO with the same 

period in the attractor. 

As mentioned in Chapter 4, the control of a period-13 UPO from the second cluster 

with dominant quarterharmonic (see Figure A.3c)) was unsuccessful: the flow frequently 

wandered away from the selected UPO to the flow state shown in Figure 4.3 (which cor-

responds to a different cluster in Figure A.3c). This loss of control seems to be caused by 

the relative stability of the orbits in the neighboring cluster (with orbits corresponding to 

the realizations in Figure 4.3, having a smaller magnitude of the unstable eigenvalue. 

Moreover, the clusters for period-13 UPO crossings are less distinct than those for the 

period-11 UPO [see Figures A.3(b,c)]. “Adaptive” control would be needed to resolve 
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this problem of failure to target a periodic orbit when it occurs close to other periodic or-

bit bundles. 

In addition to ambient perturbations and uncertainty in determining control perturba-

tions, the discrepancies between the controlled flow and the desired UPO [see spread in 

the five Poincarè section clusters (Figure A.7a)] – indicating the occasional drift of the 

dynamics away from the desired UPO – seem to result from the variations among orbits 

in a UPO bundle. The study in §A.2 revealed some scattered UPO crossings in the vicini-

ty of distinguishable clusters. The orbits close to a certain UPO are similar, but not iden-

tical, having variations in amplitude/phase (see Figure 3.6c). Thus, drift of the controlled 

flow is unavoidable. For example, the period-11 UPO found in cluster-I in Figure A.3(b) 

resemble each other in most details except the amplitude and relative phase (with respect 

to the subharmonic) of the isolated fundamental period (also see Figure 3.6c). Conse-

quently, the Poincarè section cluster for the controlled flow (see Figure A.7a) associated 

with the isolated fundamental is spread the most.  

In particular, for UPOs of larger periods ( period-15), the less distinct clustering of 

their crossings renders control quite difficult, resulting in frequent excursions from the 

desired flow. As mentioned in Chapter 4, errors in computing appropriate upstream per-

turbations can also make it difficult to achieve “perfect” control of a UPO, since small 

changes in initial conditions, i.e., upstream dynamics, for this chaotic flow will cause no-

ticeable differences farther downstream. These errors arise from our averaging of UPOs 

in upstream signals or as random errors in the adaptive filtering method. 
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In summary, simple (empirical) representations of the dominant UPOs in a chaotic 

attractor are used to obtain perturbations for controlling specified (periodic) dynamical 

states in the chaotic jet. Successful chaos control was shown experimentally by verifying 

the close match between the controlled orbit and the desired UPO. Use of such an open-

loop chaos control method to sustain otherwise unachievable (i.e., unstable) states is evi-

dent from the pairing suppression demonstrated here for StD > 1, wherein second vortex 

pairing is unavoidable. Control seems to be effective even in the presence of several 

types of UPOs, although this is not always guaranteed. 

The open loop chaos control method presented is sensitive to ambient flow disturb-

ances and empirical modeling errors. As noted earlier in Chapter 4, a feedback control 

strategy, having real-time input about the flow conditions during control, is expected to 

be more “robust.” In particular, the control of UPOs with large periods (e.g., greater than 

period-15) using our open loop method was ineffective in that frequent excursions from 

the selected flow state were noticed; the lack of distinct clusters associated with UPO 

crossings seems to be the cause for this frequent loss of control. It is expected that control 

using feedback will prevent such deviations from the selected (periodic) goal state; ap-

propriate changes for maintaining the chosen goal state can be made to the controller 

(which provides the control perturbations) in real time by sensing the departure of the 

controlled orbit away from the desired orbit. 

The presence of internal feedback in the jet implies that measurements anywhere 

within the spatially coupled domain will reflect the “global” dynamics. Thus, a centerline 

feedback sensor at the flow origin was used to sense the controlled flow in real time and 
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feedback changes to the controller at the flow origin. As a result of spatial coupling, there 

exists a nominally unique relationship between UPOs found in the downstream chaotic 

attractor and those from the attractors analyzed at the flow origin (viz., the nozzle exit 

plane). The flow response to the changes in the control signal will be slightly delayed; 

however, these delays (e.g., for propagation of acoustic perturbations within the excita-

tion system) will be much smaller than the period of the UPO we wish to control. 

The simplest form of (linear) feedback control was used to feed a signal proportional 

to the difference between the controlled flow state (in phase space) and the desired flow 

state. Pyragas (1992) demonstrated similar control in a simple temporal DS. The control 

perturbation, to be provided at the nozzle lip, has the form: ucontrol(t) = *[uUPO(t) - u(t)], 

where ucontrol(t) is provided as excitation at the nozzle lip,  is some adjustable gain, 

uUPO(t) is the upstream footprint of a selected UPO (obtained a priori from a downstream 

signal) and u(t) is the real-time signal from a probe placed close to the jet centerline in 

the nozzle exit plane. This is analogous to feeding back a “tracking error” (between the 

controlled trajectories and the desired orbit). Prior analysis of the downstream attractor is 

essential for goal state identification (in particular, when multiple types of UPOs are pre-

sent). Using the above-mentioned method, two UPOs with relatively large periods (viz., 

period-15, 17) in QCA were controlled, which the open loop chaos control method failed 

to stabilize. In the following section, the dynamical systems tools used in the prior sec-

tions to describe and analyze the chaotic attractors are explained briefly. 

A.6 Dynamical Systems Tools 

Dimension and Lyapunov exponent calculations were performed on Cray Y-MP at 



165 

 

the NASA Ames Research Center. Primarily, three measures were used to describe a 

flow state in phase space. Long time series, about 200,000 points, sampled at sufficiently 

high sampling rates (40 times the significant frequency component) to yield well resolved 

Poincaré sections were used for computing the following, 

(i) Mutual information (MI):  MI is given by 

 I(S,Q) = 
ij
 Psq (si,qj) log { 

Psq (si,qj) 

 Ps (si) Pq (qj)
  } (for discrete signals) , (A.1) 

where Psq, Ps, Pq are the probability density functions of the two signals.  This quantifies 

the correlation between two time traces. In accordance with suggestions of Fraser & 

Swinney (1986) we have used , the first minimum of MI, for time-delay reconstruction 

of the phase space from time traces. We used sample sizes larger than 30,000 points with 

32 bins for all our datasets. Further computational details are discussed by Broze (1992). 

(ii) Correlation dimension (): This provides us with a measure of the geometry of 

the attractor. For a self-similar object, power law scaling, C(r) ~ r, is expected, and 

C(r) = 
N

lim
 

2

1

N
 

N

i j=1
  (r - |Xi - Xj|),     (A.2) 

where  is the Heaviside function, and r is the radius of the sphere in an m-dimensional 

phase-space (Grassberger & Procaccia 1983). Details of the procedure for evaluating , 

computation validation, and choice of the minimum embedding dimension (note, C(r) is 

evaluated for several m) for reporting a value of  are documented in Broze (1992). 
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(iii) Largest Lyapunov exponent (): The exponent quantifies the rate of exponential 

convergence/divergence of trajectories in phase space. A necessary and sufficient condi-

tion for a system to be chaotic is at least one positive Lyapunov exponent, i.e., a direction 

in which the distance between neighboring trajectories increases exponentially. The ex-

ponent is given by 

  =  
N

lim

)0(

)(1

d

td

t
 ,       (A.3) 

where d is the distance between two neighboring trajectories in phase-space. The algo-

rithm developed by Wolf et al. (1985) was used to estimate the largest Lyapunov expo-

nent, in units of bits/sec; normalizing  by the time period corresponding to the dynami-

cally significant frequency provides  in units of bits/orbit. At least 50,000 points on the 

attractor were used for all  and  computations. 
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APPENDIX B 

APPLICATION OF CONTROL APPROACH TO A TRANSITIONAL 

PLANE MIXING LAYER 

The investigation of chaos control in a plane mixing layer is of general interest be-

cause this is a simple prototypical open shear flow (Ho & Huerre 1984). Detailed studies 

of a forced mixing layer revealed low-dimensional chaotic attractors that are strikingly 

similar to those observed in the jet (Narayanan & Hussain 1996). The mechanism of spa-

tial coupling (viz., feedback from vortex pairings) and the local convective instabilities 

are similar to that found in the jet too. The spatiotemporal mixing layer dynamics extend 

from the lip to about x/e  300, wherein nominally two-dimensional vortices transition 

to fine-scale turbulence; e is the exit momentum thickness of the initially laminar 

boundary layer. The transition region is subject to several linear and nonlinear instabili-

ties (see Figure B.1), closely resembling the jet dynamics shown in Figure 1.1. Such simi-

larities in the “global” dynamics strongly support the idea that the nonlinear control 

method developed and earlier demonstrated in the transitional region of an axisymmetric 

jet can be effective in the transitional region of the mixing layer as well. 

By combining temporal dynamical systems methods with a newly proposed spatial 

coupling measure (viz., coherence), low-dimensional dynamics in a forced plane mixing 

layer were identified and described (Narayanan & Hussain 1996). The previous experi-

ments were performed inside an anechoic chamber (at the UH ATL) in an initially lami-

nar plane mixing layer using forcing of the fundamental instability only; the forcing fre-
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quency and amplitude were used as control parameters. Single-frequency forcing was 

provided (acoustically) at the ML lip. Dynamical invariant estimates show that vortex 

roll-up and the feedback-driven first two pairing dynamics are well described by one pe-

riodic and at least two low-dimensional chaotic attractors; a phase diagram delineating 

such dynamical states in the control parameter space was presented in Narayanan & 

Hussain (1996).  The large spatial extents of these feedback-sustained states (verified us-

ing coherence and cross-bicoherence), spanning many instability wavelengths down-

stream, indicate spatial coupling. It was concluded that the transitional plane mixing layer 

(although locally convectively unstable) behaves as a temporal dynamical system. 

B.1 Plane Mixing Layer Facility 

A plane mixing layer facility (schematic shown in Figure B.2) is attached to a 15.25 

cm diameter nozzle of an air jet facility in the air room of ATL. Details of the air room jet 

facility, including documentation of its settling chamber characteristics are provided in 

Husain (1982). The centrifugal blower is driven by a 20 HP Powertron DC motor and a 

Polyspede motor controller. The extended plane mixing layer facility, comprising a circu-

lar-to-square section, a diffuser, a settling chamber, and a 5 cm wide and 50 cm tall rec-

tangular nozzle, is described in Narayanan (1994) and Narayanan & Hussain (1996); a 

38.1 cm long wall extends on one side of the nozzle exit. An enclosed shear layer excita-

tion system (three 4 in, 10 W woofer speakers) was installed close to the shear layer lip 

(see inset in Figure B.2), with sharp-edged aluminum blocks at the exit to enable adjust-

ment for a uniform excitation slit width ( 1 mm). The excitation box walls were padded 

inside with synthetic wool to minimize the acoustic perturbations that escape from the 
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back of the box, thereby providing effective excitation at the nozzle lip; upon acoustic 

excitation, the fluctuation levels recorded by a probe displaced transversely away from 

the lip were found to be an order of magnitude lower those for a probe placed at the lip 

(next to the excitation slit). The excitation frequency was chosen to be 512 Hz to achieve 

the desired Ste range (0.012 – 0.02) with Ue  12 m/s (for which the exit boundary layer 

is laminar). The transfer function of the settling chamber and the contraction was also in-

spected, and no abnormal resonances were detected. 

 

Figure B.1 Schematic of plane mixing layer, displaying nominally 2D vortex dynamics 

and probe locations. 

The exit boundary layer characteristics (see Fig. B.3) indicate "nominally laminar" 

boundary layers (Hussain 1983) for velocities up to 12 m/s, i.e., a shape factor in the 

range 2.5–2.75, low peak turbulence intensity (u'max/Ue  2%), and no discrete fre-

quencies seen in the spectrum recorded in the boundary layer except peaks near 7 Hz (as-

sociated with blower oscillations) and 30 Hz (presumably a room acoustic mode). Note 
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that, the peak turbulence intensity levels in the boundary layer are higher during the air 

room experiments when compared to those measured in the mixing layer when housed in 

an anechoic chamber (Narayanan & Hussain 1996). Measurements of the mean and rms-

fluctuation velocity profiles across the exit boundary layer over a range of flow veloci-

ties, and conditional two-point measurements (revealing minimal interaction between the 

free shear layer and the boundary layer on the wall-side) are reported in Narayanan & 

Hussain (1996). 

In the following, the results from analyzing the chaotic dynamics in a plane mixing 

layer, attached to a large jet facility in the air room of ATL, are presented. Analyses of 

the chaotic dynamics and of the spatial evolution of the flow are similar to that for the jet. 
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Figure B.2 Plane mixing layer facility with shear layer excitation. 



172 

 

 

Figure. B.3 Exit boundary layer characteristics for plane mixing layer. 

 

Figure B.4 Phase diagram for forced mixing layer (reproduced from Narayanan & 

Hussain 1996); area marked with a box denotes parameter space location for 

present study. 
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B.2 Chaotic Dynamics in the Mixing Layer 

A measurement location (x  130 e) where the probe senses footprints of all im-

portant events was chosen. These events are: vortex roll-up (x  50-60 e), first pairing 

(x  110-130 e) and second pairing (x  200-220 e); the precise roll-up and pairing lo-

cations depend upon the forcing frequency and amplitude. The probe's transverse location 

corresponds to U(y)/Ue  95%, where a clear imprint of large-scale events is obtained but 

effects due to small scales or internal vorticity laminations are essentially avoided;  a 

long-prong single-wire probe was used to minimize probe interference (Hussain & Za-

man 1978). The Reynolds number was varied in the range 100 < Ree < 150, for which 

the initial boundary layer is “nominally laminar.” The control parameters used are: the 

Strouhal number Ste ( 
fex e

Ue
 , Ue = exit velocity and fex = excitation frequency) and the 

nondimensional forcing amplitude af; Ue was varied to change Ste. The phase diagram, 

the attractors’ invariants and transitions between dynamical states are extensively dis-

cussed in Narayanan & Hussain (1996). 

The spectral dynamics in the transitional mixing layer are similar to those in the jet, 

wherein saturation of the fundamental frequency (being forced externally) is physically 

realized by vortex rollup and saturation of successive subharmonic frequencies indicate 

vortex pairings (following subharmonic resonance). Feedback from vortex pairings is the 

primary mechanism for spatial coupling in the mixing layer; this was verified from exit 

velocity signals (Narayanan & Hussain 1996). The present use of single-point velocity 
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measurements to describe the mixing layer as a low-dimensional DS was justified using 

spatial coupling measurements. Coherence and cross-bicoherence were used to verify the 

existence of coupling in the flow for substantial spatial extents, viz., x/f  7, (Narayanan 

& Hussain 1996). (Note that 
x

f
   2 Ste 

x

e
 , where f is the fundamental instability 

wavelength.) Thus, even though the flow is physically open, the dynamics are coupled 

over several instability wavelengths; i.e., the flow is spatially coupled and hence dy-

namically closed. 

A periodic state, stable double pairing (SDP), is found for all Ste studied, for suffi-

ciently high af ( 0.15%); Figure B.4 displays the phase diagram for the forced plane 

mixing layer, reproduced from Narayanan & Hussain (1996). A brief investigation in the 

mixing layer facility installed in the air room also reveals a similar distribution of period-

ic and chaotic attractors for the same Ste range but slightly higher af compared to that 

required for the anechoic facility, due to the higher background disturbance levels. The 

vortex dynamics involve forced periodic roll-up and self-excited periodic first pairing (of 

rolled-up vortices) and second pairing (of once-paired vortices). Another low-

dimensional attractor, termed stable pairing, is found for lower af (than for SDP), wherein 

periodic first pairings and chaotic second pairings occur. As a
f
  is decreased from that 

required for SP, two different chaotic states occur for Ste  0.012 (QCA) and Ste < 

0.012 (SCA) (see Figure B.4). The two chaotic states are the quarterharmonic chaotic at-

tractor (QCA) and the subharmonic chaotic attractor (SCA). We choose the former attrac-

tor, i.e., QCA, for further analysis since it captures low-dimensional dynamics of multiple 
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vortex pairings in the flow. The shaded area in Figure B.4 denotes the dominant instabil-

ity frequency band (0.01  Ste  0.013) in an unforced ML. 

QCA. A representative signal and spectrum of the chaotic state for a
f
   0.2%, Ste  

0.017 are shown in Figures B.5(a,b); the similarity with QCA found in the jet is evident 

(see Figure 3.3). Such chaotic dynamics are found in a contiguous neighborhood, i.e., 

QCA appears uniformly anywhere for 0.09% < a
f
  < 0.4% and 0.0165 < Ste < 0.018 (see 

area marked by a box in Figure B.4). The spectrum has sharp sidebands around the sub-

harmonic (marked with a dashed line) indicating nearly periodic modulations of the first 

pairing, due to nearly periodic shifts in the pairing locations upstream and downstream 

(caused by periodic changes in the feedback phase), and a broadband quarterharmonic 

indicating chaotic shifts in the second pairing location. Amplitude modulations in the 

time trace reflect nearly quasiperiodic variations in the induced velocity from pairing or 

once-paired vortices. Vortex roll up occurs after x/e  55, followed by a modulated first 

pairing in the region x/e  90-110, and a chaotic second pairing near x/e  200. Corre-

lation dimension calculations (from time-delay reconstruction) revealed   2.43 (m = 4), 

reasonable scaling region (factor of 2-3) and convergence. Similar calculations using sin-

gular value decomposition-based reconstruction (Narayanan et al. 1997) revealed   3.1 

(m = 4), a larger scaling region (factor of 4-5) and better convergence. The largest Lya-

punov exponent is positive (  0.32 bpo), indicating chaos. 
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Figure B.5 (a) Velocity time trace for chaotic state (QCA) from plane mixing layer; (b) 

Power spectrum for chaotic state (QCA) from plane mixing layer. 
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Figure B.6 Two-dimensional projection of Poincaré section for QCA. 

 
Figure B.7 UPO histogram from QCA. 
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B.3 Unstable Periodic Orbit (UPO) Dynamics 

The UPO identification procedure is the same as for the jet. The chaotic attactor 

(QCA) is reconstructed in the minimum embedding dimension using signal time delays 

and a Poincarè section is chosen to record the UPOs. The u(t+2) = u(t) + u(t+) plane 

was used to obtain the 3D Poincarè section; the time series was 300, 000 data points long 

and was sampled at 20 times the fundamental frequency. Figure B.6 displays the 2D pro-

jection of such a Poincarè section. The histogram of UPOs in Figure B.7 was determined 

from the above Poincarè section with 1  5%, the fraction of the Poincarè section coor-

dinates’ range. The recurrence times were normalized by the fundamental period. 

As observed in the jet, for a selected period-n orbit, Poincarè section crossings were 

found to cluster, indicating the dominance of certain types of UPOs. The clusters were 

identified using the pdf for the number of UPO crossings in the Poincarè section. Clusters 

of crossings for UPOs with large periods are found to be smeared and scattered, as in the 

jet. However, such smearing occurs even for lower period UPOs, and clustering dimin-

ishes for UPOs with periods higher than 11. This seems to result from influence of (ex-

trinsic) low-frequency modulations (arising from wind tunnel acoustics and blower oscil-

lations in the mixing layer facility) on the intrinsic low-dimensional dynamics of the mix-

ing layer. Increasing the embedding dimension of the chaotic attractor could enable 

clearer identification of clusters, which appear smeared in a lower dimensional projec-

tion. 

The transitional mixing layer CS dynamics can also be interpreted in terms of the 
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UPOs found from centerline velocity signals (similar to the jet analyses), assuming nom-

inally 2D vortex dynamics; i.e., the spatial sequence of the vortex dynamics is inferred 

from the velocity trace in the spirit of Taylor’s hypothesis. 

Figures B.8(a-e) display UPOs of several periods extracted from QCA found in the 

mixing layer. The realizations corresponding to period-2 UPOs in Figure B.8(a) display 

dominant subharmonic components in the induced velocity from advecting once-paired 

vortices; the multiple realizations reveal similar UPOs belonging to a Poincarè section 

cluster. The period-4 UPOs in Figure B.8(b) have dominant subharmonic and quarter-

harmonic components from advecting once-paired vortices and vortices undergoing a se-

cond pairing. The second pairing process is inferred from the alternating peak-to-peak 

amplitudes of adjacent subharmonic period segments in the induced velocity signal. Simi-

lar inferences can be drawn for the period-9, 11, 13 UPOs in Figures B.8(c-e). The differ-

ences among UPOs belonging to a cluster become pronounced for the period-11, 13 

UPOs; this is most apparent close to the isolated fundamental period, marked using ‘*’ on 

Figures B.8(d,e). We speculate the physical mechanism for such mismatches to be similar 

to that for the jet (see Chapter 3), involving an unstable configuration of paired and un-

paired vortices. 

In summary, chaotic dynamics in the mixing layer sweep through several unstable, 

nearly periodic, states. The above results also support the expectation that orbits neigh-

boring low-order UPOs evolve similarly (in trajectory “bundles”). The presence of UPO 

“bundles” signifies preferential occurrence of certain sequences of CS formation and in-

teractions, which can be controlled using low forcing levels. Orbits crossing distinct clus-
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ters are averaged, removing slight variations in amplitude/phase, to reveal the underlying 

UPO. In the following section, such averaged representations of selected UPOs will be 

used to determine appropriate upstream control perturbations.  

 

 

Figure B.8 (a) Period-2 UPO from a QCA Poincare section cluster; (b) Period-4 UPOs 

from a QCA Poincaré section cluster. 
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Figure B.8 (c) Period-9 UPO’s from a QCA Poincaré section cluster; (d) Period-11 

UPO’s from a QCA Poincaré section cluster. 
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Figure B.8 (e) Period-13 UPO’s from a QCA Poincaré section cluster. 
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Figure B.9 (a) Upstream perturbations for controlling period-2 UPO’s; (b) Upstream per-

turbations for controlling period-4 UPO’s; (c) Upstream perturbations for con-

trolling period-9 UPO’s. 
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B.4 Method for Determining Control Perturbation 

The feedback from downstream pairing dynamics, i.e., spatial coupling, implies that 

an upstream velocity signal at the mixing layer origin will contain footprints of all the 

UPOs detected in the downstream chaotic attractor. Thus, “direct” analyses of close-

returns in the upstream signal, sampled simultaneously with the downstream signal, 

should reveal (unstable) periodic orbits; this procedure for identifying upstream footprints 

of downstream dynamics is the same as that used in the jet. For the two-point velocity 

measurements discussed below, a hot-wire probe is positioned at an angle at the nozzle 

exit on the high speed side of the exit shear layer, and a second long prong probe is sta-

tioned (also positioned at an angle to minimize probe interference effects) on the high 

speed side of the mixing layer at x/e  130. 

The distribution of UPO signatures at the nozzle exit plane (not shown) resembles 

that in Figure B.7 (for the downstream signal). Clusters (as well as trajectory bundles), 

like those analyzed in the previous sections, are found for this upstream signal as well. To 

identify the upstream signal segment corresponding to a UPO detected downstream, sig-

nals sampled simultaneously at two points are analyzed. Whenever a UPO crosses a cho-

sen Poincarè section cluster recorded downstream, a realization from the upstream signal 

for the UPO period is extracted, assuming that feedback is instantaneous and is dominant 

compared to background disturbances (evidenced by strong spatial coupling). These real-

izations from the upstream signal are then averaged to obtain a perturbation that will 

guide the downstream attractor dynamics to the vicinity of the desired downstream UPO. 

Figures B.9(a-c) display repeated realizations (to better illustrate the underlying periodic-
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ity) of induced velocity perturbations associated with period-2,4,9 orbits in the upstream 

signal. The variations in the peak-to-peak amplitudes of the dominant fundamental peri-

ods are footprints of the downstream CS dynamics. The low frequency modulations, evi-

dent in the upstream footprint for period-9 UPOs (see Figure B.9c), is responsible for the 

smearing of Poincarè section clusters downstream.   

For control, this perturbation is provided continuously (with sufficient amplitude) at 

the nozzle lip. Since shear layer excitation (by single frequency forcing) is already pro-

vided to establish QCA, the fundamental frequency component must be eliminated from 

the modeled upstream perturbation for control. 

B.5 Experimental Results from Control of Mixing Layer 

To control selected (unstable) periodic states underlying the mixing layer chaotic 

dynamics, the control method used in the jet is applied, utilizing the presence of UPOs 

and their “bundles”. Control is achieved by maintaining the dynamics near the selected 

UPO after the chaotic trajectory comes near the selected UPO. The appropriate upstream 

perturbations needed to maintain the downstream dynamics near a UPO were determined 

in the previous section. Since a chaotic trajectory visits all UPOs, in a long enough time 

interval the attractor dynamics will come near each UPO; in particular, the “dominant” 

UPOs are visited frequently. Evolutions of orbits close to a UPO being similar, the de-

sired dynamics would be self-sustained for at least one orbital period. Low-level control 

perturbations are then needed to prevent the dynamics from wandering away due to the 

unstable nature of the selected orbit. For a chaotic state, although UPO perturbations 

(primarily from pairings) are fed back to the origin, none of them are strong enough to 
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sustain phase-locking. The control provides additional energy at the appropriate frequen-

cy components to enhance preexisting feedback and enable phase-locking to a specified 

UPO. 

Period-2,4,9,11 UPOs (see Figures B.10(a-d)) were selected to demonstrate the cha-

os control method in the plane mixing layer. The control signal is synthesized from reali-

zations similar to those shown Figures B.9(a-c), and low-pass filtered to minimize the 

otherwise dominant fundamental component. The single frequency excitation signal and 

the control signal provided at the exit are phase-locked at the fundamental frequency. 

Single-frequency forcing is first employed (at af  0.2% and Ste  0.017) to obtain QCA. 

The control signal is then continuously applied at the nozzle lip with an external gain 

which is increased until the desired UPO is sustained, observed by the downstream probe 

(as in Figure B.1); the flow is seen to lock on to the selected UPO after a transient during 

which the attractor dynamics wanders among other UPOs. Ceasing control causes the 

flow to revert back to the chaotic dynamics of QCA, showing that the low-level control 

perturbations only maintain the dynamics near the selected UPO and do not excite a new 

(stable) periodic state. 

Figure B.10(a) displays a velocity time trace from controlling the period-2 UPO at 

x/e = 130; the inset above also displays the period-2 UPO from the uncontrolled (chaot-

ic) flow (denoted by a solid line) matching well with the a segment (denoted using sym-

bols) from the controlled flow velocity signal. Note that, the desired period-2 UPO (in the 

inset) is observed only for one orbital period in the chaotic flow, while it is sustained in-

definitely (with weak modulations) in the controlled flow. The low-level control energy 
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provided is seen in the upstream control signal used (see Figure B.9a), with a dominant 

fundamental component and relatively smaller subharmonic perturbations. With the ex-

ception of weak modulations, the controlled flow is periodic (Figure B.10a). Similarly, 

the control of period-4 and period-9 UPOs is seen in Figures B.10(b,c), which show sig-

nals from the controlled flow and comparisons with the desired flow states. (Note that, 

the period-4 flow state controlled here appears in the phase diagram as a periodic attrac-

tor (SDP in Figure B.3) for 5-10 times higher af.) The control of the period-2 UPO has 

implications for turbulence suppression via inhibition of the second pairing. Such pairing 

suppression may be used to control flow separation during slot injection over airfoil (to 

improve aircraft maneuverability); near-wall separation, induced by energetic large-scale 

vortices, can be delayed by inhibiting shear layer interactions. Controlling vortex pairings 

in free shear flows may also permit control of small-scale transition to turbulence for 

mixing control (Schoppa et al. 1995). The use of chaos control for turbulence suppression 

in the jet was discussed in Chapter 5. 

The control of the period-11 UPO was unsuccessful in that the flow frequently wan-

dered away from the selected UPO to chaotic behavior. The inability to control period-11 

or higher order UPOs seems to be caused by the increasing influence of ambient pertur-

bations (in particular, low frequency modulations from the facility), producing higher 

dimensional modulations. Note that, the clusters for period-11 UPO crossings are less 

distinct than those for the period-2,4,9 UPOs. “Adaptive” control may be needed to re-

solve this problem of failure to target such goal states of high order periodicity. UPOs 

with periods larger than 11 have significant spectral content at low frequencies, for which 
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the corresponding three-dimensional modes can be as unstable as their two-dimensional 

counterparts. Thus, three-dimensionality can become dominant earlier in x, causing ape-

riodic modulations that cannot be controlled by low-level two-dimensional perturbations. 

 
Figure B.10 (a) Velocity signal for a controlled period-2 flow state; inset shows compari-

son with period-2 UPO in chaotic flow (solid line). 
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Figure B.10 (b) Velocity signal for a controlled period-4 flow state; inset shows compari-

son with period-4 UPO in chaotic flow (solid line). 
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Figure B.10 (c) Velocity signal for a controlled period-9 flow state; inset shows compari-

son with period-9 UPO in chaotic flow (solid line). 

To summarize, the chaos control method developed for the jet was successfully 

demonstrated in a mixing layer. Low-level perturbations were used to control selected 

(unstable) periodic flow states underlying a low-dimensional chaotic attractor. Success in 

the mixing layer control experiments provides hope that a similar chaos control method 

may be used in other open shear flows (e.g., wakes, wall jets, boundary layers). 
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APPENDIX C 

SPATIAL COUPLING MEASURE FOR INHOMOGENEOUS DY-

NAMICAL SYSTEMS 

Coherence was proposed as a tool to quantify spatiotemporal dynamics, in particular, 

in spatially inhomogeneous dynamical systems (Broze et al. 1997). Coherence was 

demonstrated to be an appropriate measure of predictability and, hence, spatial coupling 

in nonlinear systems, using analysis and via experimental results from a circular jet flow. 

Coherence measurements reveal sizable regions of strong spatial coupling in this spatially 

developing open flow, in contrast to much smaller coupling regions indicated by conven-

tional correlation. Decaying coherence, indicating spatiotemporal dynamics, is also found 

in the jet, and possible mechanisms are discussed. In addition, the causes for coherence 

decay are explained analytically. The following analytical formulation, computation and 

demonstration results have been extracted from Broze et al. (1997). 

C.1 Coherence Analytical Formulation 

Experimental studies of spatially extended dynamical systems (Cross & Hohenberg 

1993) utilize the idea of spatial coupling. Coupling throughout the domain indicates tem-

poral dynamics (permitting the capture of dynamics through single-point measurements), 

while its spatial decay indicates spatiotemporal dynamics (requiring simultaneous meas-

urements at multiple locations). The number and locations of probes required to describe 

the dynamics adequately depend on the spatial extent of coupling and the domain size, 

thus necessitating spatial coupling measurements. Devising an appropriate measure of 
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spatial coupling is the goal of this study. 

Inhomogeneous systems are typified by spatially varying dynamical quantities, e.g., 

modal amplitude and phase. Single-mode systems can be described by a single frequency, 

mode shape, and phase speed, or, phase envelope. In contrast, multimode systems have a 

spectrum of mode shapes and phase speeds, making the dynamics, particularly complex 

mode interactions, much more difficult to describe. In this study, we address the spatio-

temporal dynamics of inhomogeneous multimode systems. Such systems are common 

and of major scientific and technological interest, e.g., in open-flow hydrodynamics. 

Measures often used in homogeneous spatiotemporal systems, e.g., correlation 

length (Cross & Hohenberg 1993, Gollub & Ramshankar 1991) and dimension density 

(Mayer-Kress & Kurz 1987), may be inapplicable to inhomogeneous systems due to their 

spatially varying length and time scales. Ordinary coherence and cross bicoherence were 

used to infer spatial coupling in a plane mixing layer, an inhomogeneous open flow (Na-

rayanan & Hussain 1996). Spectra and bispectra (from which coherence is derived) were 

previsouly used to describe energy transfer among frequencies (accompanying transition 

to turbulence) in plasmas (Ritz & Powers 1986), in free shear layers (Miksad et al. 1983) 

and in a Poiseuille-profile jet (Bonnetti & Boon 1989). However, for the first time, co-

herence is shown here to be a reliable measure of spatial coupling. 

The following is organized as follows. First, coherence is shown to be a measure of 

“predictability” and of spatial coupling in dynamical systems. Coherence is compared 

with conventionally used correlation, and the causes of its spatial decay are analytically 

illustrated. A coupling measure for quadratically nonlinear systems is formulated (which 
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can be extended to higher-order, e.g., cubic and quartic, systems). Following this, exper-

imental measurements of coherence and correlation are used to analyze spatiotemporal 

dynamics in an open flow (viz., a circular jet), and possible physical mechanisms for the 

observed coherence decay are analyzed. 

Coupling in linear and nonlinear systems. By spatial coupling we mean that the dynamics 

at one location can be predicted using measurements at another. This implies the exist-

ence of an underlying predictive function or a dynamical system (perhaps low dimen-

sional).  

Linear Model. For a linear system, the transfer function H(f) is used for prediction (Fig-

ure C.1).  Here, we employ standard signal processing formulations with one important 

distinction: the input x(t) and output y(t) signals are from spatially separated probes. It is 

indeed this distinction which permits the interpretation of coherence as a measure of the 

spatiotemporal dynamics. 

In an ideal (i.e., single-input, noise-free, linear) system with known H(f) and input, 

one can predict the output signal, Fourier transform and power spectrum respectively: 

y(t) = h(t) * x(t), (C.1a) 

Y(f) = H(f) X(f), (C.1b) 

and 

Gyy(f) = |H(f)|2 Gxx(f), (.C1c) 

where h(t) is the impulse response, H(f) = Gxy(f)/Gxx(f), Gxy is the cross-spectrum, and 
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Gxx and Gyy are the autospectra. Inserting H(f) into (C1c) and normalizing by Gyy(f), one 

obtains the coherence spectrum (called "coherence" or "ordinary coherence"): 

 2
xy(f) = 

|Gxy(f)|2

 Gxx(f) Gyy(f)
     1. (C.2) 

Given H(f), an ideal system is completely predictable and hence has unity coherence. 

Coherence and Predicted Energy. In experiments, spectral quantities are estimated (de-

noted by "^") from ensemble averages. The estimated  G
^

 xx and G
^

 xy can be used to pre-

dict the output spectrum ("~" indicates prediction): G
~

 yy = |H^  |2 G
^  

xx  =  
|G
^

xy|
2

G
^

xx

 , yielding 

the coherence estimator: 

 
^
 2xy = 

G
~

yy 

G
^

yy

  = 
|G
^

xy|
2

G
^

xx G
^

yy

  . (C.3) 

Thus, the estimated coherence is a frequency-by-frequency ratio of the predicted to the 

measured output energies. Moreover, since G
~

 yy is evaluated from G
^

 xx measurements a 

different location, coherence is a measure of spatial coupling. High coherence ( 1) indi-

cates strong coupling, while its difference from unity indicates the fraction of un-

predictable output energy, i.e., the loss of coupling. Further, since |H^  |2 = 
^
 2xy  Gyy

^  
  / 

Gxx
^  

 , time series prediction also depends on coherence. Note that the estimation errors 

can be arbitrarily reduced given sufficiently large datasets (Bendat & Piersol 1986) and 

need not contribute significantly to coherence decay. (Henceforth, we will drop the caret 
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" ^ " since all spectra discussed are estimated.) 

Comparison of Coherence and Correlation Function. Correlation length  was used 

(Cross & Hohenberg 1990) to categorize dynamical systems as "large" (viz., spatiotem-

poral) or "small" (viz., spatially coupled) when  / ~ 1 or  >> 1 respectively (where 

is some dynamically significant length scale). However, in spatially inhomogeneous 

systems (e.g., free shear flows), spatial growth rates and phase speeds of the various in-

stability modes differ, making correlation inadequate for coupling measurements. Con-

sider the simple example of a completely predictable one-dimensional spatiotemporal 

system with input u(x,t) and output v(x,t): 

 u(0,t) = a cos 1t + b cos 2t, and v(x,t) = c(x) cos 1t + d(x) cos 2t. (C.4) 

Since u is at the origin x = 0 and u = v for zero spatial separation, the coefficients a = 

c(0) and b = d(0). Using any input u, and H(f) derived from (C4), v can be predicted ex-

actly.  Applying (C3) to (C4) yields 2
uv(1) =  

(ac)2

a2
 c2   = 1 and 2

uv(2) = 
(bd)2

b2
 d2  = 1, irre-

spective of the spatial variation of c and d. Thus, coherence is unity at the relevant fre-

quencies and, as expected, the spatial coupling extends as far as the evolution in (C4) is 

obeyed (i.e., to infinity, in principle). Note that even correlation will correctly indicate 

spatial coupling in a multimode system provided modal amplitude ratios and phase dif-

ferences do not vary in space (not the general case). 

Using the cross-correlation coefficient defined as uv() = [Ruv()/u v] (where 

Ruv() is the cross correlation,  are the standard deviations, and signals u and v have ze-
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ro mean), we obtain: uvmax = 
Ruv(0)

u v
   = 

(ac+bd)

[(a2+b2)(c2+d2)]1/2     1. Thus, uvmax  1 only 

if c/a = d/b, i.e., each frequency is (spatially) amplified identically. Note that, although 

Guv(f) = 2 


-
Ruv() e-j 2f di.e., the cross-correlation and the cross-spectrum are a 

Fourier pair), additional information is obtained from 2
uv(f) due to its normalization by 

spectra (which differ at each frequency) rather than by constants as in uv(). A frequent-

ly used measure of spatial coupling – correlation length – is based on correlation, which 

is expected to decay as uvmax
(x) ~ e

-x/
; i.e., over a distance x=,  decays to e

-1
 ( 37%) 

of its original value. At what correlation value, and, hence, what value of x/, can two 

signals still be considered coupled? This being an unresolved issue, comparisons of co-

herence is restricted to correlations only. 

As a simple example, consider the amplitude evolution of c(x) and d(x) to be expo-

nential and omit spatially dependent phases. Such exponentially growing amplitudes are 

commonly found in the initial (instability-dominated) regions of shear flows such as mix-

ing layers and jets (Narayanan & Hussain 1996). Consider coherence for spatially grow-

ing waves (Figure C.1) with a/b = 10 and c/d = 0.5 at x/ = 2, typical of amplitude ratios 

(of a fundamental frequency and its subharmonic) observed in free shear flows (Husain & 

Hussain 1995). Again, coherences at both frequencies remain unity throughout the do-

main, while uvmax
 rapidly decays, with /  1, suggesting a limited spatial extent of 

coupling even when the dynamics are completely predictable. 

Downstream (relative) shift among frequency component waves of different fre-
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quencies in dispersive systems also causes low correlation at all time delays. However, 

since coherence only depends on phase variations (from one realization to another) at 

each frequency, it can accurately detect spatial coupling in such systems. 

 

Figure C.1 Correlation decay for a fully coupled spatially developing system. 

Coherence Decay. Coherence can be less than unity due to measurement noise, unmeas-

ured uncorrelated additional inputs, or nonlinearity (Bendat & Piersol 1986); since meas-

urement noise can be minimized, its effects will not be considered here. Expanding (C3) 

in terms of ensemble-averaged Fourier spectra and substituting amplitude and phase de-

compositions of the form Xk = xk exp(ixk), Yk = yk exp(iyk) and k = yk-xk, we 

can isolate the effects of amplitude and phase jitter on coherence. (By “jitter” we mean 

random variations of a dynamical variable.) 

To study amplitude jitter, we fix phase difference k in all realizations and obtain 
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 2
xy = 

< xk  yk> 2

< x2
k>  < y2

k> 
    1, (C.5) 

where the ensemble-averages are defined by < uk> = 
1

N 
k=1

N

  uk ,  k is the realization num-

ber and N is the ensemble size. This becomes an equality if yk = r xk for all k; i.e., the ra-

tio r of the output to input amplitudes can vary with frequency but must be fixed for all 

realizations (in contrast to the requirement that r = constant for all frequencies for uvmax 

 1). As a simple example, assuming that yk = rk xk and rk is distributed uniformly on the 

interval [0,1], uncorrelated with xk, with mean r and variance r
2, we get 2

xy = r
2 / 

(r
2 + r

2), which decays with increasing r
2. 

To examine phase jitter, we hold amplitudes xk and yk fixed and obtain 

 2
xy = |< eik> |2 = |< cosk + i sink> |2  1. (C.6) 

Note that it is the difference k, not the individual phases yk or xk, which affects coher-

ence. Coherence is unity only if k is constant in all realizations.  Consider k =  + s k, 

with constant  and a random variable k distributed uniformly on the interval [0, 2]. 

Here, 2
xy = sin2 s / (s)2, which decays to zero as s  1. 

Nonlinear Model. For nonlinear systems, ordinary coherence 2
xy may fall below unity, 

but this does not necessarily imply that the dynamics are less predictable. Coupling can 

be measured using a nonlinear system model (Figure C.2) and its coherences (Ritz & 



199 

 

Powers 1986). The procedure outlined below is applicable to systems of arbitrary order; 

after constructing the system model, sufficient moments and inner products can be taken 

to extract transfer functions and/or coherence. However, the mathematical complexity 

and computational expense grow drastically with increasing order. The discussions will 

be restricted to second-order (i.e., to triad interactions); higher-order computations are 

justified only if (i) knowledge about the dynamics indicates their presence or (ii) second-

order results are substantially different from linear coherence. 

The quadratic system model is 

Y(f) = L(f) X(f) + 
f1 ≥ f2

  Q(f1,f2)
 X(f1) X(f2)  ;   f1 + f2 = f. (C.7) 

It is represented in terms of the linear and quadratic transfer functions L(f) and Q(f1, f2) 

respectively; the first term on the right side represents linear energy transfer to the output 

at f, and the second term represents the cumulative contribution of all triad interactions to 

the output at f. Due to symmetry with respect to f1 and f2, the summation in (C7) is re-

stricted to f1  f2. 

 

Figure C.2 Schematic of nonlinear system model. 
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Multiplying (C7) by its complex conjugate, ensemble-averaging and then normaliz-

ing by Gyy(f) yields the total coherence: 

2

T
(f) = 

1

Gyy(f) 
  [|L(f)|2 Gxx(f) + 

f1 ≥ f2

  |Q(f1,f2)|
2

 D(f1,f2)  + 

 2 Re {L(f) 
f1 ≥ f2

  Q*(f1,f2) A*(f1,f2) }]  1, (C.8) 

where A(f1,f2) = <Xk(f1) Xk(f2) X*
k(f)> (the auto-bispectrum) and D(f1,f2) = <|Xk(f1) 

Xk(f2)|2>; this assumes negligible fourth-order moments <Xk(f1) Xk(f2) Xk*(f1') Xk*(f2')> 

(with f1 + f2 = f1' + f2' = f), unless f1 = f1' (Ritz & Powers 1986).  Estimation errors are 

neglected for large ensembles. 

Although each term in (C8) is subject to (possibly misleading) physical interpreta-

tion, to measure spatial coupling we need only 2

T
(f).  As in the linear system, total co-

herence indicates the predictability of output energy using measured input energy; when 

the input and output measurements are spatially separated, total coherence is a measure 

of spatial coupling. 

Taking moments of (C7) with respect to X*(f) and X*(f1') X*(f2'), and ensemble-

averaging gives two coupled equations for L and Q respectively (Ritz & Powers 1986), 

which can be substituted into (C8) to obtain the following new explicit formula for total 

coherence: 
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 2

T
(f)  =  2(f)  

    







1 – 

f1 ≥ f2

 (f1,f2)  
2

 1 – 
f1 ≥ f2

  2(f1,f2)  
   + 

f1 ≥ f2

  2(f1,f2)   , (C.9) 

where 2(f) is the ordinary coherence, 2(f1,f2) = 
|A(f1,f2) |

2
 

D(f1,f2) Gxx(f) 
  (the auto-bicoherence) ,  

(f1,f2)  =  
C*(f1,f2)  A(f1,f2)

D(f1,f2) Gxy(f) 
  , C(f1,f2) = <Xk(f1) Xk(f2) Y*

k(f)> (the cross-bispectrum), 

and 2(f1,f2) = 
|C(f1,f2)|

2

D(f1,f2) Gyy(f)
   is the cross-bicoherence.  Note that this new result does 

not require computationally intensive L or Q calculations to evaluate 2

T
(f) (Ritz & Pow-

ers 1986, Kim & Powers 1988).  Further, if A(f1,f2)  0, 2

T
(f) reduces to the sum of 2(f) 

and  2(f1,f2) (simplifying computations considerably). In fact, even in the presence of 

substantial A(f1,f2), further (heuristic) analyses suggest that a sufficient condition for high 

2

T
(f) is high values of both 2(f) and  2(f1,f2). 

For negligible auto-bicoherence, analytical results for total coherence decay can be 

obtained, analogous to the linear case: fixed amplitude ratios and phase differences give 

high values of total coherence, and amplitude/phase jitter cause its decay. Similar results 

are expected when auto-bicoherence is high, but analysis is difficult; this was verified by 

examining some synthetically generated examples as shown below. 

This completes the formulation of a spatial coupling measure (viz., 2

T
) for a quad-
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ratically nonlinear system. In contrast to prior methods, we provide an explicit and easily 

calculable formula for 2

T
. 

The causes of coherence decay are difficult to interpret when auto-bicoherence is 

high. To investigate this, we used synthetic input and output signals (e.g., from spatially 

separated probes) of the following form. 

u(t)|x=x1 = akcos(1t + ak) + bkcos(2t + bk) + ckcos(t + ck) + dkcos(t + dk) + nu(t) 

v(t)|x=x2 = ekcos(t + ek) + fkcos(t + fk) + nv(t), 

where  = 2f, and nu(t) and nv(t) are low-amplitude band-limited white noise (at least 50 

dB below 1, 2, and  peaks). For simplicity, the two signals are provided significant 

energy only at three frequencies. 

The key effects we expect to capture in these signals are (i) linear energy transfer at  

between the dk and fk terms, (ii) auto-bicoherence at 1 + 2 =  using the ak, bk and ck 

terms, and (iii) quadratic energy transfer to w using the ak, bk and ek terms. To ensure 

high auto-bicoherence, the amplitude ratio akbk/ck and the phase differenceck – ak –

bk are kept constant; 
2
(f1,f2)  0.99 for all cases. Pseudo-random number generators 

produced amplitudes and phases with uniform distribution in the ranges [0,1] and [0,2], 

respectively. At least 200 records of 1024 samples were averaged with a 2 Hz frequency 

resolution. 

We consider three cases: full coupling, amplitude jitter, and phase jitter. For full cou-

pling (see case I, Table I), we eliminate jitter by holding phase differences (fk – dk and 
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ek – ak – bk) and amplitude ratios constant (dk/fk and akbk/ek) for each realization. As 

expected, 
2

T(f)  1, indicating strong coupling and hence nearly complete predictability 

of v(t). To investigate amplitude jitter (case II, Table I), we hold the phase differences 

constant, while the amplitude ratios have independent, random variations on the interval 

[0,1]. The drop in 
2

T(f) indicates a loss of coupling. For phase jitter (case III, Table I), 

we hold amplitude ratios constant, and qk, hence, the phase differences k = s k, are al-

lowed random variations in the range [0,2], where s = 0.6. (As shown before, s = 1 

yields 0 for all coherences.) The low 
2

T(f) indicates coupling decay, hence, poor predict-

ability of v(t). For high 
2

T(f), notice that both 
2
(f) and 

2
(f1,f2) are high, while low 

2
T(f) 

is associated with low 
2
(f) and 

2
(f1,f2). 

Table I. Effects of amplitude and phase jitter on coherences. 

Case No. Case type 
2

T(f) 
2
(f) 

2
(f1,f2) 

I Fully coupled 0.999 0.999 0.999 

II Amplitude jitter 0.715 0.460 0.389 

III Phase jitter 0.386 0.322 0.285 

C.2 Coherence Computations 

The 2

T
(f) estimation using (C9) is made quite difficult by two problems: noise and 

spectral leakage. The summations in (C9) contain many terms (up to 512 here), depend-

ing on the frequency resolution. Noise and random estimation errors at all frequencies 
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cause residual values whose accumulation yield poor estimates of 2

T
(f). Since the ran-

dom error for spectral estimation scales as N-1/2 (where N is the ensemble size), the cu-

mulative error can be significant even when N is large (e.g., 102 – 104); to minimize the-

se errors, we used a threshold of (2/N)1/2 on all spectra/bispectra. Data windowing causes 

leakage of coherent energy into frequencies neighboring significant coher-

ence/bicoherence peaks, causing summations including these frequencies to be errone-

ously high. After testing different windows, we found rectangular windows (suggested by 

E.J. Powers, private communication) to have minimal coherent sideband leakage. 

Auto-bicoherence was computed using 200 realizations of a synthetic signal with sig-

nificant energy at a single triad, f1 + f2 = f, and low-amplitude random noise. The auto-

bicoherence sum S = f1f2 
2
(f1,f2) is ideally equal to unity. This sum was evaluated after 

applying rectangular (R) and Hanning (H) windows, yielding SH = 4.21 and SR = 2.04 

[with 
2
(f1,f2)H ~ 1 at two frequencies around the true peak]. After applying thresholds, 

SH = 3.00 and SR = 1.00. Although the noise contribution is reduced, SH is clearly still in 

error (due to spectral leakage). 

In processing the experimental data, it was found that using a relatively small num-

ber of realizations (e.g., 100 records) for spectral averaging resulted in 2

T
(f) exceeding 1 

(its theoretical upper bound). In fact, even after the number of realizations was increased 

to 400, such excursions were not completely eliminated (evident in results from the jet 

experiments shown later). These errors can be attributed to noise. In practice, it may not 
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always be possible to select a threshold which eliminates all noise while preserving all 

signal contributions. In general, increasing the number of realizations should diminish 

these excursions. For the stable double pairing flow state at x/D  3.75, calculations 

yielded 2

T
(f/2)  1.14 using 100 realizations, but 2

T
(f/2)  1.07 using 400 realizations. 

Also for the stable double pairing state, at x/D  3.25, 2

T
(f/4)  1.14 using 100 realiza-

tions, but 2

T
(f/4)  0.992 using 400 realizations. 

C.3 Physical Mechanisms of Coherence Decay in Free Shear Flows 

As addressed before, coherence decay (indicative of coupling loss) can result from 

amplitude and/or phase jitter. However, the physical mechanism for such jitter may differ 

among dynamical systems. In the following, some such mechanisms are discussed in the 

context of jet flows; similar arguments may apply to other open shear flow as well, such 

as wakes and mixing layers. 

Amplitude jitter. An example of how amplitude jitter may occur in a jet is illustrated in 

Figure C.3, where the spatial development of the amplitude of an instability mode (viz., 

Kelvin-Helmholtz) is sketched for two realizations from an ensemble of different initial 

amplitudes; the saturation amplitudes of these modes are known to relatively insensitive 

to the initial amplitudes (Husain & Hussain 1995). The input amplitude uk at f is meas-

ured at the origin xo. In the first case, the output fundamental spectral amplitude vk is 

measured at xl in the linear range; hence, the ordinary coherence 
2

uv = 1 (assuming con-

stant phase shift at f between xo and xl) since the amplitude ratio vk/uk is constant is each 
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realization [see (C5)]. In the second case, the output spectrum is measured at xnl in the 

nonlinear range, where u has reached its saturated value usat. Here, the amplitude ratio 

usat/uk varies from one realization to another, and 
2

uv < 1. Similar effects may occur for 

the subharmonic and the quarterharmonic as well. 

Phase jitter. Coherence can be affected by variations of the phase difference (between 

individual frequency components) in several ways; here, two such effects are illustrated 

by examining the spatial development of a resonant subharmonic wave (Figure C.4) in a 

jet flow. When the fundamental wave (not shown) reaches a critical amplitude at xo, it 

resonates nonlinearly with and reinforces the subharmonic, thus modifying the subhar-

monic spatial growth rate (depending on , the phase difference between the two waves) 

(Husain & Hussain 1995). First, consider the coherence at f/2 between the signals at xo 

and x1: phase jitter will be absent if the subharmonic phase speed is independent of . 

Nevertheless,  variations (due to detuned feedback) result in amplitude jitter at x1 and, 

hence, coherence decay. In contrast, there is no amplitude jitter between xo and x2, but the 

phase after saturation (i.e., at x2) may not be linearly related to the phase prior to the on-

set of resonance (i.e., at xo). This phase jitter will also result in coherence loss. Phase jit-

ter may also be caused by the development of three dimensionality. The three-

dimensional effect sketched in Figure C.5 (showing two realizations of advecting recti-

linear vortices) is analogous to azimuthal instabilities of ring vortices, but is more easily 

understood in a planar configuration. In both realizations, the trailing vortex is rectilinear 

(or nearly so), but a spanwise instability (of fixed wavenumber but arbitrary phase) has 

grown on the leading vortex as it moved downstream. Coherence at the vortex passage 
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frequency will fall below unity since the phase shift k between u(t) and v(t) varies from 

one realization to the next. Not that, in this case, the phase jitter is due to an unknown 

input (viz., the disturbances which trigger the three-dimensionality). If the spanwise dis-

turbance is present on the upstream vortex, even at low amplitudes, additional spawise-

separated probes at the upstream location might provide sufficient information to make 

the downstream distortion predictable (using multi and partial coherences, Bendat & 

Piersol 1986). 

 

Figure C.3 Spatial development of an instability amplitude for a pair of realizations, illus-

trating an amplitude jitter mechanism in free shear flows. 

 
Figure C.4 Spatial development of the amplitude of a resonant subharmonic wave for dif-

ferent phases i, illustrating mechanisms for amplitude and phase jitter in free 

shear flows. 
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Figure C.5 Illustration of phase jitter due to random three-dimensional disturbances on 

rectilinear vortices in a place free shear flow; the downstream phase at the 

vortex passage frequency [in v(t)] is different in the two realizations. 

 

Figure C.6 Spatial evolution of total coherence 
2
(f) and peak correlation coefficient 

x1x2max for SDP; high 
2
(f) at all f indicates strong spatial coupling for x/D < 

4. 
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Figure C.7 Spatial evolution of total coherence 
2
(f) and peak correlation coefficient 

x1x2max for QCA; strong coupling is evident (from high 
2
(f)) for x/D < 4. 

C.4 Measurements of Spatial Coupling in the Jet 

We now present cross-correlation and total coherence for a periodic flow state stable 

double pairing SDP (at af  2.4%, StD  1.2) and a chaotic flow state quarterharmonic 

chaotic attractor QCA (at af  1.4%, StD  1.2), measured using hot-wire probes; data-ac-

quisition was performed using a 12-bit A/D converter on a Masscomp MC6650 comput-

er. The periodic and chaotic states were described in Chapter 3 and Appendix A. The ref-

erence probe was positioned near the jet exit (x/D  0) and displaced radially by 0.2 D, 

with long prongs to keep the probe body out of the jet core minimizing probe interference 

and wakes (Hussain & Zaman 1978); a second probe (aligned with the jet centerline) was 

traversed downstream at intervals of x/D  0.25. 

Cross-correlation. The peak cross-correlation coefficient x
1
 x

2
 max

 for both attractors 

decay rapidly (Figures C.6 and C.7), falling below 0.5 by x/D = 1. This decay is primarily 
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due to rapid spatial variation of the ratio of the fundamental and the subharmonic ampli-

tudes (as argued in the previous section). Correlation diminishes well before the mini-

mum expected coupling distance of x/D  2.5 (i.e., the second pairing location). 

Total Coherence. To analyze total coherence 2
T(f) for the dynamically significant fre-

quencies noted in the power spectra of SDP and QCA, 400 records of 1024 samples were 

averaged with a frequency resolution of 2 Hz. Since the sources of f/2 and f/4 at the jet 

exit are presumably feedback from pairings, it is reasonable to expect that spatial cou-

pling will extend at least as far as the pairing locations (and perhaps beyond, unless there 

are significant effects from new instabilities whose origins were not measured). 

SDP. Total coherences at f, f/2 and f/4 remain high ( 0.8) as far as x/D  4, 5 and 7 re-

spectively (Figure C.6), indicating spatial coupling well beyond the second pairing lo-

cation. As previously noted, this is not surprising provided new unmeasured events do 

not occur, i.e., events whose origins are under resolved or undetected at the first location 

(e.g., three-dimensional secondary instabilities). Although theoretically bound by unity, 

2
T(f/2) and 2

T(f/4) slightly exceed unity at a few locations (e.g., at x/D = 4), apparently 

because of insufficient spectral averaging. The most significant quadratic interactions 

were found to be between the fundamental and the subharmonic (i.e., f + (-f/2) = f/2) and 

between the subharmonic and the quarterharmonic (i.e., f/2 + (- f/4) = f/4), culminating in 

the first and second vortex pairings respectively. 

QCA. Total coherences at f, the lower sideband fl, and the higher sideband fh frequencies 

(see Figure C.7) remain above 0.8 as far as 3  x/D  5, the region where chaotic second 
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pairing is usually completed (Broze & Hussain 1996). Again, there are slight excursions 

above unity in the values of 2
T(fl) and 2

T(fh). The dynamically significant quadratic 

interactions here are those of (i) f and fh (i.e., f – fh = fl), (ii) f and fl (i.e., f – fl = fh), and 

(iii) fl and fh with frequencies in the broadband surrounding f/4 (e.g., fl – f/4 = f/4 - f or 

fh – f/4 = f/4 + f); owing to the broadband surrounding f/4, a coarser frequency resolu-

tion of 9 Hz was chosen around that frequency for computations. High 2
T at all signifi-

cant frequencies up to x/D  4 indicate strong spatial coupling, even as the flow behaves 

chaotically. 

High values of 2
T over a large region (at least 4-6 jet diameters) indicate that the 

transitional jet displays temporal, rather than spatiotemporal, dynamics. Since spatial 

coupling implies the predictability of dynamics at one location from observables at an-

other, single-point measurements suffice to describe the low-dimensional dynamics in the 

jet near field. In the jet, the physical mechanism for coupling was verified to be “feed-

back” from characteristic events, specifically, vortex pairings, caused by upstream propa-

gating pressure perturbations. Evidence of such coupling justifies the use of single-/two-

point, centerline, longitudinal velocity signals in this study. The rapid drop of 2
T down-

stream (past the end of the time-averaged jet potential core end) is evidence of spatiotem-

poral dynamics. As addressed before, coherence decay (indicative of coupling loss) can 

result from amplitude and/or phase “jitter.” 
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In summary, total coherence 
2

T(f) is shown to accurately identify coupling in spatio-

temporal dynamical systems, particularly inhomogeneous ones. Coherence is applicable 

to homogeneous systems as well; when dynamics are dominated by a single frequency, 

coherence and correlation results are identical; with multiple modes, coherence can iden-

tify frequencies and interactions responsible for coupling decay. Since coherence can be 

interpreted as the predictable energy fraction, this appears to be the first method for 

measuring predictability in multimode spatiotemporal systems. Consequently, this result 

is an important step in addressing the challenging problem of modeling and controlling 

technologically relevant spatiotemporal (open) flows. 

To demonstrate the practical feasibility of coherence, as aspatial coupling measure, 

total coherence was measured in a circular jet (as shown in previous sections). The results 

indicated large spatially coupled regions (extending from 4 to 7 jet diameters), implying 

high predictability of dynamics (using single-point measurements) in these flow regions. 

On the other hand, misleading estimates of spatial coupling can be inferred from correla-

tion-based measures. 

Diminished coherence comes from additional unmeasured inputs (or interactions), 

higher-order nonlinearity or measurement noise; these manifest as jitter in amplitudes and 

phases of the measured dynamical variable. Mechanisms for such jitter depend on the 

physical system under consideration, e.g., the onset of secondary instabilities in Ray-

leigh-Bénard convection (Ahlers et al. 1985), transverse instabilities in film flows (Liu et 

al. 1992), three-dimensionality in open shear flows (Lasheras & Choi 1988), higher-order 

nonlinearities, or transition to turbulence. In the first three cases, the apparent loss of pre-
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dictability can, in principle, be recovered by judicious placement of additional sensors; 

increasing the order of the system model will capture higher-order nonlinearities. In de-

terministic systems, the only “true” sources of unpredictability (given an adequate system 

model) are unmeasured or under resolved inputs, specifically, small fluctuations (e.g., 

changes in initial conditions) amplified by instabilities and/or chaos. 
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APPENDIX D 

LEAST MEAN SQUARES ALGORITHM FOR ADAPTIVE FILTER-

ING 

We compute the adaptive filter weights to approximate the relationship between a 

pair of upstream and downstream jet signals (see Chapter 3) using a least-mean-square 

algorithm (Widrow & Stearns 1985). These weights were then used to evaluate upstream 

control perturbations associated with desirable downstream dynamics, i.e., as an “in-

verse” model. The simplest gradient estimate for the k
th

 iteration of this steepest descent 

type algorithm is: Wk+1 = Wk + 2  k Xk, where  is the gain constant that regulates the 

speed and stability of the adaptation, k is the error (k = dk - X
T

k Wk), Wk is the weight 

vector with elements {w1, w2, .... , wNw}, Xk is the input vector, dk is the actual (output) 

response for testing the adaptive filter prediction, and Nw is the number of weights. The 

two major criteria to evaluate the reliability of an adaptive filter are: (i) convergence of 

the envelope of k (within ±10% of peak-to-peak signal amplitude), and (ii) convergence 

of the rms of all the weights ( wi
2
)k. We also inspect the adaptive filter prediction (ex-

pected to be periodic for each UPO) to ensure that no major changes occur in its enve-

lope. To continue refining the approximated weights, the input/output pair of signals are 

provided to the algorithm even after achieving acceptable convergence of the weights. 

We also compare (not shown) an actual upstream signal (from a second set of two-point 

data) with that predicted using the adaptive filter weights (computed using the originally 

sampled two-point QCA data) to verify reliable adaptive filter predictions. 
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