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#### Abstract

Due to larger surface to volume ratio, surfaces play a significant role at the nanoscale. Surface atoms have different coordination numbers, charge distribution and subsequently different physical, mechanical and chemical properties. These differences are interpreted phenomenologically by postulating the existence of surface energy and acknowledging that the various bulk properties such as elastic modulus, melting temperature, and electromagnetic properties are different for surfaces.

In this dissertation, we consider two types of surfaces: those bounding a three-dimensional entity, and independent two-dimensional deformable surfaces that can be used to represent, for example, graphene sheets, thin films, and lipid bilayers among others.

In this dissertation: (i) We develop a theoretical framework, complemented by atomistic calculations, that elucidates the effect of roughness on surface energy, stress and surface elasticity. We find that the residual surface stress is hardly affected by roughness while the superficial elastic properties are dramatically altered and, importantly, may also result in a change in its sign; this has significant ramifications in the interpretation of sensing based on frequency measurement changes. In particular, we also comment on the effect of roughness on the generally ignored term that represents the curvature dependence of surface energy, crystalline Tolman's length.


(ii) In the context of independent deformable surfaces, our focus is on electromechanical coupling; in particular, the rapidly emerging topic of flexoelectricity. Recent developments in flexoelectricity, especially in nanostructures, have lead to several interesting notions such as creating piezoelectric substances without using piezoelectric materials, enhanced energy harvesting at the nanoscale among others. In the biological context also, membrane flexoelectricity has been hypothesized to play an important role, e.g., biological mechano-transduction, hearing mechanisms. In this dissertation, we consider a heterogenous flexoelectric membrane, and derive the homogenized flexoelectric, dielectric and elastic response. In particular for purely fluid or lipid type membranes, we obtain exact results-one of very few in homogenization theory. Using quantum mechanical calculations, we also show that graphene can be designed to be pyroelectric, thus providing an avenue to create the thinnest possible thermo-electro-mechanical material.
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## Chapter 1: Introduction and Overview

For a cubic piece of copper with 1 nm sides, nearly $64 \%$ of atoms reside on the surface. This simple fact makes apparent the enormous role surfaces play at the nanoscale. Surface atoms have different coordination numbers, charge distribution and subsequently different physical, mechanical and chemical properties. These differences are interpreted phenomenologically by postulating the existence of surface energy and acknowledging that the various bulk properties such as elastic modulus (Miller and Shenoy, 2000; Diao et al., 2004; Dingreville et al., 2005), melting temperature (Qi, 2005; Shim et al., 2002), electromagnetic properties (Eliseev et al., 2009; Sharma et al., 2010; Dai et al., 2011) among others are different for surfaces. These differences play an increasing role as the material characteristic size is shrunk smaller and smaller, for example, leading to size-dependency in the elastic modulus of nanostructures. Correspondingly, surface structures also play a significant role in renormalization of materials properties as well as leading to (sometimes) fundamentally new phenomena at the nanoscale. Therefore, one may consider intentionally nanostructuring the surface to design a tailored response.

In this dissertation we consider two types of surfaces: those bounding a three-dimensional entity and independent two-dimensional deformable surfaces that can be used to represent (for example) graphene sheets, thin films, and lipid bilayers among others.

Relating microstructure to properties, electromagnetic, mechanical, thermal and their couplings has been a major focus of mechanics, physics and materials science. The majority of the literature focuses on deriving homogenized constitutive responses for macroscopic composites relating effective properties to various microstructural details. In this dissertation, we depart from the usual practice and consider homogenization of heterogeneous surfaces. Surfaces of real materials, even the most thoroughly polished ones, will typically exhibit random roughness across different lateral length scales. How are the surface properties renormalized due to such roughness? Can the surface roughness be artificially tailored to obtain desired surface characteristics? In the first part of this work, we present theoretical derivations that relate both periodic and random roughness to the effective surface elastic behavior. In parallel to the theoretical calculations, we conduct atomistic simulations to further elucidate the interplay between surface energy and roughness. In particular, we also comment on the effect of roughness on the (generally ignored) term that represents the curvature dependence of surface energy (crystalline Tolman's length).

In the context of independent deformable surfaces, our focus is on electromechanical coupling in particular the rapidly emerging topic of flexoelectricity. Recently, flexoelectricity has attracted a fair amount of attention from both fundamental and applications points of view leading to intensive experimental (Ma and Cross, 2001, 2002, 2003; Catalan et al., 2004; Cross, 2006; Zubko et al. 2007) and theoretical (Sharma et al., 2007; Eliseev et al.

2009a, 2009b, 2011; Maranganti and Sharma, 2009) activity in this topic. Lack of symmetry at surfaces and the capability to support large strain gradient in nanoscale structures enables unusual forms of electromechanical coupling; For example, creating piezoelectric meta-material from a non-piezoelectric material has been investigated experimentally and computationally (Cross and co-workers, 1999, 2006a-c; Sharma et al. 2010, Baskaran et al., 2010). In fact, Chandratre and Sharma (2012) recently showed that predicated on the phenomenon of flexoelectricity, Graphene can be "coaxed" to behave like a piezoelectric material merely by creating holes of certain symmetry. The artificial piezoelectricity thus produced was found to be almost as strong as that of well-known piezoelectric substances such as quartz.

Several other works have appeared on elucidating flexoelectricity in twodimensional structures (Naumov et al., 2009). Dumitrica et al. (2002) and Kalinin and Meunier (2008) showed that low dimensional systems such as graphene tend to exhibit electronic flexoelectricity, e.g., bending of non polar quantum systems leading to emergence of net dipole moments. Upon bending, redistribution of the electron gas in the normal direction results in the formation of a net dipole moment, and hence flexoelectric coupling. For large radii of curvatures and in the extreme case of closed seamless cylinder, the dipoles (formed) cancel out each other and the net polarization vanishes-which is why non-chiral (dielectric) carbon nanotubes have no dipole moment.

Flexoelectricity in curved structures has also been investigated in soft condensed materials such as liquid crystals and cellular membranes (Petrov et al., 1996, 1998, 2011; Kuczynski and Hoffmann, 2005; Spector, et al., 2006; Harden et al., 2010; Jewell, 2011) pioneered by Meyer (1969). Synthetic and biological flexoelectric membranes are actuators that bend under the action of external electric fields, a phenomenon of interest to the development of emerging adaptive materials as well as biological mechano-transduction. Several works have explored biological implications of membrane flexoelectricity e.g. mechanosensitivity, electromotility and hearing systems (Petrov, 1975, 2002, 2006, 2007; Raphael et al., 2000; Brownell et al., 2001, 2003; Breneman and Rabbitt, 2009).

Flexoelectricity in membranes is fundamentally different from threedimensional materials (crystalline or otherwise). In the second part of this dissertation, we consider an important emerging problem that is unaddressed so far, what is the renormalized or effective flexoelectric, response of a heterogeneous two-dimensional structure? How do the elastic and dielectric responses alter due to flexoelectricity? The answer to these questions will help interpret the behavior of complex biological membranes, tailoring membranes such as graphene and boron-nitride sheets for various technological applications, energy harvesting for stretchable electronics among others.

In a pyroelectric material, electric polarization is induced due to a change in temperature. Although, pyroelectric effect has been known as a physically observable phenomenon for many centuries, its broad spectrum of potential
scientific and technical applications have only emerged recently (Whatmore, 1986; Muralt, 2001; Hadni, 1981). Using a combination of insights from theory and detailed quantum calculations, we demonstrate that graphene can be designed to be pyroelectric thus providing an avenue for the thinnest possible thermo-electro-mechanical material.

# Chapter 2: Elastic Homogenization of Rough Surface: General Theory, Theoretical Calculation of Effective Surface Stress and Superficial Elasticity for Periodic Roughness 

### 2.1 Introduction

Due to large surface to volume ratio, phenomena at the nanoscale require consideration of surface energy effects and the latter are frequently used to interpret size-effects in material behavior. A fair amount of literature has appeared that explain various interesting size-effects due to surface energy effects, e.g. nanoinclusions (Sharma et al., 2003, Sharma and Ganti, 2003, Sharma, 2004; Sharma and Ganti, 2004; Duan et al., 2005a, 2005b; He and Li, 2006; Lim et al., 2005; Mi and Kouris, 2007; Sharma and Wheeler, 2007; Tian and Rajapakse, 2007, 2008; Hui and Chen, 2010), quantum dots ( Sharma et al., 2002, 2003; Peng et al., 2006), nanoscale beams and plates (Miller and Shenoy, 2000; Jing et al., 2006; Bar et al., 2010; Liu and Rajapakse, 2010), nano particles, wires and films (Streitz et al., 1994; Diao et al., 2003, 2004, 2006; Villain et al., 2004; Dingreville et al., 2005) on sensing and vibration (Lim and He, 2004; Wang and Feng, 2007; Park and Klein, 2008; Park, 2009), composites (Mogilevskaya et al., 2008) and studies on surface properties (Shenoy, 2005; Shodja and Tehranchi, 2010; Mi et al., 2008).

Surface energy effects are usually accounted for via recourse to a theoretical framework proposed by Gurtin and Murdoch (1975, 1978). The surface is treated as a zero-thickness deformable elastic entity possessing non-trivial elasticity as well as a residual stress (the so-called "surface stress"). It is worthwhile to indicate that while fundamentally similar, a parallel line of works exists that are more materials oriented: Cahn (1989), Streitz (1994), Weissmuller and Cahn (1997), Johnson (2000), Voorhees and Johnson (2004) and Cammarata (1994, 2009a, 2009b) among others. The reader is referred to an extensive recent review by Cammarata (2009) on the literature. Steigmann and Ogden (1997) later generalized the Gurtin-Murdoch theory and incorporated curvature dependence on surface energy as well thus resolving some important issues related to the use of Gurtin-Murdoch theory in the context of compressive stress states and for wrinkling type behavior. Some recent works are worth mentioning as they provide clarifications and guidance on some of the theories underlying surface energy effects, e.g. Ru (2010), Mogielvskaya (2008, 2010) and Schiavone and Ru (2009). Huang and coworkers (Wang et al., 2010; Huang and Sun, 2007) have pointed out the importance of residual surface stress on elastic properties of nanostructures and composites.

In this chapter, we make an effort to elucidate the effect of surface roughness on the surface stress and elastic behavior and present theoretical derivations that relate periodic roughness to the effective surface elastic behavior. In particular, in Section 2 we briefly summarize the Gurtin-Murdoch
surface elasticity theory. In section 3, we present our general homogenization strategy for a media with deterministic surface roughness. In Section 4, specializing to the 2D case, we present results for periodically rough surfaces.

### 2.2 Surface Elasticity

The physical system that has been considered is a semi-infinite elastic media that occupies the region $B=\{(x, y, z): y<h(x, z)\}$, where the function $h(x, z)$ describes the surface roughness. We denote the bulk and boundary of the media by $B$ and $\partial B$, respectively (Figure 2-1). Let $\mathbb{C}$ be the fourth-rank bulk stiffness tensor and assume there is no applied body force. In linearized elasticity, the displacement $u: B \rightarrow \mathbb{R}^{3}$ satisfies the equilibrium equation

$$
\begin{equation*}
\operatorname{div}[\mathbb{C} \nabla u]=0 \quad \text { in } B . \tag{1}
\end{equation*}
$$

These equations will be supplemented by traction boundary conditions on the rough surface, which we describe below in detail.


Figure 2-1: Semi-infinite media with bulk $B$, boundary $\partial B$ and surface roughness profile $y=h(x, z)$.

We employ the linearized surface elasticity theory of Gurtin and Murdoch (Gurtin and Murdoch, 1975; Gurtin et. al., 1998). In this theory the surface is modeled as a deformable elastic membrane that adheres to the bulk material without slipping. Let $e_{n}$ be the outward unit normal to the surface,

$$
\begin{equation*}
\mathbb{P}=\mathbb{I}-e_{n} \otimes e_{n} \tag{2}
\end{equation*}
$$

be the projection from $\mathbb{R}^{3}$ to the subspace orthogonal to $e_{n}$, and

$$
\begin{equation*}
M_{1}=\left\{M: M e_{n}=0, \quad M^{T} e_{n}=0, \quad M \in \mathbb{R}^{3 \times 3}\right\} \tag{3}
\end{equation*}
$$

be the subspace, where surface strains belong to. Then the surface strain $\varepsilon^{s}$ is given by

$$
\begin{equation*}
\nabla_{s} u=(\nabla u) \mathbb{P}, \quad D u=\mathbb{P} \nabla_{s} u, \quad \varepsilon^{s}=\mathbb{P} \varepsilon \mathbb{P}=\frac{1}{2}\left(D u+(D u)^{T}\right) \quad \text { on } \quad \partial B \tag{4}
\end{equation*}
$$

where $\nabla_{s}$ denotes the surface gradient. We remark that the above equations follow from the kinematic assumption that displacements are continuous up to the surface.

Let $\tau^{0} \in \mathbb{R}$ be the magnitude of the residual isotropic stress tensor (often referred to as the surface tension), $\mathbb{I}_{s}=\mathbb{P} \mathbb{P} \mathbb{P}$ be the identity mapping from $M_{1}$ to $M_{1}, \lambda^{s}$ and $\mu^{s}$ be the surface elastic constants (Láme parameters), and symmetric matrix $\varepsilon_{s}^{0} \in M_{1}$ be the residual/eigen surface strain such that
$\mathbb{C}_{s} \varepsilon_{s}^{0}=-\tau^{0} \mathbb{I}_{s}$ on $\partial B$. We adopt the linear isotropic surface constitutive law from Gurtin and Murduch (1975), equation (8.6),

$$
\begin{equation*}
S=\mathbb{C}_{s}\left(\varepsilon^{s}-\varepsilon_{s}^{0}\right) \text { on } \partial B \text {, } \tag{5}
\end{equation*}
$$

where $\varepsilon_{s}^{0}=\frac{-\tau^{0}}{2\left(\lambda^{s}+\mu^{s}\right)} \mathbb{I}_{s}, S$ is the (first) Piola-Kirchhoff surface stress tensor, and $\mathbb{C}_{s}$ is the isotropic surface elasticity tensor such that for any symmetric $E \in M_{1}$,

$$
\begin{equation*}
\mathbb{C}_{s}(E)=\lambda^{s} \operatorname{Tr}(E) \mathbb{I}_{s}+2 \mu^{s} E \quad \text { on } \quad \partial B . \tag{6}
\end{equation*}
$$

We remark that the surface constitutive law used here (equation 5) is different than Gurtin and Murdoch by a term of $\tau^{0} \nabla_{s} u$. This term leads to asymmetry of the surface stress tensor and quite a few works have chosen to ignore its presence completely (as justified in some cases). The reader is referred to Ru (2010), Mogilevskaya et al. (2008) and Huang (2010) for further discussions on this subject. We anticipate that if $\tau^{0} \ll \lambda^{s}, \mu^{s}$, the effect of this term is negligible. In section 5, we will assess its impact in detail and for the remainder of the calculations, this term will be ignored.

The equilibrium of any sub-surface of $\partial B$ implies that,

$$
\begin{equation*}
(\mathbb{C} \nabla u) e_{n}=\operatorname{div}_{s}\left[\mathbb{C}_{s}\left(\varepsilon^{s}-\varepsilon_{s}^{0}\right)\right] \text { on } \partial B . \tag{7}
\end{equation*}
$$

The above equation can also be regarded as boundary condition for (1). In summary, equations (1) and (7) form the boundary value problem for linearized elasticity with surface effects.

Further, within a non-consequential constant, the elastic energy contributed by the surface is given by (Gurtin and Murdoch, 1975, equation 9.3 and theorem 9.1),

$$
\begin{equation*}
\Gamma[u]=\frac{1}{2} \int_{\partial B}\left[\left(\varepsilon^{s}-\varepsilon_{s}^{0}\right) \cdot \mathbb{C}_{s}\left(\varepsilon^{s}-\varepsilon_{s}^{0}\right)\right] . \tag{8}
\end{equation*}
$$

Below we consider the effective behaviors of a rough surface.

### 2.3 Homogenization Strategy and Problem Formulation for Deterministic Surface Roughness

In this section we outline our homogenization strategy for a rough surface. We assume the amplitude of the roughness $h$ is small compared with the average distance $\lambda$ between successive 'peaks' or 'valleys' on the surface, $\delta=\frac{h}{\lambda} \ll 1$. This dimensionless number will be the small parameter used in our subsequent perturbation calculations. The overall half space is subject to a uniform in-plane stress $\sigma=\sigma^{\infty} \hat{\sigma}$, where $\sigma^{\infty}$ is the magnitude of $\sigma$ and $\hat{\sigma}$ with $|\hat{\sigma}|=1$ is any plane-stress ( $x z$-plane) tensor. By (1) and (7) our original problem is to solve for $u: B \rightarrow \mathbb{R}^{3}$ :

$$
\begin{cases}\operatorname{div}(\mathbb{C} \nabla u)=0 & \text { in } B  \tag{9}\\ (\mathbb{C} \nabla u) e_{n}=\operatorname{div}_{s}\left[\mathbb{C}_{s}\left(\varepsilon^{s}-\varepsilon_{s}^{0}\right)\right] & \text { on } \partial B \\ (\mathbb{C} \nabla u) e_{x}=\sigma_{\infty} e_{x} & \text { as } \\ |y| \rightarrow \infty\end{cases}
$$

Due to the presence of the non-trivial boundary condition $(9)_{2}$, we will find the solution via perturbation theory. We assume that the solution to (9) can be expanded as

$$
\begin{equation*}
u=u^{(0)}+\delta u^{(1)}+\delta^{2} u^{(2)}+\cdots, \tag{10}
\end{equation*}
$$

Inserting (10) into (9), by $(9)_{1}$ and $(9)_{3}$ we have

$$
\begin{align*}
& \operatorname{div}\left[\mathbb{C} \nabla u^{(i)}\right]=0 \quad i=0,1,2 \quad \text { in } B^{0}, \\
& \left(\mathbb{C} \nabla u^{(0)}\right) e_{x}=\sigma^{\infty} e_{x} \quad \text { as }|y| \rightarrow \infty,  \tag{11}\\
& \left(\mathbb{C} \nabla u^{(i)}\right) e_{x}=0 \quad i=1,2, \cdots \quad \text { as }|y| \rightarrow \infty,
\end{align*}
$$

where $B^{0}=\{(x, y, z): y<0\}$. We notice that the boundary conditions at the infinity are homogenous unless $i=0$.

The boundary conditions on the rough surface, i.e., (9) ${ }_{2}$, can be converted to an effective boundary condition on the nominal flat surface $\partial B^{0}$. To this end, we assume that the displacement on $\partial B$ can be obtained by extrapolating from the displacement and their derivatives on $\partial B^{0}$ through Taylor series expansion. Upon tedious calculations that is outlined in section 2.4, we find the boundary conditions on the nominal flat surface as

$$
\begin{equation*}
\left(\mathbb{C} \nabla u^{(i)}\right) e_{2}=t^{(i)} \quad i=0,1,2 \quad \text { on } \partial B^{0}, \tag{12}
\end{equation*}
$$

where the detailed expressions for surface traction $t^{(i)}$ are presented in section 2.4.1 for sinusoidal rough surface. Upon solving (11) and (12) for $u^{(i)}(i=0,1,2)$, we can find the total elastic energy of the half-space as a function of the applied far field stress,

$$
\begin{align*}
E^{a c t}\left(\sigma^{\infty}\right)= & \frac{1}{2} \int_{B} \nabla u \cdot \mathbb{C}(\nabla u)+\frac{1}{2} \int_{\partial B}\left(\varepsilon^{s}-\varepsilon_{s}^{0}\right) \cdot \mathbb{C}_{s}\left(\varepsilon^{s}-\varepsilon_{s}^{0}\right) \\
= & \frac{1}{2} \int_{B}\left(\nabla u^{(0)}+\delta \nabla u^{(1)}+\delta^{2} \nabla u^{(2)}\right) \cdot \mathbb{C}\left(\nabla u^{(0)}+\delta \nabla u^{(1)}+\delta^{2} \nabla u^{(2)}\right) \\
& +\frac{1}{2} \int_{\partial B}\left[\left(\nabla_{s} u^{(0)}+\delta \nabla_{s} u^{(1)}+\delta^{2} \nabla_{s} u^{(2)}-\varepsilon^{0}\right) \cdot \mathbb{C}_{s}\left(\nabla_{s} u^{(0)}+\delta \nabla_{s} u^{(1)}+\delta^{2} \nabla_{s} u^{(2)}-\varepsilon^{0}\right)\right]+O\left(\delta^{3}\right), \tag{13}
\end{align*}
$$

where $u^{(i)}(\mathrm{i}=0,1,2)$, the solution of (9), depends on the far applied stress $\sigma^{\infty}$, and the first and second term on the right hand side of (13) is the elastic energy contributed by the bulk and surface, respectively.

We will approximate this elastic body with rough surface by a half-space solid with a flat surface where the flat surface has effective properties different from the original rough surface (Figure 2-2). To define the effective properties of the surface, we propose to equate the total elastic energy of the rough-surface half space $\left(E^{a c t}\right)$ to the total elastic energy of a half space with a nominal "effective" flat surface $\left(E^{e f f}\right)$,

$$
\begin{equation*}
E^{\text {eff }}\left(\sigma^{\infty}\right)=\frac{1}{2} \int_{B^{0}} \nabla u^{(0)} \cdot \mathbb{C}\left(\nabla u^{(0)}\right)+\frac{1}{2} \int_{\partial B^{0}}\left(\nabla u^{(0)}-\left(\varepsilon_{s}^{0}\right)^{\text {eff }}\right) \cdot \mathbb{C}_{s}^{\text {eff }}\left(\nabla u^{(0)}-\left(\varepsilon_{s}^{0}\right)^{\text {eff }}\right), \tag{14}
\end{equation*}
$$

where $\left(\varepsilon_{s}^{0}\right)^{\text {eff }}$ is the effective surface residual strain and $\mathbb{C}_{s}$ eff is the effective surface elasticity tensor. By

$$
\begin{equation*}
E^{a c t}\left(\sigma^{\infty}\right)=E^{e f f}\left(\sigma^{\infty}\right) \tag{15}
\end{equation*}
$$

we can find the effective surface stress and effective surface elastic modulus.


Figure 2-2: The elastic body (a) with rough surface is approximated by a Semi-infinite media (b) with flat surface that has effective properties $\left(\tau^{0}\right)^{\text {eff }} \&\left(k^{s}\right)^{\text {eff }}$.

### 2.4 Solution

### 2.4.1 General Procedure

We now specialize to two-dimensions. Our work can be readily extended to three dimensions. However, the calculations are quite tedious with relatively little prospects for (additional) novel insights. We will employ two coordinate systems. The first one is the standard Cartesian frame $\left(e_{1}, e_{2}\right)$ aligned along the
nominally flat surface while the second one $\left(e_{n}, e_{s}\right)$ is the unit normal and unit tangent along the curve. (Figure 2-3)


Figure 2-3: A rough surface profile.

If the surface is given by $y=h(x)$, we have the following differential geometry results for plane curves (Frenet formulae):

$$
\begin{equation*}
e_{s}=\frac{e_{1}+e_{2} h_{x}}{\sqrt{1+h_{x}^{2}}}, \quad e_{n}=\frac{-h_{x} e_{1}+e_{2}}{\sqrt{1+h_{x}^{2}}}, \quad \frac{d e_{s}}{d s}=\kappa e_{n}, \quad \frac{d e_{n}}{d s}=-\kappa e_{s}, \tag{16}
\end{equation*}
$$

where $\kappa=\frac{h_{x x}}{\left(1+h_{x}^{2}\right)^{3 / 2}}$ is the curvature. Let $u: B \rightarrow \mathbb{R}^{2}$ be the displacement. On the surface $\partial B$, let $u_{s}$ and $u_{n}$ be the displacements in the tangential and normal directions,

$$
\begin{equation*}
u=u_{s} e_{s}+u_{n} e_{n} \tag{17}
\end{equation*}
$$

By (4), the surface strain is given by

$$
\begin{equation*}
\varepsilon^{s}=\varepsilon_{s s} e_{s} \otimes e_{s}, \quad \varepsilon_{s s}=\left(\frac{\partial u_{s}}{\partial s}-\kappa u_{n}\right) \tag{18}
\end{equation*}
$$

By (5) and (6), the surface stress is given by

$$
\begin{equation*}
S=\tau^{o} e_{s} \otimes e_{s}+k^{s} \varepsilon_{s s} e_{s} \otimes e_{s}, \quad k^{s} \equiv \lambda^{s}+2 \mu^{s} . \tag{19}
\end{equation*}
$$

We remark that the above surface strain-stress relation is reminiscent of the familiar bulk strain-stress relation for plain strain. By (19), the boundary condition (7) is now re-written as

$$
\begin{equation*}
(\mathbb{C} \nabla u) e_{n}=\left(\tau^{o} \kappa+k^{s} \kappa \varepsilon_{s s}\right) e_{n}+\left(k^{s} \frac{\partial \varepsilon_{s s}}{\partial s}\right) e_{s} \quad \text { on } \partial B \tag{20}
\end{equation*}
$$

Using the following relations, we convert the above boundary condition to Cartesian coordinates,

$$
\begin{align*}
& h(x)=\delta h_{0}(x), \quad \delta \ll 1, \\
& e_{s} \approx\left(1-\frac{1}{2} \delta^{2} h_{0 x}^{2}\right) e_{1}+\delta h_{0 x} e_{2}, \quad e_{n} \approx-\delta h_{0 x} e_{1}+\left(1-\frac{1}{2} \delta^{2} h_{0 x}^{2}\right) e_{2}, \kappa=\delta h_{0 x x}, \\
& \frac{\partial x}{\partial s}=\frac{1}{\sqrt{1+h_{x}^{2}}} \approx 1-\frac{1}{2} \delta^{2} h_{0 x}^{2}, \frac{\partial y}{\partial s}=\frac{h_{x}}{\sqrt{1+h_{x}^{2}}} \approx \delta h_{0 x}, \quad h_{0 x}=\frac{\partial h_{0}(x)}{\partial x},  \tag{21}\\
& u_{s} \approx\left(1-\frac{1}{2} \delta^{2} h_{0 x}^{2}\right) u_{x}+\delta u_{y} h_{o x}, \quad u_{n} \approx-\delta h_{o x} u_{x}+\left(1-\frac{1}{2} \delta^{2} h_{0 x}^{2}\right) u_{y} \\
& \varepsilon_{s s}=\varepsilon_{x x}+2 \delta h_{0 x} \varepsilon_{x y}+\delta^{2} h_{0 x}^{2}\left(\varepsilon_{y y}-\varepsilon_{x x}\right)+O\left(\delta^{3}\right),
\end{align*}
$$

$$
\begin{aligned}
& \frac{\partial \varepsilon_{s s}}{\partial s} \approx \frac{\partial \varepsilon_{s s}}{\partial x}\left(1-\frac{1}{2} \delta^{2} h_{0 x}^{2}\right)+\frac{\partial \varepsilon_{s s}}{\partial y} \delta h_{0 x}=\frac{\partial \varepsilon_{x x}}{\partial x}\left(1-\frac{1}{2} \delta^{2} h_{0 x}^{2}\right)+2 \delta h_{0 x x} \varepsilon_{x y}+2 \delta h_{0 x} \frac{\partial \varepsilon_{x y}}{\partial x} \\
&+2 \delta^{2} h_{0 x} h_{0 x x}\left(\varepsilon_{y y}-\varepsilon_{x x}\right)+\delta^{2} h_{0 x}^{2}\left(\frac{\partial \varepsilon_{y y}}{\partial x}-\frac{\partial \varepsilon_{x x}}{\partial x}\right)+\frac{\partial \varepsilon_{x x}}{\partial y} \delta h_{0 x}+2 \delta^{2} h_{0 x}{ }^{2} \frac{\partial \varepsilon_{x y}}{\partial y}+O\left(\delta^{3}\right), \\
& \frac{\partial u_{n}}{\partial s} \approx-\delta h_{0 x x} u_{x}+\delta h_{0 x}\left(-\varepsilon_{x x}+\varepsilon_{y y}\right)-\delta^{2} h_{0 x} h_{0 x x} u_{y}+\left(1-\frac{1}{2} \delta^{2} h_{0 x}{ }^{2}\right) \frac{\partial u_{y}}{\partial x}-\delta^{2} h_{0 x}{ }^{2} \frac{\partial u_{x}}{\partial y}, \\
& \frac{\partial \kappa}{\partial s}= \delta h_{0 x x x}, \\
& \frac{\partial^{2} u_{n}}{\partial s^{2}} \approx-\delta h_{0 x x x} u_{x}-2 \delta h_{0 x x} \varepsilon_{x x}+\delta h_{0 x x} \varepsilon_{y y}+\delta h_{0 x}\left(-\frac{\partial \varepsilon_{x x}}{\partial x}+\frac{\partial \varepsilon_{y y}}{\partial x}\right)-\delta^{2} h_{0 x x}{ }^{2} u_{y}- \\
&-\delta^{2} h_{0 x} h_{0 x x x} u_{y}-2 \delta^{2} h_{0 x} h_{0 x x} \varepsilon_{x y}-2 \delta^{2} h_{0 x} h_{0 x x} \frac{\partial u_{x}}{\partial y}-2 \delta^{2} h_{0 x}{ }^{2} \frac{\partial \varepsilon_{x y}}{\partial x}+\frac{\partial^{2} u_{y}}{\partial x^{2}}+ \\
&+\delta^{2}\left(h_{0 x}\right)^{2}\left(-\frac{\partial \varepsilon_{x x}}{\partial y}+\frac{\partial \varepsilon_{y y}}{\partial y}\right)+\delta h_{0 x} \frac{\partial^{2} u_{y}}{\partial x \partial y} .
\end{aligned}
$$

In regard of the assumption of small-roughness, the displacement on the rough surface may be approximated by

$$
\begin{equation*}
[u(x, y)]_{y=h(x)}=u(x, 0)+\delta h_{0}(x)\left[\frac{\partial u(x, y)}{\partial y}\right]_{y=0}+\frac{1}{2} \delta^{2} h_{0}^{2}(x)\left[\frac{\partial^{2} u(x, y)}{\partial y^{2}}\right]_{y=0}+\cdots, \tag{22}
\end{equation*}
$$

where we have assumed that the Taylor expansion is valid around the surface. Inserting (10) and (22) into (20) and keeping terms up to $O\left(\delta^{2}\right)$, we find the boundary conditions on the nominal flat surface for $u^{(i)}(i=0,1,2)$, i.e., the right hand side of (12) as follows.

$$
\begin{align*}
t^{(0)}= & \left(t_{x}^{(0)}, t_{y}^{(0)}\right), \quad t_{x}^{(0)}=k^{s} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial x}, \quad t_{y}^{(0)}=0,  \tag{23}\\
t^{(1)}= & \left(t_{x}^{(1)}, t_{y}^{(1)}\right), \\
t_{x}^{(1)}= & h_{0 x} \sigma_{x x}{ }^{(0)}-h_{0} \frac{\partial \sigma_{x y}{ }^{(0)}}{\partial y}+k^{s} \frac{\partial \varepsilon_{x x}{ }^{(1)}}{\partial x}+k^{s} h_{0} \frac{\partial^{2} \varepsilon_{x x}{ }^{(0)}}{\partial x \partial y} \\
& +2 k^{s} h_{0 x x} \varepsilon_{x y}^{(0)}+2 k^{s} h_{0 x} \frac{\partial \varepsilon_{x y}{ }^{(0)}}{\partial x}+k^{s} h_{0 x} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial y},  \tag{24}\\
t_{y}{ }^{(1)}= & h_{0 x} \sigma_{y x}{ }^{(0)}-h_{0} \frac{\partial \sigma_{y y}{ }^{(0)}}{\partial y}+\tau^{o} h_{0 x x}+\left(k^{s}\right) h_{0 x x} \varepsilon_{x x}{ }^{(0)}+\left(k^{s}\right) h_{0 x} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial x}
\end{align*}
$$

and

$$
\begin{align*}
t^{(2)}= & \left(t_{x}^{(2)}, t_{y}{ }^{(2)}\right), \\
t_{x}^{(2)}= & h_{0 x} \sigma_{x x}{ }^{(1)}+h_{0} h_{0 x} \frac{\partial \sigma_{x x}{ }^{(0)}}{\partial y}+\frac{1}{2} h_{0 x}^{2} \sigma_{x y}{ }^{(0)}-h_{0} \frac{\partial \sigma_{x y}{ }^{(1)}}{\partial y}-\frac{1}{2} h_{0}{ }^{2} \frac{\partial^{2} \sigma_{x y}{ }^{(0)}}{\partial y^{2}}-\tau^{0} h_{0 x} h_{0 x x} \\
& -k^{s} h_{0 x} h_{0 x x} \varepsilon_{x x}{ }^{(0)}+k^{s} \frac{\partial \varepsilon_{x x}{ }^{(2)}}{\partial x}+k^{s} h_{0} \frac{\partial^{2} \varepsilon_{x x}{ }^{(1)}}{\partial x \partial y}+\frac{1}{2} k^{s}\left(h_{0}\right)^{2} \frac{\partial^{3} \varepsilon_{x x}{ }^{(0)}}{\partial x \partial y^{2}}-k^{s} h_{0 x}^{2} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial x} \\
& +2 k^{s} h_{0 x x} \varepsilon_{x y}{ }^{(1)}+2 k^{s} h_{0 x x} h_{0} \frac{\partial \varepsilon_{x y}{ }^{(0)}}{\partial y}+2 k^{s} h_{0 x} \frac{\partial \varepsilon_{x y}{ }^{(1)}}{\partial x}+2 k^{s} h_{0 x} h_{0} \frac{\partial^{2} \varepsilon_{x y}{ }^{(0)}}{\partial x \partial y}  \tag{25}\\
& +2 k^{s} h_{0 x} h_{0 x x}\left(\varepsilon_{y y}{ }^{(0)}-\varepsilon_{x x}{ }^{(0)}\right)+k^{s} h_{0 x}{ }^{2}\left(\frac{\partial \varepsilon_{y y}{ }^{(0)}}{\partial x}-\frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial x}\right)+2 k^{s} h_{0 x} \frac{\partial \varepsilon_{x x}{ }^{(1)}}{\partial y} \\
& +k^{s} h_{0 x} h_{0} \frac{\partial^{2} \varepsilon_{x x}{ }^{(0)}}{\partial y^{2}}+4 k^{s}\left(h_{0 x}\right)^{2} \frac{\partial \varepsilon_{x y}{ }^{(0)}}{\partial y},
\end{align*}
$$

$$
\begin{aligned}
t_{y}^{(2)}= & h_{0 x} \sigma_{y x}{ }^{(1)}+h_{0 x} h_{0} \frac{\partial \sigma_{y x}{ }^{(0)}}{\partial y}+\frac{1}{2} h_{0 x}^{2} \sigma_{y y}{ }^{(0)}-h_{0} \frac{\partial \sigma_{y y}{ }^{(1)}}{\partial y}-\frac{1}{2} h_{0}{ }^{2} \frac{\partial^{2} \sigma_{y y}{ }^{(0)}}{\partial y^{2}}+k^{s} h_{0 x x} \varepsilon_{x x}{ }^{(1)} \\
& +k^{s} h_{0 x x} h_{0} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial y}+2 k^{s} h_{0 x} h_{0 x x} \varepsilon_{x y}^{(0)}+h_{0 x} k^{s} \frac{\partial \varepsilon_{x x}^{(1)}}{\partial x}+h_{0 x} h_{0} k^{s} \frac{\partial^{2} \varepsilon_{x x}^{(0)}}{\partial x \partial y}+2 k^{s} h_{0 x} h_{0 x x} \varepsilon_{x y}^{(0)} \\
& +2 k^{s} h_{0 x} h_{0 x} \frac{\partial \varepsilon_{x y}{ }^{(0)}}{\partial x}+k^{s} h_{0 x} h_{0 x} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial y}+k^{s} h_{0 x} h_{0 x} \frac{\partial \varepsilon_{x x}^{(0)}}{\partial y}
\end{aligned}
$$

where $h_{0 x}=\frac{\partial h_{0}}{\partial x}, h_{0 x x}=\frac{\partial^{2} h_{0}}{\partial x^{2}}$, etc. We remark that the elasticity problems (11) and (12) for $u^{(i)}(i=0,1,2)$ are now the classical Cerruti-Boussinesq half-space problems whose solutions can be found in text books, e.g., Johnson, 1985. Upon specifying the surface roughness profile $h_{0}(x)$, we can solve (11) and (12) for the elastic fields, compute the total elastic energy (13) and (14) and find the effective properties of the nominal flat surface by using (15). In section 2.4.3, we present the detailed calculations for a sinusoidal surface.

### 2.4.2 General Procedure for Finding Elastic Fields for Cerruti-

Boussinesq Problem Using Airy Stress Function (Asaro and Lubarda, 2006)

In this section, solutions involving general types of loading on half-spaces are considered. Such solutions are developed using Fourier transforms. The media are taken to be elastically isotropic.

Consider a half space defined by $y \leq 0$. The loading is specified by

$$
\begin{equation*}
\sigma_{x y}=f(x), \quad \sigma_{y y}=p(x) \quad \text { on } \quad y=0 \tag{26}
\end{equation*}
$$

which describes a state of general normal and shear loading on the external surface of the half space.

The nature of the loadings, $f(x)$ and $p(x)$, is such that it produces bounded stresses. Infinitely far into the bulk of the medium the stresses must be bounded, so that

$$
\begin{equation*}
\sigma_{\alpha \beta} \rightarrow \infty \quad \text { as } \quad y \rightarrow-\infty . \tag{27}
\end{equation*}
$$

As there are no body forces or temperature gradients, the Airy stress function satisfies the simple form of the biharmonic equation,

$$
\begin{equation*}
\nabla^{4} \phi=\frac{\partial^{4} \phi}{\partial x^{4}}+2 \frac{\partial^{4} \phi}{\partial x^{2} \partial y^{2}}+\frac{\partial^{4} \phi}{\partial y^{4}}=0 . \tag{28}
\end{equation*}
$$

Introduce the Fourier transform in spatial coordinate $x$,

$$
\begin{equation*}
\Phi(\alpha, y)=\int_{-\infty}^{\infty} \phi(x, y) e^{-i \alpha x} d x \tag{29}
\end{equation*}
$$

and it's inverse

$$
\begin{equation*}
\phi(x, y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \Phi(\alpha, y) e^{i \alpha x} d \alpha \tag{30}
\end{equation*}
$$

Apply the Fourier transform to the biharmonic equation (95), it is found that

$$
\begin{equation*}
(i \alpha)^{4} \Phi+2(i \alpha)^{2} \frac{\partial^{2} \Phi}{\partial y^{2}}+\frac{\partial^{4} \Phi}{\partial y^{4}}=0 . \tag{31}
\end{equation*}
$$

The acceptable solution for the transform $\Phi(\alpha, y)$, are of the form

$$
\begin{equation*}
\Phi(\alpha, y)=(A+B y) e^{-\alpha \mid y}+(C+D y) e^{|\alpha| y} \tag{32}
\end{equation*}
$$

The transform of the stresses are

$$
\begin{align*}
& \sigma_{x x}=\frac{\partial^{2} \phi}{\partial y^{2}} \Rightarrow \int_{-\infty}^{\infty} \frac{\partial^{2} \phi}{\partial y^{2}} e^{-i \alpha x} d x=\frac{\partial^{2} \Phi}{\partial y^{2}} \\
& \sigma_{x y}=-\frac{\partial^{2} \phi}{\partial x \partial y} \Rightarrow \quad \int_{-\infty}^{\infty}-\frac{\partial^{2} \phi}{\partial x \partial y} e^{-i \alpha x} d x=-i \alpha \frac{\partial \Phi}{\partial y}  \tag{33}\\
& \sigma_{y y}=\frac{\partial^{2} \phi}{\partial x^{2}} \Rightarrow \quad \int_{-\infty}^{\infty} \sigma_{y y} e^{-i \alpha x} d x=(i \alpha)^{2} \Phi(\alpha, y)=-\alpha^{2} \Phi(\alpha, y) .
\end{align*}
$$

The inverse transform follow immediately as

$$
\begin{align*}
& \sigma_{x x}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \frac{\partial^{2} \Phi(\alpha, y)}{\partial y^{2}} e^{i \alpha x} d \alpha, \\
& \sigma_{x y}=-\frac{1}{2 \pi} \int_{-\infty}^{\infty} i \alpha \frac{\partial \Phi(\alpha, y)}{\partial y} e^{i \alpha x} d \alpha,  \tag{34}\\
& \sigma_{y y}=-\frac{1}{2 \pi} \int_{-\infty}^{\infty} \alpha^{2} \Phi(\alpha, y) e^{i \alpha x} d \alpha .
\end{align*}
$$

Next, invoke the boundary conditions specified above and form the Fourier transform of the normal and tangential loading boundary conditions on $y=0$, we have

$$
\begin{equation*}
\int_{-\infty}^{\infty} \sigma_{x y} e^{-i \alpha x} d x=-\int_{-\infty}^{\infty} \frac{\partial^{2} \phi}{\partial x \partial y} e^{-i \alpha x} d x=-i \alpha\left[\frac{\partial \Phi(\alpha, y)}{\partial y}\right]_{y=0}=\int_{-\infty}^{\infty} f(x) e^{-i \alpha x} d x=f(\alpha) \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{-\infty}^{\infty} \sigma_{y y} e^{-i \alpha x} d x=\int_{-\infty}^{\infty} \frac{\partial^{2} \phi}{\partial x^{2}} e^{-i \alpha x} d x=-\alpha^{2} \Phi(\alpha, y=0)=\int_{-\infty}^{\infty} p(x) e^{-i \alpha x} d x=p(\alpha) \tag{36}
\end{equation*}
$$

Since the stresses need to be bounded as $y \rightarrow-\infty$, it is clear that

$$
\begin{equation*}
A=B=0, \tag{37}
\end{equation*}
$$

whereas the transformed boundary conditions of (102) and (103) require that

$$
\begin{equation*}
-i \alpha(D+|\alpha| C)=f(\alpha) \text { and }-\alpha^{2} C=p(\alpha) . \tag{38}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
C=-\frac{p(\alpha)}{\alpha^{2}} \text { and } \quad D=-\frac{f(\alpha)}{i \alpha}+\frac{p(\alpha)}{|\alpha|} . \tag{39}
\end{equation*}
$$

The result for $\Phi(\alpha, y)$ is then

$$
\begin{equation*}
\Phi(\alpha, y)=\left[-\frac{p(\alpha)}{\alpha^{2}}+\left(-\frac{f(\alpha)}{i \alpha}+\frac{p(\alpha)}{|\alpha|}\right) y\right] e^{|\alpha| y} . \tag{40}
\end{equation*}
$$

The solution for the stresses is consequently

$$
\begin{align*}
& \sigma_{x x}(x, y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[f(\alpha)\left(-2 \frac{|\alpha|}{i \alpha}+i \alpha y\right)+p(\alpha)(1+|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha, \\
& \sigma_{x y}(x, y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}[f(\alpha)(1+|\alpha| y)-i \alpha p(\alpha) y] e^{i \alpha x+|\alpha| y} d \alpha,  \tag{41}\\
& \sigma_{y y}(x, y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}[-i \alpha f(\alpha) y+p(\alpha)(1-|\alpha| y)] e^{i \alpha x+|\alpha| y} d \alpha .
\end{align*}
$$

### 2.4.3 Solution for Sinusoidal roughness profile

To fix the idea we first consider a sinusoidal rough surface. Let the surface be given by $h(x)=a \cos k x(\delta=a k \ll 1)$. This rough surface may be regarded as a perturbation of the flat surface $\{(x, y): y=0\}$ :

$$
\begin{equation*}
h(x)=0+\frac{a k}{k} \cos k x=\delta h_{0}, \quad h_{0}=\frac{\cos k x}{k}, \quad \delta=a k \ll 1 . \tag{42}
\end{equation*}
$$

Assume that the far-field stress is given by $\sigma=\sigma^{\infty} e_{1} \otimes e_{1}$, we solve the different order boundary value problems (11) and (12) for half space with flat surface. By (23), we have the zeroth oreder boundary condition as

$$
\begin{equation*}
t_{x}^{(0)}=k^{s} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial x}=0, \quad t_{y}^{(0)}=0 . \tag{43}
\end{equation*}
$$

The zeroth order solution would be obtained as

$$
\begin{align*}
& \sigma_{x x}{ }^{(0)}=\sigma^{\infty}, \quad \sigma_{x y}{ }^{(0)}=\sigma_{y y}{ }^{(0)}=0, \\
& \varepsilon_{x x}{ }^{(0)}=\frac{1-v^{2}}{E} \sigma^{\infty}, \quad \varepsilon_{x y}{ }^{(0)}=0, \quad \varepsilon_{y y}{ }^{(0)}=\frac{-v(1+v)}{E} \sigma^{\infty} . \tag{44}
\end{align*}
$$

By (24), the first order B.C. is

$$
\begin{align*}
& t_{x}^{(1)}=h_{0 x} \sigma_{x x}^{(0)}=-\sigma^{\infty} \sin k x, \\
& t_{y}^{(1)}=\tau^{o} h_{0 x x}+k^{s} h_{0 x x} \varepsilon_{x x}{ }^{(0)}=-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right) \cos k x, \tag{45}
\end{align*}
$$

and the first order solution is

$$
\begin{align*}
& \sigma_{x x}{ }^{(1)}=\left\{-\sigma^{\infty}(2+k y) e^{k y}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)(1+k y) e^{k y}\right\} \cos k x, \\
& \sigma_{x y}{ }^{(1)}=\left\{-\sigma^{\infty}(k y+1) e^{k y}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right) k y e^{k y}\right\} \sin k x, \tag{46}
\end{align*}
$$

$$
\begin{aligned}
\sigma_{y y}^{(1)}= & \left\{\sigma^{\infty}(k y) e^{k y}+k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)(k y-1) e^{k y}\right\} \cos k x, \\
\varepsilon_{x x}{ }^{(1)}= & \frac{1-v^{2}}{E}\left\{-\sigma^{\infty}(2+k y) e^{k y}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)(1+k y) e^{k y}\right\} \cos k x \\
& -\frac{v(1+v)}{E}\left\{\sigma^{\infty}(k y) e^{k y}+k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)(k y-1) e^{k y}\right\} \cos k x, \\
\varepsilon_{y y}{ }^{(1)}= & -\frac{v(1+v)}{E}\left\{-\sigma^{\infty}(2+k y) e^{k y}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)(1+k y) e^{k y}\right\} \cos k x \\
& +\frac{1-v^{2}}{E}\left\{\sigma^{\infty}(k y) e^{k y}+k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)(k y-1) e^{k y}\right\} \cos k x, \\
\varepsilon_{x y}{ }^{(1)}= & \frac{(1+v)}{E}\left\{-\sigma^{\infty}(k y+1) e^{k y}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right) k y e^{k y}\right\} \sin k x .
\end{aligned}
$$

Using zeroth and first order solutions at $y=0$, by (25), the second order B.C. is

$$
\begin{align*}
t_{x}^{(2)} & =(-\sin k x)\left\{-2 \sigma^{\infty}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)\right\} \cos k x \\
& -\frac{\cos k x}{k}\left\{-2 \sigma^{\infty} k-k^{2}\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)\right\} \sin k x \\
& -\tau^{o}(-\sin k x)(-k \cos k x)-k^{s}(-\sin k x)(-k \cos k x)\left(\frac{1-v^{2}}{E} \sigma_{\infty}\right) \\
& +k^{s} \frac{\cos k x}{k}\left\{3 \frac{\left(1-v^{2}\right)}{E} k^{2} \sigma^{\infty}+2 \frac{\left(1-v^{2}\right)}{E} k^{3}\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)+\frac{v(1+v)}{E} k^{2} \sigma^{\infty}\right\} \sin k x  \tag{47}\\
& +2 k^{s}(-k \cos k x)\left(-\frac{(1+v)}{E} \sigma^{\infty} \sin k x\right)+2 k^{s}(-\sin k x)\left(-\frac{(1+v)}{E} k \sigma^{\infty} \cos k x\right) \\
& +2 k^{s}(-\sin k x)(-k \cos k x)\left(\frac{-v(1+v)}{E} \sigma_{\infty}-\frac{1-v^{2}}{E} \sigma_{\infty}\right) \\
& +k^{s}(-\sin k x)\left(-3 \frac{\left(1-v^{2}\right)}{E} k \sigma^{\infty}-2 \frac{\left(1-v^{2}\right)}{E} k^{2}\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)-\frac{v(1+v)}{E} k \sigma^{\infty}\right) \cos k x,
\end{align*}
$$

$$
\begin{align*}
t_{y}^{(2)} & =(-\sin k x)\left(-\sigma^{\infty} \sin k x\right)-\left(\frac{\cos k x}{k}\right)\left(k \sigma^{\infty} \cos k x\right) \\
& +k^{s}(-k \cos k x)\left\{-\frac{(1-2 v)(1+v)}{E} k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)-\sigma^{\infty} \frac{2\left(1-v^{2}\right)}{E}\right\} \cos k x \\
& +k^{s}(-\sin k x)\left\{\frac{(1-2 v)(1+v)}{E} k^{2}\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)+\sigma^{\infty} \frac{2\left(1-v^{2}\right)}{E} k\right\} \sin k x . \tag{48}
\end{align*}
$$

More simplifying we would have

$$
\begin{equation*}
t_{x}^{(2)}=\beta \sin 2 k x, \quad t_{y}^{(2)}=\gamma \cos 2 k x, \tag{49}
\end{equation*}
$$

with

$$
\begin{align*}
\beta= & 2 \sigma^{\infty}+\frac{1}{2} \tau^{o} k+\frac{5}{2} \frac{1-v^{2}}{E} k^{s} k \sigma_{\infty}+2 k^{s} \frac{\left(1-v^{2}\right)}{E} k^{2}\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right) \\
& +\frac{2(1+v)}{E} k k^{s} \sigma^{\infty},  \tag{50}\\
\gamma= & -\sigma^{\infty}+\frac{(1-2 v)(1+v)}{E} k^{2} k^{s}\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)+\sigma^{\infty} k k^{s} \frac{2\left(1-v^{2}\right)}{E} .
\end{align*}
$$

By solving the second order terms we are led to the following results

$$
\begin{align*}
\sigma_{x x}^{(2)}= & 2 \beta(1+k y) e^{2 k y} \cos 2 k x+\gamma(1+2 k y) e^{2 k y} \cos 2 k x, \\
\sigma_{y y}^{(2)}= & -2 \beta k y e^{2 k y} \cos 2 k x+\gamma(1-2 k y) e^{2 k y} \cos 2 k x, \\
\varepsilon_{x x}^{(2)}= & \frac{1-v^{2}}{E}\left(2 \beta(1+k y) e^{2 k y} \cos 2 k x+\gamma(1+2 k y) e^{2 k y} \cos 2 k x\right)  \tag{51}\\
& -\frac{v(1+v)}{E}\left(-2 \beta k y e^{2 k y} \cos 2 k x+\gamma(1-2 k y) e^{2 k y} \cos 2 k x\right) .
\end{align*}
$$

And at $y=0$

$$
\begin{align*}
\left.\varepsilon_{x x}^{(2)}\right|_{y=0} & =\frac{(1-2 v)(1+v)}{E} \gamma \cos 2 k x+\frac{2\left(1-v^{2}\right)}{E} \beta \cos 2 k x  \tag{52}\\
& =\eta \cos 2 k x,
\end{align*}
$$

with $\eta=\frac{(1-2 v)(1+v)}{E} \gamma+\frac{2\left(1-v^{2}\right)}{E} \beta$. We remark that the energy contributed by strain fields, $\varepsilon_{x y}{ }^{(2)}$ and $\varepsilon_{y y}{ }^{(2)}$, are negligible compared with $\delta^{2}$. In order to find the surface stress on $y=h(x)$, we use the transformation law mentioned in section
2.4.1 and Taylor extrapolation that yield $\varepsilon_{s s}$ as

$$
\begin{align*}
& {\left[\varepsilon_{s s}\right]_{y=h(x)}=\left[\varepsilon_{x x}+2 \delta h_{0 x} \varepsilon_{x y}+\delta^{2}\left(h_{0 x}\right)^{2}\left(\varepsilon_{y y}-\varepsilon_{x x}\right)\right]_{y=h(x)}=} \\
& =\left[\begin{array}{l}
\varepsilon_{x x}{ }^{(0)}+\delta\left(\varepsilon_{x x}{ }^{(1)}+2 h_{0 x} \varepsilon_{x y}{ }^{(0)}+h_{0} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial y}\right)+ \\
\delta^{2}\binom{h_{0} \frac{\partial \varepsilon_{x x}}{\partial y}+\frac{1}{2}\left(h_{0}\right)^{2} \frac{\partial^{2} \varepsilon_{\varepsilon_{x}}{ }^{(0)}}{\partial y^{2}}+2\left(h_{0 x}\right) h_{0} \frac{\partial \varepsilon_{x y}{ }^{(0)}}{\partial y}}{-\left(h_{0 x}\right)^{2} \varepsilon_{x x}{ }^{(0)}+\varepsilon_{x x}{ }^{(2)}+2 h_{0 x} \varepsilon_{x y}{ }^{(1)}+\left(h_{0 x}\right)^{2} \varepsilon_{y y}{ }^{(0)}}
\end{array}\right] y=0 \\
& =\frac{1-v^{2}}{E} \sigma^{\infty}+\delta\left\{-\frac{(1-2 v)(1+v)}{E} k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)-\sigma^{\infty} \frac{2\left(1-v^{2}\right)}{E}\right\} \cos k x  \tag{53}\\
& +\delta^{2}\left\{\begin{array}{l}
\left(\begin{array}{l}
\left.-3 \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-2 \frac{\left(1-v^{2}\right)}{E} k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right)-\frac{v(1+v)}{E} \sigma^{\infty}\right) \cos ^{2} k x \\
+\frac{(1+v)}{E} \sigma_{\infty} \sin ^{2} k x+\eta \cos 2 k x
\end{array}\right\} .
\end{array}\right.
\end{align*}
$$

As mentioned in section 3, our homogenization scheme requires calculation of the total energy under the action of the applied stress $\sigma^{\infty}$. Inserting different order solutions obtained above into (13), we obtain

$$
\begin{align*}
E^{a c t}\left(\sigma^{\infty}\right) & =\frac{1}{2}\left(\frac{1}{\lambda}\right) \int_{0}^{\lambda} \int_{-\infty}^{h(x)}\binom{\varepsilon^{(0)} \cdot \mathbb{C} \varepsilon^{(0)}+2 \delta \varepsilon^{(1)} \cdot \mathbb{C} \varepsilon^{(0)}+}{+\delta^{2}\left(2 \varepsilon^{(2)} \cdot \mathbb{C} \varepsilon^{(0)}+\varepsilon^{(1)} \cdot \mathbb{C} \varepsilon^{(1)}\right)} \sqrt{1+\delta^{2} \sin ^{2} k x} d x d y+ \\
& +\frac{1}{2}\left(\frac{1}{\lambda}\right) \int_{0}^{\lambda}\left(\left(\varepsilon_{s s}-\varepsilon_{s s}^{0}\right) \cdot \mathbb{C}_{s}\left(\varepsilon_{s s}-\varepsilon_{s s}^{0}\right)\right) \sqrt{1+\delta^{2} \sin ^{2} k x} d x \tag{54}
\end{align*}
$$

where $\varepsilon_{\mathrm{ss}}$ is given by (53). By (14),

$$
\begin{align*}
E^{e f f}\left(\sigma^{\infty}\right)= & \frac{1}{2}\left(\frac{1}{\lambda}\right) \int_{0}^{\lambda} \int_{-\infty}^{0} \varepsilon^{(0)} \cdot \mathbb{C} \varepsilon^{(0)} d y d x \\
& +\frac{1}{\lambda} \int_{0}^{\lambda}\left(\left(\varepsilon_{x x}{ }^{(0)} e_{1} \otimes e_{1}-\left(\varepsilon_{s}^{0}\right)^{e f f}\right) \cdot \mathbb{C}_{s}^{e f f}\left(\varepsilon_{x x}{ }^{(0)} e_{1} \otimes e_{1}-\left(\varepsilon_{s}^{0}\right)^{e f f}\right)\right) d x \tag{55}
\end{align*}
$$

where $\varepsilon_{x x}{ }^{(0)}=\frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}$ is given by (44). Let

$$
\begin{equation*}
\left(\tau^{0}\right)^{\text {eff }}=e_{1} \otimes e_{1} \cdot \mathbb{C}_{s}{ }^{\text {eff }}\left(\varepsilon_{s}^{0}\right)^{e f f} \tag{56}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(k^{s}\right)^{e \text { eff }}=e_{1} \otimes e_{1} \cdot \mathbb{C}_{s}^{\text {eff }} e_{1} \otimes e_{1} . \tag{57}
\end{equation*}
$$

Therefore by $E^{a c t}=E^{\text {eff }}$, we have the effective properties of the rough surface given by

$$
\begin{equation*}
\left(\tau^{0}\right)^{e f f}=\left.\left(\frac{E}{1-v^{2}}\right) \frac{\partial E^{a c t}\left(\sigma^{\infty}\right)}{\partial \sigma^{\infty}}\right|_{\sigma^{\infty}=0} \quad \text { and } \quad\left(k^{s}\right)^{e f f}=\left.\left(\frac{E}{1-v^{2}}\right)^{2} \frac{\partial^{2} E^{a c t}\left(\sigma^{\infty}\right)}{\left(\partial \sigma^{\infty}\right)^{2}}\right|_{\sigma^{\infty}=0} . \tag{58}
\end{equation*}
$$

Inserting zeroth, first and second order bulk surface stress and strains calculated above into (40), by (54), we obtain

$$
\begin{equation*}
\left(\tau^{0}\right)^{\text {eff }}=\tau^{o}\left[1+\delta^{2}\left(-\frac{3}{4}-k k^{s} \frac{(1+8 v)(1+v)}{8 E}+\frac{(1-2 v)^{2}(1+v)^{2}}{2 E^{2}} k^{2}\left(k^{s}\right)^{2}\right)\right] \tag{59}
\end{equation*}
$$

$$
\begin{equation*}
\left(k^{s}\right)^{e f f}=k^{s}+\delta^{2}\binom{-\frac{E}{k\left(1-v^{2}\right)} \frac{(9-8 v)}{8(1-v)}+\frac{1}{4} k^{s}+\frac{(1-2 v)^{2}(1+v)^{2}}{2 E^{2}} k^{2}\left(k^{s}\right)^{3}+}{\frac{(1+v)}{E} \frac{(-24 v+7)}{8} k\left(k^{s}\right)^{2}} \tag{60}
\end{equation*}
$$

If $\frac{k k^{s}}{E} \ll 1$, equations (59) and (60) can be further simplified as

$$
\begin{equation*}
\left(\tau^{0}\right)^{e f f}=\tau^{o}\left(1-\frac{3}{4} \delta^{2}\right) \tag{61}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(k^{s}\right)^{e f f}=k^{s}-\delta^{2} \frac{E}{k\left(1-v^{2}\right)} \frac{(9-8 v)}{8(1-v)} \tag{62}
\end{equation*}
$$

respectively.

### 2.4.4 Effect of Considering Asymmetry Term, $\tau^{0} \nabla_{s} u$, in Effective Surface Stress and Effective Surface Elastic Constant

In this section, the impact of asymmetry term of surface stress $\tau^{0} \nabla_{s} u$ in the effective surface stress and effective surface elastic constant for the case of sinusoidal rough profile would be presented. The surface constitutive law for the considered model problem can be explained as

$$
\begin{equation*}
S=\mathbb{C}_{s}\left(\varepsilon^{s}-\varepsilon_{s}^{0}\right)+\tau^{0} \nabla_{s} u \text { on } \partial B, \tag{63}
\end{equation*}
$$

with boundary condition

$$
\begin{equation*}
(\mathbb{C} \nabla u) e_{n}=\operatorname{div}_{s}\left[\mathbb{C}_{s}\left(\varepsilon^{s}-\varepsilon_{s}^{0}\right)+\tau^{0} \nabla_{s} u\right] \text { on } \partial B . \tag{64}
\end{equation*}
$$

$\nabla_{s} u$ that is an out of plane component of surface stress, can be expressed as

$$
\begin{equation*}
\nabla_{s} u=\left(\frac{\partial u_{s}}{\partial s}-\kappa u_{n}\right) e_{s} \otimes e_{s}+\left(\kappa u_{s}+\frac{\partial u_{n}}{\partial s}\right) e_{s} \otimes e_{n} \quad \text { on } \quad \partial B . \tag{65}
\end{equation*}
$$

We remark that

$$
\begin{equation*}
\left(\frac{\partial u_{s}}{\partial s}-\kappa u_{n}\right)=\varepsilon_{s s} . \tag{66}
\end{equation*}
$$

The surface stress can be expressed as summation of the in-plane and out-ofplane components denoted by $\sigma^{S}$ and $w^{s}$, respectively,

$$
\begin{gather*}
S=\sigma^{s}\left(e_{s} \otimes e_{s}\right)+w^{s}\left(e_{s} \otimes e_{n}\right) \\
\sigma^{s}=\tau^{o}+\left(k^{s}+\tau^{0}\right) \varepsilon_{s s}, \quad w^{s}=\tau^{0}\left(\kappa u_{s}+\frac{\partial u_{n}}{\partial s}\right) \quad \text { on } \partial B \tag{67}
\end{gather*}
$$

Thus, the boundary condition on $\partial B$ would be explained as

$$
\begin{align*}
(\mathbb{C} \nabla u) e_{n}= & \left(\tau^{o} \kappa+\tau^{o} \frac{\partial \kappa}{\partial s} u_{s}+\tau^{o} \kappa \frac{\partial u_{s}}{\partial s}+\left(k^{s}+\tau^{0}\right) \kappa \varepsilon_{s s}+\tau^{0} \frac{\partial^{2} u_{n}}{\partial s^{2}}\right) e_{n}+ \\
& +\left(\left(k^{s}+\tau^{0}\right) \frac{\partial \varepsilon_{s s}}{\partial s}-\tau^{0} \kappa^{2} u_{s}-\tau^{0} \kappa \frac{\partial u_{n}}{\partial s}\right) e_{s} . \tag{68}
\end{align*}
$$

Below we convert the above boundary condition to Cartesian coordinates. Inserting (10) and (22) into (68) and keeping terms up to $O\left(\delta^{2}\right)$, we find the
boundary conditions on the nominal flat surface for $u^{(i)}(i=0,1,2)$, i.e., the right hand side of (12) as follows.

$$
\begin{align*}
& t_{x}{ }^{(0)}=\left(k^{s}+\tau^{0}\right) \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial x}, \quad t_{y}{ }^{(0)}=\tau^{0} \frac{\partial^{2} u_{y}{ }^{(0)}}{\partial x^{2}},  \tag{69}\\
& t_{x}{ }^{(1)}=h_{0 x} \sigma_{x x}{ }^{(0)}-h_{0} \frac{\partial \sigma_{x y}{ }^{(0)}}{\partial y}-\tau^{0} h_{0 x} \frac{\partial^{2} u_{y}{ }^{(0)}}{\partial x^{2}}+\left(k^{s}+\tau^{0}\right) \frac{\partial \varepsilon_{x x}{ }^{(1)}}{\partial x}+\left(k^{s}+\tau^{0}\right) h_{0} \frac{\partial^{2} \varepsilon_{x x}{ }^{(0)}}{\partial x \partial y} \\
& +2\left(k^{s}+\tau^{0}\right) h_{0 x x} \varepsilon_{x y}{ }^{(0)}+2\left(k^{s}+\tau^{0}\right) h_{0 x} \frac{\partial \varepsilon_{x y}{ }^{(0)}}{\partial x}+\left(k^{s}+\tau^{0}\right) h_{0 x} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial y}-\tau^{0} h_{0 x x} \frac{\partial u_{y}{ }^{(0)}}{\partial x}, \\
& t_{y}{ }^{(1)}=h_{0 x} \sigma_{y x}{ }^{(0)}-h_{0} \frac{\partial \sigma_{y y}{ }^{(0)}}{\partial y}+\tau^{0} h_{0 x x}+\left(k^{s}+2 \tau^{0}\right) h_{0 x x} \varepsilon_{x x}{ }^{(0)}-2 \tau^{0} h_{0 x x} \varepsilon_{x x}{ }^{(0)}+\tau^{0} h_{0 x x} \varepsilon_{y y}{ }^{(0)}  \tag{70}\\
& +\tau^{0} h_{0 x}\left(-\frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial x}+\frac{\partial \varepsilon_{y y}{ }^{(0)}}{\partial x}\right)+\tau^{0} \frac{\partial^{2} u_{y}{ }^{(1)}}{\partial x^{2}}+\tau^{0} h_{0} \frac{\partial^{3} u_{y}{ }^{(0)}}{\partial x^{2} \partial y}+\tau^{0} h_{0 x} \frac{\partial^{2} u_{y}{ }^{(0)}}{\partial x \partial y}+ \\
& +\left(k^{s}+\tau^{0}\right) h_{0 x} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial x}, \\
& t_{x}^{(2)}=h_{0 x} \sigma_{x x}{ }^{(1)}+h_{0} h_{0 x} \frac{\partial \sigma_{x x}{ }^{(0)}}{\partial y}+\frac{1}{2} h_{0 x}^{2} \sigma_{x y}{ }^{(0)}-h_{0} \frac{\partial \sigma_{x y}{ }^{(1)}}{\partial y}-\frac{1}{2} h_{0}{ }^{2} \frac{\partial^{2} \sigma_{x y}{ }^{(0)}}{\partial y^{2}}-\tau^{0} h_{0 x} h_{0 x x}- \\
& \left(k^{s}+2 \tau^{0}\right) h_{0 x} h_{0 x x} \varepsilon_{x x}{ }^{(0)}+2 \tau^{0} h_{0 x} h_{0 x x} \varepsilon_{x x}{ }^{(0)}-\tau^{0} h_{0 x} h_{0 x x} \varepsilon_{y y}{ }^{(0)}-\tau^{0} h_{0 x} h_{0 x}\left(-\frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial x}+\frac{\partial \varepsilon_{y y}{ }^{(0)}}{\partial x}\right) \\
& -\tau^{0} h_{0 x} \frac{\partial^{2} u_{y}^{(1)}}{\partial x^{2}}-\tau^{0} h_{0 x} h_{0 x} \frac{\partial^{2} u_{y}^{(0)}}{\partial x \partial y}+\left(k^{s}+\tau^{0}\right) \frac{\partial \varepsilon_{x x}^{(2)}}{\partial x}+\left(k^{s}+\tau^{0}\right) h_{0} \frac{\partial^{2} \varepsilon_{x x}{ }^{(1)}}{\partial x \partial y}+ \\
& +\frac{1}{2}\left(k^{s}+\tau^{0}\right)\left(h_{0}\right)^{2} \frac{\partial^{3} \varepsilon_{x x}{ }^{(0)}}{\partial x \partial y^{2}}-\left(k^{s}+\tau^{0}\right) h_{0 x}^{2} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial x}+2\left(k^{s}+\tau^{0}\right) h_{0 x x} \varepsilon_{x y}{ }^{(1)}+ \\
& +2\left(k^{s}+\tau^{0}\right) h_{0 x x} h_{0} \frac{\partial \varepsilon_{x y}{ }^{(0)}}{\partial y}+2\left(k^{s}+\tau^{0}\right) h_{0 x} \frac{\partial \varepsilon_{x y}{ }^{(1)}}{\partial x}+2\left(k^{s}+\tau^{0}\right) h_{0 x} h_{0} \frac{\partial^{2} \varepsilon_{x y}{ }^{(0)}}{\partial x \partial y}+  \tag{71}\\
& +2\left(k^{s}+\tau^{0}\right) h_{0 x} h_{0 x x}\left(\varepsilon_{y y}{ }^{(0)}-\varepsilon_{x x}{ }^{(0)}\right)+\left(k^{s}+\tau^{0}\right) h_{0 x}{ }^{2}\left(\frac{\partial \varepsilon_{y y}{ }^{(0)}}{\partial x}-\frac{1}{2} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial x}\right)+ \\
& +\left(k^{s}+\tau^{0}\right) h_{0 x} \frac{\partial \varepsilon_{x x}{ }^{(1)}}{\partial y}+\left(k^{s}+\tau^{0}\right) h_{0 x} h_{0} \frac{\partial^{2} \varepsilon_{x x}{ }^{(0)}}{\partial y^{2}}+2\left(k^{s}+\tau^{0}\right)\left(h_{0 x}\right)^{2} \frac{\partial \varepsilon_{x y}{ }^{(0)}}{\partial y} \\
& -\tau^{0} h_{0 x} h_{0 x x}\left(-\varepsilon_{x x}{ }^{(0)}+\varepsilon_{y y}{ }^{(0)}\right)-\tau^{0} h_{0 x x} \frac{\partial u_{y}{ }^{(1)}}{\partial x}-\tau^{0} h_{0 x x} h_{0} \frac{\partial^{2} u_{y}{ }^{(0)}}{\partial x \partial y},
\end{align*}
$$

$$
\begin{aligned}
& t_{y}^{(2)}=h_{0 x} \sigma_{y x}{ }^{(1)}+h_{0 x} h_{0} \frac{\partial \sigma_{y x}{ }^{(0)}}{\partial y}+\frac{1}{2} h_{0 x}^{2} \sigma_{y y}{ }^{(0)}-h_{0} \frac{\partial \sigma_{y y}{ }^{(1)}}{\partial y}-\frac{1}{2} h_{0}{ }^{2} \frac{\partial^{2} \sigma_{y y}{ }^{(0)}}{\partial y^{2}} \\
& \\
& +\left(k^{s}+2 \tau^{0}\right)\left(h_{0 x x} \varepsilon_{x x}{ }^{(1)}+h_{0 x x} h_{0} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial y}+2 h_{0 x} h_{0 x x} \varepsilon_{x y}{ }^{(0)}\right)-2 \tau^{0} h_{0 x x} \varepsilon_{x x}{ }^{(1)} \\
& \\
& -2 \tau^{0} h_{0 x x} h_{0} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial y}+\tau^{0} h_{0 x x} \varepsilon_{y y}{ }^{(1)}+\tau^{0} h_{0 x x} h_{0} \frac{\partial \varepsilon_{y y}{ }^{(0)}}{\partial y}+\tau^{0} h_{0 x}\left(-\frac{\partial \varepsilon_{x x}{ }^{(1)}}{\partial x}+\frac{\partial \varepsilon_{y y}{ }^{(1)}}{\partial x}\right) \\
& \\
& +\tau^{0} h_{0 x} h_{0}\left(-\frac{\partial^{2} \varepsilon_{x x}{ }^{(0)}}{\partial x \partial y}+\frac{\partial^{2} \varepsilon_{y y}{ }^{(0)}}{\partial x \partial y}\right)-\frac{1}{2} \tau^{0} h_{0 x} h_{0 x x} \frac{\partial u_{y}{ }^{(0)}}{\partial x}-\tau^{0} h_{0 x x}{ }^{2} u_{y}{ }^{(0)}-\frac{1}{2} \tau^{0}\left(h_{0 x}{ }^{2}\right) \frac{\partial^{2} u_{y}{ }^{(0)}}{\partial x^{2}} \\
& \\
& +\tau^{0} \frac{\partial^{2} u_{y}^{(2)}}{\partial x^{2}}+\tau^{0} h_{0} \frac{\partial^{3} u_{y}^{(1)}}{\partial x^{2} \partial y}+\frac{1}{2} \tau^{0}\left(h_{0}\right)^{2} \frac{\partial^{4} u_{y}{ }^{(0)}}{\partial x^{2} \partial y^{2}}-2 \tau^{0} h_{0 x x} h_{0 x} \varepsilon_{x y}{ }^{(0)}-2 \tau^{0} h_{0} h_{0 x} \frac{\partial \varepsilon_{x y}{ }^{(0)}}{\partial x} \\
& \\
& -2 \tau^{0} h_{0 x} h_{0 x x} \frac{\partial u_{x}{ }^{(0)}}{\partial y}+\tau^{0}\left(h_{0 x}\right)^{2}\left(-\frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial y}+\frac{\partial \varepsilon_{y y}{ }^{(0)}}{\partial y}\right)+\tau^{0} h_{0 x} \frac{\partial^{2} u_{y}^{(1)}}{\partial x \partial y}+\tau^{0} h_{0 x} h_{0} \frac{\partial^{3} u_{y}{ }^{(0)}}{\partial x \partial y^{2}} \\
& \quad+h_{0 x}\left(k^{s}+\tau^{0}\right) \frac{\partial \varepsilon_{x x}{ }^{(1)}}{\partial x}+h_{0 x} h_{0}\left(k^{s}+\tau^{0}\right) \frac{\partial^{2} \varepsilon_{x x}{ }^{(0)}}{\partial x \partial y}+2\left(k^{s}+\tau^{0}\right) h_{0 x} h_{0 x x} \varepsilon_{x y}{ }^{(0)}+ \\
& \\
& +2\left(k^{s}+\tau^{0}\right) h_{0 x} h_{0 x} \frac{\partial \varepsilon_{x y}{ }^{(0)}}{\partial x}+\left(k^{s}+\tau^{0}\right) h_{0 x} h_{0 x} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial y}-\tau^{0} h_{0 x} h_{0 x x} \frac{\partial u_{y}{ }^{(0)}}{\partial x} .
\end{aligned}
$$

Similar to the previous cases, we proceed to solve the different order boundary value problems.

## Zero order boundary conditions are

$$
\begin{equation*}
t_{x}^{(0)}=0, \quad t_{y}^{(0)}=0 . \tag{72}
\end{equation*}
$$

Therefore, zero order solution is

$$
\begin{align*}
& \sigma_{x x}{ }^{(0)}=\sigma^{\infty}, \quad \sigma_{x y}{ }^{(0)}=\sigma_{y y}{ }^{(0)}=0, \\
& \varepsilon_{x x}{ }^{(0)}=\frac{1-v^{2}}{E} \sigma^{\infty}, \quad \varepsilon_{x y}{ }^{(0)}=0, \quad \varepsilon_{y y}{ }^{(0)}=\frac{-v(1+v)}{E} \sigma^{\infty}, \tag{73}
\end{align*}
$$

first order boundary conditions are written as

$$
\begin{align*}
t_{x}^{(1)} & =h_{0 x} \sigma_{x x}{ }^{(0)}=-\sigma^{\infty} \sin k x, \\
t_{y}{ }^{(1)} & =\tau^{o} h_{0 x x}+k^{s} h_{0 x x} \varepsilon_{x x}{ }^{(0)}+\tau^{0} h_{0 x x} \varepsilon_{y y}{ }^{(0)}= \\
& =-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right) \cos k x, \tag{74}
\end{align*}
$$

and, subsequently first order solution is obtained as

$$
\left.\begin{array}{rl}
\sigma_{x x}{ }^{(1)} & =\left\{-\sigma^{\infty}(2+k y) e^{k y}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)(1+k y) e^{k y}\right\} \cos k x \\
\sigma_{x y}{ }^{(1)} & =\left\{-\sigma^{\infty}(k y+1) e^{k y}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right) k y e^{k y}\right\} \sin k x \\
\sigma_{y y}{ }^{(1)}= & \left\{\sigma^{\infty}(k y) e^{k y}+k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)(k y-1) e^{k y}\right\} \cos k x \\
\varepsilon_{x x}{ }^{(1)}= & \frac{1-v^{2}}{E}\left\{-\sigma^{\infty}(2+k y) e^{k y}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)(1+k y) e^{k y}\right\} \cos k x- \\
& -\frac{v(1+v)}{E}\left\{\sigma^{\infty}(k y) e^{k y}+k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)(k y-1) e^{k y}\right\} \cos k x  \tag{75}\\
\varepsilon_{y y}{ }^{(1)}= & -\frac{v(1+v)}{E}\left\{-\sigma^{\infty}(2+k y) e^{k y}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)(1+k y) e^{k y}\right\} \cos k x+ \\
& +\frac{1-v^{2}}{E}\left\{\sigma^{\infty}(k y) e^{k y}+k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)(k y-1) e^{k y}\right\} \cos k x
\end{array}\right\} \begin{aligned}
& \varepsilon_{x y}^{(1)}=\frac{(1+v)}{E}\left\{-\sigma^{\infty}(k y+1) e^{k y}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right) k y e^{k y}\right\} \sin k x
\end{aligned}
$$

$$
\begin{aligned}
\frac{\partial u_{y}^{(1)}}{\partial x} & =\frac{v(1+v)}{E} k\left\{-\sigma^{\infty}\left(\frac{1}{k}+y\right) e^{k y}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)(y) e^{k y}\right\} \sin k x+ \\
& -\frac{1-v^{2}}{E} k\left\{\sigma^{\infty}\left(-\frac{1}{k}+y\right) e^{k y}+k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)\left(-\frac{1}{k}+y\right) e^{k y}\right\} \sin k x \\
u_{x}^{(1)} & =\frac{1-v^{2}}{E}\left\{-\frac{1}{k} \sigma^{\infty}(2+k y) e^{k y}-\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)(1+k y) e^{k y}\right\} \sin k x- \\
& -\frac{v(1+v)}{E}\left\{\sigma^{\infty}(y) e^{k y}+\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)(k y-1) e^{k y}\right\} \sin k x .
\end{aligned}
$$

The first order solutions on the boundary $y=0$ are needed in order to find the second order boundary conditions.

$$
\begin{align*}
& \varepsilon_{x x}{ }^{(1)}=\left\{-\frac{(1-2 v)(1+v)}{E} k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)-\sigma^{\infty} \frac{2\left(1-v^{2}\right)}{E}\right\} \cos k x \\
& \frac{\partial \varepsilon_{x x}{ }^{(1)}}{\partial x}=\left\{\frac{(1-2 v)(1+v)}{E} k^{2}\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)+\sigma^{\infty} \frac{2\left(1-v^{2}\right)}{E} k\right\} \sin k x \\
& \frac{\partial \sigma_{x y}{ }^{(1)}}{\partial y}=\left\{-2 \sigma^{\infty} k-k^{2}\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\} \sin k x  \tag{76}\\
& \sigma_{x x}{ }^{(1)}=\left\{-2 \sigma^{\infty}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\} \cos k x
\end{align*}
$$

$$
\frac{\partial \varepsilon_{x x}^{(1)}}{\partial y}=-\left\{3 \frac{\left(1-v^{2}\right)}{E} k \sigma^{\infty}+2 \frac{\left(1-v^{2}\right)}{E} k^{2}\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)+\frac{v(1+v)}{E} k \sigma^{\infty}\right\} \cos k x
$$

$$
\frac{\partial^{2} \varepsilon_{x x}^{(1)}}{\partial x \partial y}=\left\{3 \frac{\left(1-v^{2}\right)}{E} k^{2} \sigma^{\infty}+2 \frac{\left(1-v^{2}\right)}{E} k^{3}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)+\frac{v(1+v)}{E} k^{2} \sigma^{\infty}\right\} \sin k x
$$

$$
\begin{aligned}
& \sigma_{x y}{ }^{(1)}=-\sigma^{\infty} \sin k x \\
& \varepsilon_{x y}{ }^{(1)}=-\frac{(1+v)}{E} \sigma^{\infty} \sin k x \\
& \frac{\partial \varepsilon_{x y}{ }^{(1)}}{\partial x}=-\frac{(1+v)}{E} k \sigma^{\infty} \cos k x \\
& \frac{\partial \sigma_{y y}{ }^{(1)}}{\partial y}=k \sigma^{\infty} \cos k x \\
& \frac{\partial u_{y}^{(1)}}{\partial x}=-\frac{v(1+v)}{E} \sigma^{\infty} \sin k x+\frac{1-v^{2}}{E}\left\{\sigma^{\infty}+k\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\} \sin k x \\
& \varepsilon_{y y}{ }^{(1)}=-\frac{v(1+v)}{E}\left\{-2 \sigma^{\infty}-k\left(\tau^{\circ}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\} \cos k x+ \\
& \\
& \\
& -\frac{1-v^{2}}{E}\left\{k\left(\tau^{\circ}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\} \cos k x .
\end{aligned}
$$

Second order boundary conditions can be written as

$$
\begin{align*}
& t_{x}^{(2)}=(-\sin k x)\left\{-2 \sigma^{\infty}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\} \cos k x \\
& -\frac{\cos k x}{k}\left\{-2 \sigma^{\infty} k-k^{2}\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\} \sin k x-\tau^{\circ}(-\sin k x)(-k \cos k x) \\
& +\left(-3 k^{s}-\tau^{0}\right)(-\sin k x)(-k \cos k x)\left(\frac{1-v^{2}}{E} \sigma_{\infty}\right)+2 k^{s}(-\sin k x)(-k \cos k x)\left(-\frac{v(1-v)}{E} \sigma_{\infty}\right) \\
& +k^{s} \frac{\cos k x}{k}\left\{3 \frac{\left(1-v^{2}\right)}{E} k^{2} \sigma^{\infty}+2 \frac{\left(1-v^{2}\right)}{E} k^{3}\left(\tau^{\circ}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)+\frac{v(1+v)}{E} k^{2} \sigma^{\infty}\right\} \sin k x  \tag{77}\\
& +2 k^{s}(-k \cos k x)\left(-\frac{(1+v)}{E} \sigma^{\infty} \sin k x\right)+2 k^{s}(-\sin k x)\left(-\frac{(1+v)}{E} k \sigma^{\infty} \cos k x\right) \\
& +k^{s}(-\sin k x)\left(-3 \frac{\left(1-v^{2}\right)}{E} k \sigma^{\infty}-2 \frac{\left(1-v^{2}\right)}{E} k^{2}\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)-\frac{v(1+v)}{E} k \sigma^{\infty}\right) \cos k x \\
& -\tau^{\circ}\left(k \frac{v(1+v)}{E} \sigma^{\infty} \sin 2 k x-k \frac{1-v^{2}}{E}\left\{\sigma^{\infty}+k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\} \sin 2 k x\right), \\
& t_{y}^{(2)}=(-\sin k x)\left(-\sigma^{\infty} \sin k x\right)-\left(\frac{\cos k x}{k}\right)\left(k \sigma^{\infty} \cos k x\right) \\
& +\left(k^{s}-\tau^{0}\right)(-k \cos k x)\left\{-\frac{(1-2 v)(1+v)}{E} k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)-\sigma^{\infty} \frac{2\left(1-v^{2}\right)}{E}\right\} \cos k x \\
& +\tau^{o}(-k \cos k x)\binom{-\frac{v(1+v)}{E}\left\{-2 \sigma^{\infty}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\}+}{-\frac{1-v^{2}}{E} k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)} \cos k x+ \\
& +\tau^{o}(-\sin k x)\binom{-\frac{v(1+v)}{E}\left\{-2 \sigma^{\infty}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\}+}{-\frac{1-v^{2}}{E} k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)}(-k \sin k x)  \tag{78}\\
& +\tau^{\circ}\left(\frac{\cos k x}{k}\right)\binom{-\frac{v(1+v)}{E}\left\{-2 \sigma^{\infty}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\}+}{-\frac{1-v^{2}}{E}\left\{k\left(\tau^{\circ}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\}}\left(-k^{2} \cos k x\right)+ \\
& +\tau^{\circ}(-\sin k x)\binom{-\frac{v(1+v)}{E}\left\{-2 \sigma^{\infty}-k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\}+}{-\frac{1-v^{2}}{E}\left\{k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)\right\}}(-k \sin k x) \\
& +\left(k^{s}-\tau^{o}\right)(-\sin k x)\left\{\frac{(1-2 v)(1+v)}{E} k^{2}\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{\circ} \frac{v(1-v)}{E} \sigma^{\infty}\right)+\sigma^{\infty} \frac{2\left(1-v^{2}\right)}{E} k\right\} \sin k x .
\end{align*}
$$

## By more simplifying we would have

$$
\begin{align*}
& t_{x}^{(2)}=\beta \sin 2 k x, \\
& \beta=\binom{2 \sigma^{\infty}+\frac{1}{2} k \tau^{o}+\left(\frac{5}{2} k^{s}+\frac{7}{2} \tau^{0}\right) k \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}+\left(k^{s}+\tau^{0}\right) k \frac{-v(1-v)+2(1+v)}{E} \sigma^{\infty}+}{\frac{\left(1-v^{2}\right)}{E}\binom{k^{2}\left(2 k^{s}+3 \tau^{o}\right) \tau^{o}+k^{s}\left(2 k^{s}+3 \tau^{o}\right) k^{2} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-}{-\tau^{o}\left(2 k^{s}+3 \tau^{o}\right) k^{2} \frac{v(1-v)}{E} \sigma^{\infty}}-\frac{v(1+v)}{E} k^{s} k \sigma^{\infty}}, \tag{79}
\end{align*}
$$

$$
t_{y}^{(2)}=\gamma \cos 2 k x,
$$

By solving the second order terms we are lead to the following results:

$$
\begin{align*}
& \sigma_{x x}^{(2)}=2 \beta(1+k y) e^{2 k y} \cos 2 k x+\gamma(1+2 k y) e^{2 k y} \cos 2 k x \\
& \sigma_{y y}^{(2)}=-2 \beta k y e^{2 k y} \cos 2 k x+\gamma(1-2 k y) e^{2 k y} \cos 2 k x \\
& \varepsilon_{x x}^{(2)}=\frac{1-v^{2}}{E}\left(2 \beta(1+k y) e^{2 k y} \cos 2 k x+\gamma(1+2 k y) e^{2 k y} \cos 2 k x\right)-  \tag{81}\\
& \frac{v(1+v)}{E}\left(-2 \beta k y e^{2 k y} \cos 2 k x+\gamma(1-2 k y) e^{2 k y} \cos 2 k x\right),
\end{align*}
$$

and at $y=0$

$$
\left.\varepsilon_{x x}{ }^{(2)}\right|_{y=0}=\frac{(1-2 v)(1+v)}{E} \gamma \cos 2 k x+\frac{2\left(1-v^{2}\right)}{E} \beta \cos 2 k x=\eta \cos 2 k x
$$

with

$$
\begin{equation*}
\eta=\frac{(1-2 v)(1+v)}{E} \gamma+\frac{2\left(1-v^{2}\right)}{E} \beta \tag{82}
\end{equation*}
$$

In order to find the surface stress on $y=h(x)$, we use the transformation law in section 2.4.1 and Taylor extrapolation that yield $\varepsilon_{\mathrm{ss}}$ as

$$
\begin{align*}
& {\left[\varepsilon_{s s}\right]_{y=h(x)}=\left[\varepsilon_{x x}+2 \delta h_{0 x} \varepsilon_{x y}+\delta^{2}\left(h_{0 x}\right)^{2}\left(\varepsilon_{x y}-\varepsilon_{x x}\right)\right]_{y=h(x)}=} \\
& {\left[\begin{array}{l}
\varepsilon_{x x}{ }^{(0)}+\delta\left(\varepsilon_{x x}{ }^{(1)}+2 h_{0 x} \varepsilon_{x y}{ }^{(0)}+h_{0} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial y}\right)+ \\
\delta^{2}\left(\begin{array}{l}
\left.h_{0} \frac{\partial \varepsilon_{x x}{ }^{(1)}}{\partial y}+\frac{1}{2}\left(h_{0}\right)^{2} \frac{\partial^{2} \varepsilon_{x x}{ }^{(0)}}{\partial y^{2}}+2\left(h_{0 x}\right) h_{0} \frac{\partial \varepsilon_{x y}^{(0)}}{\partial y}-\left(h_{0 x}\right)^{2} \varepsilon_{x x}{ }^{(0)}+\varepsilon_{x x}{ }^{(2)}+\right) \\
2 h_{0 x} \varepsilon_{x y}^{(1)}+\left(h_{0 x}\right)^{2} \varepsilon_{y y}{ }^{(0)}
\end{array}\right] \\
=\frac{1-v^{2}}{E} \sigma^{\infty}+\delta\left\{-\frac{(1-2 v)(1+v)}{E} k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)-\sigma^{\infty} \frac{2\left(1-v^{2}\right)}{E}\right\} \cos k x+ \\
+\delta^{2}\left\{\begin{array}{l}
-3 \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-2 \frac{\left(1-v^{2}\right)}{E} k\left(\tau^{o}+k^{s} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}-\tau^{o} \frac{v(1-v)}{E} \sigma^{\infty}\right)-\frac{v(1+v)}{E} \sigma^{\infty} \cos ^{2} k x \\
+\frac{(1+v)}{E} \sigma_{\infty} \sin ^{2} k x+\eta \cos 2 k x
\end{array}\right\} .
\end{array} .\right.}
\end{align*}
$$

Proceeding similarly as in for previous parts we calculate the total energy of the rough half space and then find the effective surface stress and effective surface elastic constant as below. The detail calculations are not presented here.

$$
\begin{equation*}
\left(\tau^{0}\right)^{e f f}=\tau^{o}-\delta^{2} \tau^{o}\binom{\frac{3}{4}+k k^{s} \frac{(1+8 v)(1+v)}{8 E}-k \tau^{o}\left(\frac{v(3-v)}{8 E}\right)-}{-\frac{(1-2 v)^{2}(1+v)^{2}}{2 E^{2}} k^{2}\left(k^{s}\right)^{2}+-\frac{(1-2 v)^{2}(1+v)^{2}}{E^{2}} k^{2} \tau^{o} \frac{v}{2(1+v)}} \tag{84}
\end{equation*}
$$

If $\frac{k k^{s}}{E} \ll 1$, equations (84) can be further simplified as

$$
\begin{equation*}
\left(\tau^{0}\right)^{\text {eff }}=\tau^{o}\left(1-\frac{3}{4} \delta^{2}\right) \tag{85}
\end{equation*}
$$

and

$$
\begin{align*}
& \left(k^{s}\right)^{e f f}=k^{s}+ \\
& +\delta^{2}\binom{-\frac{E}{k\left(1-v^{2}\right)}\left[\frac{9-8 v}{8(1-v)}\right]+\frac{1}{4} k^{s}+k\left(k^{s}\right)^{2} \frac{(1+v)}{E}\left[\frac{-24 v+7}{8}\right]+k\left(\tau^{o}\right)^{2}\left[\frac{v^{2}(7-8 v)}{8 E(1+v)}\right]}{+k^{s} \tau^{o} k\left[-\frac{v(7-12 v)}{4 E}\right]+\frac{(1-2 v)^{2}(1+v)^{2}}{2 E^{2}} k^{2} k^{s}\left(\left(k^{s}\right)^{2}+\left(\tau^{o}\right)^{2} v^{2}-2 k^{s} \frac{v}{(1+v)} \tau^{o}\right)} . \tag{86}
\end{align*}
$$

Again, if $\frac{k k^{s}}{E} \ll 1$, equations (86) can be further simplified as

$$
\begin{equation*}
\left(k^{s}\right)^{e f f}=k^{s}+\delta^{2}\left(-\frac{E}{k\left(1-v^{2}\right)}\left[\frac{9-8 v}{8(1-v)}\right]\right) . \tag{87}
\end{equation*}
$$

As is observed from the result, effect of asymmetry term, $\tau^{0} \nabla_{s} u$, in effective surface stress and effective surface elastic constant is negligible.

# Chapter 3: Elastic Homogenization of Rough Surface with Random Roughness Profile: Theoretical Calculation of Effective Surface Stress and Superficial Elasticity 

### 3.1 Introduction

This chapter is focused on the determination of the surface stress and surface elastic constant for a surface with random roughness profile. In particular, in section 2, the homogenization strategy is presented following with the solution in section 3 .

### 3.2 Homogenization Strategy and Problem Formulation

The displacement field, $u_{i}(i=x, y, z)$, in general, has two components, its average $\left\langle u_{i}\right\rangle$ over the ensemble of realization of the surface roughness and its fluctuation component $Q u_{i}$ (Eguiluz and Maradudin, 1983a, 1983b). Due to the randomness of the surface profile, it is useful to introduce the linear operators $P$ (called "smoothing operator", Eguiluz and Maradudin, 1983) and $Q$ such that

$$
\begin{equation*}
P u^{(i)}=\left\langle u^{(i)}\right\rangle, \quad P+Q=1, \quad u^{(i)} \equiv(P+Q) u^{(i)}=\left\langle u^{(i)}\right\rangle+Q u^{(i)} . \tag{88}
\end{equation*}
$$

We further assume that the random roughness satisfies that for a constant $\eta>0$,

$$
\begin{equation*}
\operatorname{Ph}(x)=0, \quad P^{2}(x)=\eta^{2}, \tag{89}
\end{equation*}
$$

where $\eta$ is the standard deviation of the roughness.

Following a similar procedure for the deterministic roughness profile, the overall half space is subjected to a uniform in-plane stress $\sigma=\sigma^{\infty} \hat{\sigma}$. Using perturbation theory and converting the boundary conditions on the rough surface to an effective boundary condition on the nominal flat surface $\partial B^{0}$, we find the boundary conditions on the nominal flat surface as

$$
\begin{equation*}
\left(\mathbb{C} \nabla u^{(i)}\right) e_{2}=t^{(i)} \quad i=0,1,2 \quad \text { on } \partial B^{0} \tag{90}
\end{equation*}
$$

where the detailed expressions for surface traction $t^{(i)}$ are presented in section 3.3.1 for random rough surface. Direct calculations show that the average field of displacement satisfies an effective problem that is formally similar to the flat surface problem. We remark that the fluctuation $Q u^{(i)}$ is at the order of $\delta P u^{(i)} \forall i=0,1,2, \cdots$, which will be repeatedly used below. Therefore, we have

$$
\begin{equation*}
\operatorname{div}\left(\mathbb{C}\left\langle\nabla u^{(i)}\right\rangle\right)=0 \quad i=0,1,2 \quad \text { in } B^{0}, \tag{91}
\end{equation*}
$$

with ensemble average of boundary conditions

$$
\begin{equation*}
\left(\mathbb{C}\left\langle\nabla u^{(i)}\right\rangle\right) \cdot e_{2}=\left\langle t^{(i)}\right\rangle \quad i=0,1,2 \quad \text { on } \partial B^{0} . \tag{92}
\end{equation*}
$$

To solve these boundary value problems as will be seen later, we need to find the $Q$-terms which similarly satisfy the equilibrium equations,

$$
\begin{equation*}
\operatorname{div}\left(\mathbb{C} Q\left(\nabla u^{(i)}\right)\right)=0 \quad i=0,1,2 \quad \text { in } B^{0} \tag{93}
\end{equation*}
$$

with boundary conditions,

$$
\begin{equation*}
\left(\mathbb{C} Q\left(\nabla u^{(i)}\right)\right) e_{2}=Q\left(t^{(i)}\right) \quad i=0,1,2 \quad \text { on } \partial B^{0} . \tag{94}
\end{equation*}
$$

Upon solving (91) and (92) for $\left\langle u^{(i)}\right\rangle(\mathrm{i}=0,1,2)$ and (93) and (94) for $Q u^{(i)}(\mathrm{i}=0,1,2)$, the displacement field $u^{(i)}=\left\langle u^{(i)}\right\rangle+Q u^{(i)}(\mathrm{i}=0,1,2)$ is obtained and the total elastic energy of the half-space (13) can be calculated as a function of the applied far field stress. To define the effective surface properties of the surface, we propose to equate the ensemble average of the total elastic energy of the half space with rough surface, $\left\langle E^{a c t}\left(\sigma^{\infty}\right)\right\rangle$, with the total elastic energy of a half space with a nominal "effective" flat surface, $E^{\text {eff }}\left(\sigma^{\infty}\right)$ (See equation 14), endowed with effective surface stress and surface elasticity constants:

$$
\begin{equation*}
E^{e f f}\left(\sigma^{\infty}\right)=\left\langle E^{a c t}\left(\sigma^{\infty}\right)\right\rangle \tag{95}
\end{equation*}
$$

The above equation will enable us to find the effective surface stress and effective surface elastic constants in a similar manner as for nonrandom cases.

### 3.3 Solution to the Boundary Value Problem

### 3.3.1. General Procedure

The general procedure presented in section 2.4.1 for nonrandom surface roughness is applicable for case of random roughness as well. The boundary conditions on the nominal flat surface for $u^{(i)}(i=0,1,2)$, i.e., the right hand side
of (90) are presented as (23)-(25). Applying operator $P$ to equations (23)-(25) and assuming that $h=\delta h_{0}, h_{0} \sim 1$ lead to the following results

$$
\begin{align*}
\left\langle t_{x}{ }^{(0)}\right\rangle= & k^{s} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial x}, \quad\left\langle t_{y}{ }^{(0)}\right\rangle=0,  \tag{96}\\
\left\langle t_{x}{ }^{(1)}\right\rangle= & -P\left[h_{0} \frac{\partial Q \sigma_{x y}{ }^{(0)}}{\partial y}\right]+P\left[h_{0 x} Q \sigma_{x x}{ }^{(0)}\right]+k^{s} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(1)}\right\rangle}{\partial x}+k^{s} P\left[h_{0} \frac{\partial^{2} Q \varepsilon_{x x}{ }^{(0)}}{\partial x \partial y}\right]+ \\
& +2 k^{s} P\left[h_{0 x Q} Q \varepsilon_{x y}{ }^{(0)}\right]+2 k^{s} P\left[h_{0 x} \frac{\partial Q \varepsilon_{x y}{ }^{(0)}}{\partial x}\right]+k^{s} P\left[h_{0 x} \frac{\partial Q \varepsilon_{x x}{ }^{(0)}}{\partial y}\right],  \tag{97}\\
\left\langle t_{y}{ }^{(1)}\right\rangle= & -P\left[h_{0} \frac{\partial Q \sigma_{y y}{ }^{(0)}}{\partial y}\right]+P\left[h_{0 x} Q \sigma_{y x}{ }^{(0)}\right]+\tau^{o}\left\langle h_{0 x x}\right\rangle+k^{s} P\left[h_{0 x x} Q \varepsilon_{x x}{ }^{(0)}\right]+k^{s} P\left[h_{0 x} \frac{\partial Q \varepsilon_{x x}{ }^{(0)}}{\partial x}\right], \\
\left\langle t_{x}^{(2)}\right\rangle= & P\left[h_{0 x} Q \sigma_{x x}{ }^{(1)}\right]+P\left[h_{0} h_{0 x}\right] \frac{\partial\left\langle\sigma_{x x}{ }^{(0)}\right\rangle}{\partial y}+\frac{1}{2} P\left[h_{0 x} h_{0 x}\right]\left\langle\sigma_{x y}{ }^{(0)}\right\rangle-P\left[h_{0} \frac{\partial Q \sigma_{x y}{ }^{(1)}}{\partial y}\right]- \\
& -\frac{1}{2} \eta^{2} \frac{\partial^{2}\left\langle\sigma_{x y}{ }^{(0)}\right\rangle}{\partial y^{2}}-\tau^{0} P\left[h_{0 x} h_{0 x x}\right]-k^{s} P\left[h_{0 x} h_{0 x x}\right]\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle+k^{s} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(2)}\right\rangle}{\partial x}+k^{s} P\left[h_{0} \frac{\partial^{2} Q \varepsilon_{x x}{ }^{(1)}}{\partial x \partial y}\right] \\
& +\frac{1}{2} \eta^{2} k^{s} \frac{\partial^{3}\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial x \partial y^{2}}-k^{s} P\left[h_{0 x} h_{0 x}\right] \frac{\partial\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial x}+2 k^{s} P\left[h_{0 x x} Q \varepsilon_{x y}{ }^{(1)}\right]+2 k^{s} P\left[h_{0 x x} h_{0}\right] \frac{\partial\left\langle\varepsilon_{x y}{ }^{(0)}\right\rangle}{\partial y} \\
& +2 k^{s} P\left[h_{0 x} \frac{\partial Q \varepsilon_{x y}{ }^{(1)}}{\partial x}\right]+2 k^{s} P\left[h_{0 x} h_{0}\right] \frac{\partial^{2}\left\langle\varepsilon_{x y}{ }^{(0)}\right\rangle}{\partial x \partial y}+2 k^{s} P\left[h_{0 x} h_{0 x x}\right]\left(\left\langle\varepsilon_{y y}{ }^{(0)}\right\rangle-\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle\right)+  \tag{98}\\
& +k^{s} P\left[h_{0 x} h_{0 x}\right]\left(\frac{\left.\partial \varepsilon_{y y}{ }^{(0)}\right\rangle}{\partial x}-\frac{1}{2} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial x}\right)+k^{s} P\left[h_{0 x} \frac{\partial Q \varepsilon_{x x}{ }^{(1)}}{\partial y}\right]+k^{s} P\left[h_{0} h_{0 x}\right] \frac{\partial^{2}\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial y^{2}}+ \\
+ & 2 k^{s} P\left[h_{0 x} h_{0 x}\right] \frac{\partial\left\langle\varepsilon_{x y}{ }^{(0)}\right\rangle}{\partial y},
\end{align*}
$$

$$
\begin{aligned}
\left\langle t_{y}^{(2)}\right\rangle= & P\left[h_{0} \frac{\partial Q \sigma_{y y}{ }^{(1)}}{\partial y}\right]-\frac{1}{2} \eta^{2} \frac{\partial^{2}\left\langle\sigma_{y y}{ }^{(0)}\right\rangle}{\partial y^{2}}+P\left[h_{0 x} Q \sigma_{y x}{ }^{(1)}\right]+P\left[h_{0} h_{0 x} \frac{\partial Q \sigma_{y x}{ }^{(0)}}{\partial y}\right]+ \\
& +k^{s} P\left[h_{0 x x} Q \varepsilon_{x x}{ }^{(1)}\right]+k^{s} P\left[h_{0 x} \frac{\partial Q \varepsilon_{x x}{ }^{(1)}}{\partial x}\right]+2 k^{s} \varepsilon^{2} \frac{\partial\left\langle\varepsilon_{x y}{ }^{(0)}\right\rangle}{\partial x}+k^{s} \varepsilon^{2} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial y}+ \\
& k^{s} P\left[h_{0 x x} h_{0} \frac{\partial Q \varepsilon_{x x}{ }^{(0)}}{\partial y}\right]+2 k^{s} P\left[h_{0 x} h_{0 x x} Q \varepsilon_{x y}{ }^{(0)}\right]+k^{s} P\left[h_{0 x} h_{0} \frac{\partial^{2} Q \varepsilon_{x x}{ }^{(0)}}{\partial x \partial y}\right]+ \\
& +2 k^{s} P\left[h_{0 x} h_{0 x x} Q \varepsilon_{x y}{ }^{(0)}\right] .
\end{aligned}
$$

Equation (92) with $\left\langle t^{(i)}\right\rangle$ given by (96)-(98) prescribe the traction boundary conditions for $\left\langle u^{(i)}\right\rangle$ on the average, nominal surface. The average displacement $\left\langle u^{(i)}\right\rangle$ can then be obtained by solving (91) and (92) which are again the classical Cerruti-Boussinesq half-space problems. From (97) and (98) we observe that in order to find the average displacement $\left\langle u^{(1)}\right\rangle\left(\left\langle u^{(2)}\right\rangle\right)$, we have to a priori find the fluctuation $Q u^{(0)}\left(Q u^{(1)}\right)$. The fluctuations $Q u^{(i)}$ satisfy the boundary value problems (93) and (94). To find the right hand side of (94), we act on (23)-(25) with the operator $Q$. The results are as follows,

$$
\begin{equation*}
Q t_{x}^{(0)}=k^{s} \frac{\partial Q \varepsilon_{x x}{ }^{(0)}}{\partial x}, \quad Q t_{y}{ }^{(0)}=0 \tag{99}
\end{equation*}
$$

$$
\begin{align*}
Q t_{x}^{(1)}= & -h_{0} \frac{\partial\left\langle\sigma_{x y}{ }^{(0)}\right\rangle}{\partial y}+h_{0 x}\left\langle\sigma_{x x}{ }^{(0)}\right\rangle+k^{s} \frac{\partial Q \varepsilon_{x x}{ }^{(1)}}{\partial x}+k^{s} h_{0} \frac{\partial^{2}\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial x \partial y}+2 k^{s} h_{0 x x}\left\langle\varepsilon_{x y}{ }^{(0)}\right\rangle  \tag{100}\\
& +2 k^{s} h_{0 x} \frac{\partial\left\langle\varepsilon_{x y}{ }^{(0)}\right\rangle}{\partial x}+k^{s} h_{0 x} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial y},
\end{align*}
$$

$$
Q t_{y}{ }^{(1)}=-h_{0} \frac{\partial\left\langle\sigma_{y y}{ }^{(0)}\right\rangle}{\partial y}+h_{0 x}\left\langle\sigma_{y x}{ }^{(0)}\right\rangle+\tau^{o} h_{0 x x}+k^{s} h_{0 x x}\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle+k^{s} h_{0 x} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial x},
$$

$$
\begin{align*}
Q t_{x}^{(2)}= & h_{0 x} Q \sigma_{x x}{ }^{(1)}+h_{0 x}\left\langle\sigma_{x x}{ }_{x x}^{(1)}\right\rangle+h_{0 x} h_{0} \frac{\partial\left\langle\sigma_{x x}{ }^{(0)}\right\rangle}{\partial y}+\frac{1}{2}\left(h_{0 x}\right)^{2}\left\langle\sigma_{x y}{ }^{(0)}\right\rangle-h_{0} \frac{\partial\left\langle\sigma_{x y}{ }^{(1)}\right\rangle}{\partial y} \\
& -h_{0} \frac{\partial Q \sigma_{x y}{ }^{(1)}}{\partial y}-\frac{1}{2}\left(h_{0}\right)^{2} \frac{\partial^{2}\left\langle\sigma_{x y}{ }^{(0)}\right\rangle}{\partial y^{2}}-\tau^{0} h_{0 x} h_{0 x x}-k^{s} h_{0 x} h_{0 x x}\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle+k^{s} \frac{\partial Q \varepsilon_{x x}{ }^{(2)}}{\partial x}+ \\
& +k^{s} h_{0} \frac{\partial^{2}\left\langle\varepsilon_{x x}{ }^{(1)}\right\rangle}{\partial x \partial y}+k^{s} h_{0} \frac{\partial^{2} Q \varepsilon_{x x}^{(1)}}{\partial x \partial y}+\frac{1}{2} k^{s}\left(h_{0}\right)^{2} \frac{\partial^{3}\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial x \partial y^{2}}-k^{s}\left(h_{0 x}\right)^{2} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial x}+ \\
& +2 k^{s} h_{0 x x}\left\langle\varepsilon_{x y}{ }^{(1)}\right\rangle+2 k^{s} h_{0 x x} Q \varepsilon_{x y}{ }^{(1)}+2 k^{s} h_{0 x x} h_{0} \frac{\partial\left\langle\varepsilon_{x y}{ }^{(0)}\right\rangle}{\partial y}+2 k^{s} h_{0 x} \frac{\partial\left\langle\varepsilon_{x y}{ }^{(1)}\right\rangle}{\partial x}+2 k^{s} h_{0 x} \frac{\partial Q \varepsilon_{x y}{ }^{(1)}}{\partial x} \\
& +2 k^{s} h_{0} h_{0 x} \frac{\partial^{2} Q \varepsilon_{x y}{ }^{(0)}}{\partial x \partial y}+2 k^{s} h_{0 x} h_{0 x x}\left(\left\langle\varepsilon_{y y}{ }^{(0)}\right\rangle-\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle\right)+k^{s}\left(h_{0 x}\right)^{2}\left(\frac{\partial\left\langle\varepsilon_{y y}{ }^{(0)}\right\rangle}{\partial x}-\frac{1}{2} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial x}\right) \\
& +k^{s} h_{0 x} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(1)}\right\rangle}{\partial y}+k^{s} h_{0 x} \frac{\partial Q \varepsilon_{x x}{ }^{(1)}}{\partial y}+k^{s} h_{0 x} h_{0} \frac{\partial^{2}\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial y^{2}}+2 k^{s}\left(h_{0 x}\right)^{2} \frac{\partial\left\langle\varepsilon_{x y}{ }^{(0)}\right\rangle}{\partial y}, \tag{101}
\end{align*}
$$

$$
Q t_{y}^{(2)}=h_{0 x} Q \sigma_{y x}{ }^{(1)}+h_{0 x}\left\langle\sigma_{y x}{ }^{(1)}\right\rangle+h_{0 x} h_{0} \frac{\partial\left\langle\sigma_{y x}{ }^{(0)}\right\rangle}{\partial y}+\frac{1}{2} h_{0 x}^{2}\left\langle\sigma_{y y}{ }^{(0)}\right\rangle-h_{0} \frac{\partial\left\langle\sigma_{y y}{ }^{(1)}\right\rangle}{\partial y}-h_{0} \frac{\partial Q \sigma_{y y}{ }^{(1)}}{\partial y}
$$

$$
-\frac{1}{2} h_{0}{ }^{2} \frac{\partial^{2}\left\langle\sigma_{y y}{ }^{(0)}\right\rangle}{\partial y^{2}}+k^{s} h_{0 x x}\left\langle\varepsilon_{x x}{ }^{(1)}\right\rangle+k^{s} h_{0 x x} Q \varepsilon_{x x}{ }^{(1)}+k^{s} h_{0 x x} h_{0} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial y}+2 k^{s} h_{0 x} h_{0 x x}\left\langle\varepsilon_{x y}{ }^{(0)}\right\rangle
$$

$$
+k^{s} h_{0 x} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(1)}\right\rangle}{\partial x}+k^{s} h_{0 x} \frac{\partial Q \varepsilon_{x x}{ }^{(1)}}{\partial x}+h_{0 x} h_{0} k^{\frac{\partial^{2}}{} \frac{\left.\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial x \partial y}+2 k^{s} h_{0 x} h_{0 x x}\left\langle\varepsilon_{x y}{ }^{(0)}\right\rangle+}
$$

$$
+2 k^{s} h_{0 x} h_{0 x} \frac{\partial\left\langle\varepsilon_{x y}{ }^{(0)}\right\rangle}{\partial x}+k^{s} h_{0 x} h_{0 x} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial y} .
$$

Below we present the detailed calculations for a random surface roughness with Gaussian distribution.

### 3.3.2. Solution for the Random Roughness Profile

Similar to the nonrandom rough surface, we assume that a far-field stress $\sigma=\sigma^{\infty} e_{1} \otimes e_{1}$ is applied on the half-space. Then with the following sequence, we solve the different order boundary value problems (91) and (92) for $\left\langle u^{(i)}\right\rangle$ and (93) and (94) for $Q u^{(i)}$ using the approach explained in section
2.4.2. Solving (91) and (92) for $i=0$ with the right hand side of (92) given by (96), we obtain $\left\langle u^{(0)}\right\rangle$, then solving (93), (94) for $i=0$ with the right hand side of (94) given by (99), we obtain $Q u^{(0)}$. Similarly, solving (91) and (92) for $i=1$ with the right hand side of (92) given by (93), we obtain $\left\langle u^{(1)}\right\rangle$ and solving (93), (94) for $i=1$ with the right hand side of (94) given by (100), we obtain $Q u^{(1)}$. Again, solving (91) and (92) for $i=2$ with the right hand side of (92) given by (98), we obtain $\left\langle u^{(2)}\right\rangle$ and solving (93), (94) for $i=2$ with the right hand side of (94) given by (101), we obtain $Q u^{(2)}$.

By (96), we have the zeroth order boundary condition for average terms as

$$
\begin{equation*}
\left\langle t_{x}{ }^{(0)}\right\rangle=k^{s} \frac{\partial\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle}{\partial x}=0, \quad\left\langle t_{y}^{(0)}\right\rangle=0 \quad \text { on } \quad \partial B^{0} . \tag{102}
\end{equation*}
$$

Zeroth order solution for average terms are

$$
\begin{align*}
& \left\langle\sigma_{x x}{ }^{(0)}\right\rangle=\sigma^{\infty}, \quad\left\langle\sigma_{x y}{ }^{(0)}\right\rangle=\left\langle\sigma_{y y}{ }^{(0)}\right\rangle=0 \quad \text { in } B^{0}  \tag{103}\\
& \left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle=\frac{1-v^{2}}{E} \sigma^{\infty}, \quad\left\langle\varepsilon_{y y}{ }^{(0)}\right\rangle=\frac{-v(1+v)}{E} \sigma^{\infty}, \quad\left\langle\varepsilon_{x y}{ }^{(0)}\right\rangle=0 \quad \text { in } B^{0} . \tag{104}
\end{align*}
$$

The boundary condition for $Q$-terms (99) would be rewritten as

$$
\begin{equation*}
Q t_{x}^{(0)}=0, \quad Q t_{y}^{(0)}=0 \quad \text { on } \quad \partial B^{0} \tag{105}
\end{equation*}
$$

The zeroth order solution for $Q$-terms are obtained as

$$
\begin{equation*}
Q \sigma_{x x}{ }^{(0)}=Q \sigma_{x y}{ }^{(0)}=Q \sigma_{y y}{ }^{(0)}=0 \quad \text { in } B^{0} . \tag{106}
\end{equation*}
$$

By (97), we have the first order boundary condition for average terms as

$$
\begin{equation*}
\left\langle t_{x}^{(1)}\right\rangle=0, \quad\left\langle t_{y}^{(1)}\right\rangle=0 \quad \text { on } \quad \partial B^{0}, \tag{107}
\end{equation*}
$$

and the first order solution for average terms is

$$
\begin{align*}
& \left\langle\sigma^{(1)}\right\rangle=0 .  \tag{108}\\
& \left\langle\varepsilon_{x x}{ }^{(1)}\right\rangle=\left\langle\varepsilon_{x y}^{(1)}\right\rangle=\left\langle\varepsilon_{y y}{ }^{(1)}\right\rangle=0 . \quad \text { in } B^{0}  \tag{109}\\
& 0 .
\end{align*}
$$

Similarly, using first order boundary condition for $Q$-terms (100),

$$
\begin{equation*}
Q t_{x}{ }^{(1)}=h_{0 x} \sigma^{\infty}, \quad Q t_{y}{ }^{(1)}=\left[\tau^{o}+\frac{\left(1-v^{2}\right)}{E}\left(k^{s}-\tau^{o}\right) \sigma^{\infty}\right] h_{0 x x} \quad \text { on } \quad \partial B^{0}, \tag{110}
\end{equation*}
$$

first order solution for $Q$-terms are obtained as follows,

$$
\begin{align*}
& Q \sigma_{x x}{ }^{(1)}(x, y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[f(\alpha)\left(-2 \frac{|\alpha|}{i \alpha}+i \alpha y\right)+p(\alpha)(1+|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha, \\
& Q \sigma_{x y}{ }^{(1)}(x, y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}[f(\alpha)(1+|\alpha| y)-i \alpha p(\alpha) y] e^{i \alpha x+|\alpha| y} d \alpha, \\
& Q \sigma_{y y}{ }^{(1)}(x, y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}[-i \alpha f(\alpha) y+p(\alpha)(1-|\alpha| y)] e^{i \alpha x+|\alpha| y} d \alpha,  \tag{111}\\
& Q \varepsilon_{x y}{ }^{(1)}(x, y)=\frac{(1+v)}{E} Q \sigma_{x y}{ }^{(1)}(x, y)=\frac{(1+v)}{2 \pi E} \int_{-\infty}^{\infty}[f(\alpha)(1+|\alpha| y)-i \alpha p(\alpha) y] e^{i \alpha x+|\alpha| y} d \alpha, \\
& \frac{\partial Q \varepsilon_{x y}{ }^{(1)}(x, y)}{\partial x}=\frac{(1+v)}{2 \pi E} \int_{-\infty}^{\infty}\left[f(\alpha)(i \alpha)(1+|\alpha| y)+\alpha^{2} p(\alpha) y\right] e^{i \alpha x+|\alpha| y} d \alpha,
\end{align*}
$$

$$
\begin{aligned}
Q \varepsilon_{x x}{ }^{(1)}(x, y)= & \frac{1-v^{2}}{E} Q \sigma_{x x}{ }^{(1)}(x, y)-\frac{v(1+v)}{E} Q \sigma_{y y}{ }^{(1)}(x, y)= \\
& \frac{1-v^{2}}{E} \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[f(\alpha)\left(-2 \frac{|\alpha|}{i \alpha}+i \alpha y\right)+p(\alpha)(1+|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha \\
& -\frac{v(1+v)}{E} \frac{1}{2 \pi} \int_{-\infty}^{\infty}[-i \alpha f(\alpha) y+p(\alpha)(1-|\alpha| y)] e^{i \alpha x+|\alpha| y} d \alpha
\end{aligned}
$$

$$
\frac{\partial Q \sigma_{x y}^{(1)}(x, y)}{\partial y}=\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[f(\alpha)\left(2|\alpha|+\alpha^{2} y\right)-i \alpha p(\alpha)(1+|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha
$$

$$
\frac{\partial Q \sigma_{y y}{ }^{(1)}(x, y)}{\partial y}=\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[-i \alpha f(\alpha)(1+|\alpha| y)+p(\alpha)\left(-\alpha^{2} y\right)\right] e^{i \alpha x+|\alpha| y} d \alpha
$$

$$
\frac{\partial Q \varepsilon_{x x}{ }^{(1)}(x, y)}{\partial y}=\frac{1-v^{2}}{E} \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[i \alpha f(\alpha)(3+|\alpha| y)+p(\alpha)\left(2|\alpha|+\alpha^{2} y\right)\right] e^{i \alpha x+|\alpha| y} d \alpha
$$

$$
-\frac{v(1+v)}{E} \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[-i \alpha f(\alpha)(1+|\alpha| y)-p(\alpha)\left(\alpha^{2} y\right)\right] e^{i \alpha \alpha+|\alpha| y} d \alpha
$$

$$
\frac{\partial^{2} Q \varepsilon_{x x}^{(1)}(x, y)}{\partial x \partial y}=\frac{1-v^{2}}{E} \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[-\alpha^{2} f(\alpha)(3+|\alpha| y)+(i \alpha) p(\alpha)\left(2|\alpha|+\alpha^{2} y\right)\right] e^{i \alpha x+|\alpha| y} d \alpha
$$

$$
-\frac{v(1+v)}{E} \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[\alpha^{2} f(\alpha)(1+|\alpha| y)-p(\alpha)\left(i \alpha^{3} y\right)\right] e^{i \alpha x+|\alpha| y} d \alpha
$$

where $f(\alpha)=\sigma_{\infty}(i \alpha) h_{0}(\alpha)$ and $p(\alpha)=\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E}\left(k^{s}-\tau^{o}\right) \sigma^{\infty}\right)(i \alpha)^{2} h_{0}(\alpha)$.
Consequently, by calculating (111) at $y=0$, the second order B.C. (98) on average fields are rewritten as

$$
\begin{align*}
\left\langle t_{y}^{(2)}\right\rangle= & \sigma_{\infty} P\left[h_{0} h_{0 x x}(x)\right]+\sigma_{\infty} P\left[h_{0 x} h_{0 x}(x)\right]-2 \sigma_{\infty} \frac{1-v^{2}}{E} k^{s} P\left[\frac{1}{2 \pi} h_{0 x x} \int_{-\infty}^{\infty}|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha\right] \\
& +\frac{(1+v)(1-2 v)}{E} k^{s}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) P\left[h_{0 x x}(x) h_{0 x x}(x)\right] \\
& -2 \frac{1-v^{2}}{E} k^{s} \sigma_{\infty} P\left[\frac{1}{2 \pi} h_{0 x} \int_{-\infty}^{\infty} i \alpha|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha\right]+  \tag{112}\\
& +\frac{(1+v)(1-2 v)}{E} k^{s}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) P\left[h_{0 x}(x) h_{0 x x x}(x)\right]
\end{align*}
$$

$$
\begin{align*}
\left\langle t_{x}^{(2)}\right\rangle= & P\left[-2 \sigma_{\infty} \frac{1}{2 \pi} h_{0 x} \int_{-\infty}^{\infty}|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha+\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) h_{0 x} h_{0 x x}(x)\right] \\
& -P\left[2 \sigma_{\infty} \frac{1}{2 \pi} h_{0} \int_{-\infty}^{\infty} i \alpha|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha-\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) h_{0} h_{0 x x x}(x)\right]-\tau^{o} P\left[h_{0 x} h_{0 x x}\right] \\
& -k^{s} P\left[h_{0 x} h_{0 x x}\right] \frac{1-v^{2}}{E} \sigma_{\infty}+3 k^{s} \frac{1-v^{2}}{E} \sigma_{\infty} P\left[h_{0}(x) h_{0 x x x}(x)\right]- \\
& -2 k^{s} \frac{1-v^{2}}{E}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) P\left[\frac{1}{2 \pi} h_{0} \int_{-\infty}^{\infty} i \alpha^{3}|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha\right]+ \\
& +k^{s} \frac{v(1+v)}{E} \sigma_{\infty} P\left[h_{0}(x) h_{0 x x x}(x)\right]+2 k^{s} \frac{(1+v)}{E} \sigma_{\infty} P\left[h_{0 x x}(x) h_{0 x}(x)\right]+  \tag{113}\\
& +2 k^{s} \frac{(1+v)}{E} \sigma_{\infty} P\left[h_{0 x}(x) h_{0 x x}(x)\right]+2 k^{s} P\left[h_{0 x}(x) h_{0 x x}(x)\right]\left(-\frac{v(1+v)}{E} \sigma_{\infty}-\frac{1-v^{2}}{E} \sigma_{\infty}\right) \\
& +3 k^{s} \frac{1-v^{2}}{E} \sigma_{\infty} P\left[h_{0 x}(x) h_{0 x x}(x)\right] \\
& -2 k^{s} \frac{1-v^{2}}{E}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) P\left[\frac{1}{2 \pi} h_{0 x} \int_{-\infty}^{\infty} \alpha^{2}|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha\right] \\
& +k^{s} \frac{v(1+v)}{E} \sigma_{\infty} P\left[h_{0 x}(x) h_{0 x x}(x)\right] .
\end{align*}
$$

By replacing $h_{0}(x)$ by its Fourier integral representation $h_{0}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} h_{0}(\xi) e^{i \xi x} d \xi$,
(112) and (113) would be rewritten as

$$
\begin{align*}
\left\langle t_{y}^{(2)}\right\rangle & =\sigma_{\infty}\left\langle h_{0}(x) h_{0 x x}(x)\right\rangle+\sigma_{\infty}\left\langle h_{0 x}(x) h_{0 x}(x)\right\rangle \\
& -2 \sigma_{\infty} k^{s} \frac{1-v^{2}}{E}\left(\frac{1}{2 \pi}\right)^{2} P\left[\int_{-\infty}^{\infty}(i \beta)^{2} h_{0}(\beta) e^{i \beta x} d \beta \int_{-\infty}^{\infty}|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha\right] \\
& +\frac{(1+v)(1-2 v)}{E} k^{s}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right)\left\langle h_{0 x x}(x) h_{0 x x}(x)\right\rangle \\
& -P\left[2 \sigma_{\infty} \frac{1-v^{2}}{E} k^{s}\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty}(i \beta) h_{0}(\beta) e^{i \beta x} d \beta \int_{-\infty}^{\infty} i \alpha|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha\right]+  \tag{114}\\
& +\frac{(1+v)(1-2 v)}{E} k^{s}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right)\left\langle h_{0 x}(x) h_{0 x x x}(x)\right\rangle
\end{align*}
$$

$$
\begin{align*}
<t_{x}^{(2)}> & =-P\left[2 \sigma_{\infty}\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty}(i \beta) h_{0}(\beta) e^{i \beta x} d \beta \int_{-\infty}^{\infty}|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha\right]+ \\
& +\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right)\left\langle h_{0 x}(x) h_{0 x x}(x)\right\rangle- \\
& -P\left[2 \sigma_{\infty}\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} h_{0}(\beta) e^{i \beta x} d \beta \int_{-\infty}^{\infty}(i \alpha)|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha\right] \\
& +\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right)\left\langle h_{0}(x) h_{0 x x x}(x)\right\rangle-\tau^{o}\left\langle h_{0 x}(x) h_{0 x x}(x)\right\rangle \\
& -k^{s} \frac{1-v^{2}}{E} \sigma_{\infty}\left\langle h_{0 x}(x) h_{0 x x}(x)\right\rangle+3 \frac{1-v^{2}}{E} \sigma_{\infty} k^{s}\left\langle h_{0}(x) h_{0 x x x}(x)\right\rangle \\
& -2 \frac{1-v^{2}}{E} k^{s}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) P\left[\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} h_{0}(\beta) e^{i \beta x} d \beta \int_{-\infty}^{\infty} i \alpha^{3}|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha\right]  \tag{115}\\
& +\frac{v(1+v)}{E} \sigma_{\infty} k^{s}\left\langle h_{0}(x) h_{0 x x x}(x)\right\rangle+\frac{2(1+v)}{E} \sigma_{\infty} k^{s}\left\langle h_{0 x x}(x) h_{0 x}(x)\right\rangle+ \\
& +\frac{2(1+v)}{E} \sigma_{\infty} k^{s}\left\langle h_{0 x}(x) h_{0 x x}(x)\right\rangle+2 k^{s}\left\langle h_{0 x x}(x) h_{0 x}(x)\right\rangle\left(-\frac{v(1+v)}{E} \sigma_{\infty}-\frac{1-v^{2}}{E} \sigma_{\infty}\right) \\
& +3 \sigma_{\infty} \frac{1-v^{2}}{E} k^{s}\left\langle h_{0 x}(x) h_{0 x x}(x)\right\rangle+\frac{v(1+v)}{E} \sigma_{\infty} k^{s}\left\langle h_{0 x}(x) h_{0 x x}(x)\right\rangle \\
& -2 \frac{1-v^{2}}{E} k^{s}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) P\left[\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty}(i \beta) h_{0}(\beta) e^{i \beta x} \int_{-\infty}^{\infty} \alpha^{2}|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha\right] .
\end{align*}
$$

We should note here that in order to solve second order boundary value problems we must specify the nature of the randomness of the surface. For that purpose we introduce the surface height correlation function $W$

$$
\begin{equation*}
\left\langle h_{0}(x) h_{0}\left(x^{\prime}\right)\right\rangle=\eta^{2} W\left(\left|x-x^{\prime}\right|\right) . \tag{116}
\end{equation*}
$$

where $\eta$ is the root-mean-square departure of the surface from flatness and $W(0)=1$.

If $h_{0}(x)$ with Fourier integral representation of

$$
\begin{equation*}
h_{0}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} h_{0}(\xi) e^{i \xi x} d \xi, \tag{117}
\end{equation*}
$$

be a zero-mean Gaussian random function, then, its Fourier coefficient $h_{0}(\xi)$ is also a zero-mean Gaussian random variable and possesses the properties (Maradudin, 2007),

$$
\begin{align*}
& \left\langle h_{0}(\xi)\right\rangle=0, \\
& \left\langle h_{0}(\xi) h_{0}\left(\xi^{\prime}\right)\right\rangle=(2 \pi) \eta^{2} g(\xi) \delta\left(\xi+\xi^{\prime}\right), \tag{118}
\end{align*}
$$

where $g(\xi)$ is the one-dimensional Fourier transform of the surface height autocorrelation function $W(|x|)$,

$$
\begin{equation*}
g(\xi)=\int_{-\infty}^{\infty} W(|x|) e^{-i \xi x} d x \tag{119}
\end{equation*}
$$

Here $W(|x|)$ and hence $g(\xi)$ will be assumed to be Gaussian in form

$$
\begin{align*}
& W(|x|)=e^{\left(-x^{2} / a^{2}\right)} \\
& g(\xi)=\sqrt{\pi} a e^{\left(-a^{2} \xi^{2} / 4\right)} \tag{120}
\end{align*}
$$

The characteristic length $a$ is the transverse correlation length of the surface roughness. It is a measure of the average distance between successive 'peaks' or 'valleys' on the surface.

Also, if $h^{\prime}(x)=L_{1} h(x)$ and $h^{\prime \prime}(x)=L_{2} h(x)$ and $L_{1}$ and $L_{2}$ be two linear and homogeneous operators, then (Sveshnikov, 1978)

$$
\begin{gather*}
\left\langle h^{\prime}(x)\right\rangle=L_{1}\langle h(x)\rangle, \\
\left.\left\langle h_{0}^{\prime}(x) h_{0}^{\prime}\left(x^{\prime}\right)\right)\right\rangle=L_{1 x} L_{1 x^{\prime}} W\left|\left(x-x^{\prime}\right)\right|,  \tag{121}\\
\left\langle\left(L_{1} h_{0}(x)\right)\left(L_{2} h_{0}\left(x^{\prime}\right)\right)\right\rangle=L_{1 x} L_{2 x^{\prime}} W\left|\left(x-x^{\prime}\right)\right| .
\end{gather*}
$$

Here the first equation is the expectation value of random variable $h^{\prime}(x)$, the second equation is the autocorrelation function of a random variable $h^{\prime}(x)$, and the third equation is the mutual or cross correlation function of two random variables $h^{\prime}(x)$ and $h^{\prime \prime}(x)$. As an example, to calculate $\left\langle h_{0}(x) h_{0 x x x}\left(x^{\prime}\right)\right\rangle, L_{1}=1$ and $L_{2}=\frac{d^{3}}{d x^{3}}$, then

$$
\begin{equation*}
\left\langle h_{0}(x) h_{0 x x x}\left(x^{\prime}\right)\right\rangle=\frac{d^{3}}{d x^{\prime 3}} W\left|x-x^{\prime}\right|=\frac{d^{3}}{d x^{\prime 3}} e^{\frac{-|x-x|^{2}}{a^{2}}} . \tag{122}
\end{equation*}
$$

Therefore, we obtain

$$
\begin{array}{ll}
\left\langle h_{0}(x) h_{0 x x x}(x)\right\rangle=0, & \left\langle h_{0 x}(x) h_{0 x x}(x)\right\rangle=0, \\
\left\langle h_{0 x}(x) h_{0 x}(x)\right\rangle=\frac{2 \eta^{2}}{a^{2}}, & \left\langle h_{0}(x) h_{0 x x}(x)\right\rangle=-\frac{2 \eta^{2}}{a^{2}},  \tag{123}\\
\left\langle h_{0 x x}(x) h_{0 x x}(x)\right\rangle=\frac{12 \eta^{2}}{a^{4}}, & \left\langle h_{0 x}(x) h_{0 x x x}(x)\right\rangle=-12 \frac{\eta^{2}}{a^{4}} .
\end{array}
$$

The second order boundary condition (114) and (115) can be rewritten as

$$
\begin{align*}
& <t_{x}^{(2)}>=-2 \sigma_{\infty}\left(\frac{1}{2 \pi}\right)^{2}(2 \pi) \eta^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} i \beta|\alpha| g(\alpha) \delta(\alpha+\beta) e^{i(\alpha+\beta) x} d \alpha d \beta \\
& \\
& -2 \sigma_{\infty}\left(\frac{1}{2 \pi}\right)^{2}(2 \pi) \eta^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} i \alpha|\alpha| g(\alpha) \delta(\alpha+\beta) e^{i(\alpha+\beta) x} d \alpha d \beta  \tag{124}\\
& - \\
& -2 \frac{1-v^{2}}{E} k^{s}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right)\left(\frac{1}{2 \pi}\right)^{2}(2 \pi) \eta^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} i \alpha^{3}|\alpha| g(\alpha) \delta(\alpha+\beta) e^{i(\alpha+\beta) x} d \alpha d \beta \\
& -  \tag{125}\\
& -2 \frac{1-v^{2}}{E} k^{s}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right)\left(\frac{1}{2 \pi}\right)^{2}(2 \pi) \eta^{2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}(i \beta) \alpha^{2}|\alpha| g(\alpha) \delta(\alpha+\beta) e^{i(\alpha+\beta) x} d \alpha d \beta . \\
& <t_{y}^{(2)}>= \\
&
\end{align*}
$$

By more simplifying we would have

$$
\begin{equation*}
<t_{x}^{(2)}>=0, \quad<t_{y}^{(2)}>=0 \quad \text { on } \partial B^{0} \tag{126}
\end{equation*}
$$

and the second order solution for average stresses would be obtained as

$$
\begin{align*}
& \left\langle\sigma^{(2)}\right\rangle=0  \tag{127}\\
& \left\langle\varepsilon_{x x}{ }^{(2)}\right\rangle=\left\langle\varepsilon_{x y}{ }^{(2)}\right\rangle=\left\langle\varepsilon_{y y}{ }^{(2)}\right\rangle=0 . \quad \text { in } B^{0} . \tag{128}
\end{align*}
$$

We also need to find the second order solution for $Q$-terms. The second order boundary conditions for $Q$-terms (101) would be rewritten as

$$
\begin{align*}
& Q t_{x}^{(2)}=h_{0 x}\left(-2 \sigma_{\infty} \frac{1}{2 \pi} \int_{-\infty}^{\infty}|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha+\left(\tau^{0}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) h_{0 . x x}(x)\right) \\
& -h_{0}\left(2 \sigma_{\infty} \frac{1}{2 \pi} \int_{-\infty}^{\infty} i \alpha|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha-\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) h_{0 x x}(x)\right) \\
& -\tau^{o} h_{0 x} h_{0 x x}-k^{s} h_{0 x} h_{0 x x} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty} \\
& +k^{s} h_{0}\binom{3 \frac{1-v^{2}}{E} \sigma_{\infty} h_{0 x x}(x)-2 \frac{1-v^{2}}{E}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) \frac{1}{2 \pi} \int_{-\infty}^{\infty} i \alpha^{3}|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha+}{+\frac{v(1+v)}{E} \sigma_{\infty} h_{0 x x}(x)}  \tag{129}\\
& +2 k^{s} h_{0 x x}\left(\frac{(1+v)}{E} \sigma_{\infty} h_{0 x}(x)\right)+2 k^{s} h_{0 x}\left(\frac{(1+v)}{E} \sigma_{\infty} h_{0 x x}(x)\right)+2 k^{s} h_{0 x} h_{0 x x}\left(-\frac{v(1+v)}{E} \sigma_{\infty}-\frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}\right) \\
& +k^{s} h_{0 x}\binom{3 \sigma_{\infty} \frac{1-v^{2}}{E} h_{0 x x}(x)-2 \frac{1-v^{2}}{E}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) \frac{1}{2 \pi} \int_{-\infty}^{\infty} \alpha^{2}|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha+}{+\sigma_{\infty} \frac{v(1+v)}{E} h_{0 x x}(x)} \\
& Q t_{y}{ }^{(2)}=h_{0 x}(x) Q \sigma_{y x}{ }^{(1)}+h_{0}(x) \sigma_{\infty} h_{0 x x}(x)+ \\
& +k^{s} h_{0 x x}(x)\left(-2 \sigma_{\infty} \frac{1-v^{2}}{E} \frac{1}{2 \pi} \int_{-\infty}^{\infty}|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha+\frac{(1+v)(1-2 v)}{E}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) h_{0 x x}(x)\right) \\
& +k^{s} h_{0 x}(x)\left(-2 \frac{1-v^{2}}{E} \frac{\sigma_{\infty}}{2 \pi} \int_{-\infty}^{\infty} i \alpha|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha+\frac{(1+v)(1-2 v)}{E}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) h_{0 x x x}(x)\right) \text {. } \tag{130}
\end{align*}
$$

The solutions for the second order $Q$-terms are obtained as

$$
\begin{aligned}
& Q \sigma_{x x}{ }^{(2)}(x, y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[f(\alpha)\left(-2 \frac{|\alpha|}{i \alpha}+i \alpha y\right)+p(\alpha)(1+|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha \\
& Q \sigma_{x y}{ }^{(2)}(x, y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}[f(\alpha)(1+|\alpha| y)-i \alpha p(\alpha) y] e^{i \alpha x+|\alpha| y} d \alpha \\
& Q \sigma_{y y}{ }^{(2)}(x, y)=\frac{1}{2 \pi} \int_{-\infty}^{\infty}[-i \alpha f(\alpha) y+p(\alpha)(1-|\alpha| y)] e^{i \alpha x+\alpha \mid y} d \alpha \\
& Q \varepsilon_{x y}{ }^{(2)}(x, y)=\frac{(1+v)}{E} Q \sigma_{x y}{ }^{(1)}(x, y)=\frac{(1+v)}{2 \pi E} \int_{-\infty}^{\infty}[f(\alpha)(1+|\alpha| y)-i \alpha p(\alpha) y] e^{i \alpha x+|\alpha| y} d \alpha
\end{aligned}
$$

$$
\begin{align*}
Q \varepsilon_{x x}{ }^{(2)}(x, y)= & \frac{1-v^{2}}{E} Q \sigma_{x x}{ }^{(1)}(x, y)-\frac{v(1+v)}{E} Q \sigma_{y y}{ }^{(1)}(x, y)= \\
& \frac{1-v^{2}}{E} \frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[f(\alpha)\left(-2 \frac{|\alpha|}{i \alpha}+i \alpha y\right)+p(\alpha)(1+|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha-  \tag{131}\\
& -\frac{v(1+v)}{E} \frac{1}{2 \pi} \int_{-\infty}^{\infty}[-i \alpha f(\alpha) y+p(\alpha)(1-|\alpha| y)] e^{i \alpha x+|\alpha| y} d \alpha
\end{align*}
$$

where $f(\alpha)$ and $p(\alpha)$ are the Fourier transform of (129) and (130), respectively. By using the relations in section 2.4.1 and performing the Taylor series extrapolation, the surface strain on the rough surface is obtained as

$$
\begin{align*}
& {\left[\varepsilon_{s s}\right]_{y=h(x)}=\left[\varepsilon_{x x}+2 \delta h_{0 x} \varepsilon_{x y}+\delta^{2}\left(h_{0 x}\right)^{2}\left(\varepsilon_{y y}-\varepsilon_{x x}\right)\right]_{y=h(x)}=} \\
& =\left[\begin{array}{l}
\varepsilon_{x x}{ }^{(0)}+\delta\left(\varepsilon_{x x}{ }^{(1)}+2 h_{0 x} \varepsilon_{x y}{ }^{(0)}+h_{0} \frac{\partial \varepsilon_{x x}{ }^{(0)}}{\partial y}\right)+ \\
\delta^{2}\binom{h_{0} \frac{\partial \varepsilon_{x x}{ }^{(1)}}{\partial y}+\frac{1}{2}\left(h_{0}\right)^{2} \frac{\partial^{2} \varepsilon_{x x}{ }^{(0)}}{\partial y^{2}}+2\left(h_{0 x}\right) h_{0} \frac{\partial \varepsilon_{x y}{ }^{(0)}}{\partial y}}{-\left(h_{0 x}\right)^{2} \varepsilon_{x x}{ }^{(0)}+\varepsilon_{x x}{ }^{(2)}+2 h_{0 x} \varepsilon_{x y}{ }^{(1)}+\left(h_{0 x}\right)^{2} \varepsilon_{y y}{ }^{(0)}}
\end{array}\right]_{y=0}  \tag{132}\\
& \left.=\left[\begin{array}{l}
\left\langle\varepsilon_{x x}^{(0)}\right\rangle+\delta\left(Q \varepsilon_{x x}{ }^{(1)}\right)+ \\
\delta^{2}\left(h_{0} \frac{\partial Q \varepsilon_{x x}{ }^{(1)}}{\partial y}-\left(h_{0 x}\right)^{2}\left\langle\varepsilon_{x x}{ }^{(0)}\right\rangle+Q \varepsilon_{x x}^{(2)}+2 h_{0 x} Q \varepsilon_{x y}{ }^{(1)}+\left(h_{0 x}\right)^{2}\left\langle\varepsilon_{y y}{ }^{(0)}\right\rangle\right.
\end{array}\right)\right]_{y=0}
\end{align*}
$$

and gives us

$$
\begin{align*}
{\left[\varepsilon_{s s}\right]_{y=h(x)}=} & \\
& =\frac{1-v^{2}}{E} \sigma^{\infty}+\delta\binom{\left\{\frac{1}{2 \pi} \int_{-\infty}^{\infty}-2|\alpha| \sigma_{\infty} h_{0}(\alpha) e^{i \alpha x} d \alpha+\left[\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right] h_{0 x x}(x)\right\} \frac{\left(1-v^{2}\right)}{E}+}{+\left\{\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty} h_{0 x x}(x)\right\} \frac{-v(1+v)}{E}} \\
& +\delta^{2}\left(\begin{array}{l}
h_{0}(x)\left[\begin{array}{l}
3 \sigma_{\infty} \frac{1-v^{2}}{E} h_{0 x x}(x)-2 \frac{1-v^{2}}{E}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) \frac{1}{2 \pi} \int_{-\infty}^{\infty} \alpha^{2}|\alpha| h_{0}(\alpha) e^{i \alpha x} d \alpha \\
+\sigma_{\infty} \frac{v(1+v)}{E} h_{0 x x}(x) \\
-\left(h_{0 x}\right)^{2} \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}+Q \varepsilon_{x x}^{(2)}+2 h_{0 x}(x) \frac{(1+v)}{E} \sigma_{\infty} h_{0 x}(x)+\left(h_{0 x}\right)^{2} \frac{-v(1+v)}{E} \sigma^{\infty}
\end{array}\right) .
\end{array} . . .\right. \tag{133}
\end{align*}
$$

Similar to the sinusoidal rough surface, our homogenization scheme requires calculation of the total energy under the action of the applied stress $\sigma^{\infty}$. In order to find the effective surface stress and effective surface elastic constant we make the ensemble average of total energy of the half space with rough surface equal to energy of a half space with flat surface and effective surface constants.

$$
\begin{equation*}
\left\langle E^{a c t}\left(\sigma^{\infty}\right)\right\rangle=E^{e f f}\left(\sigma^{\infty}\right) \tag{134}
\end{equation*}
$$

Then the effective surface stress and the effective surface elastic constant would be extracted from

$$
\begin{equation*}
\left(\tau^{0}\right)^{e f f}=\left.\left(\frac{E}{1-v^{2}}\right) \frac{\partial\left\langle E^{a c t}\right\rangle\left(\sigma^{\infty}\right)}{\partial \sigma^{\infty}}\right|_{\sigma^{\infty}=0} \quad \text { and } \quad\left(k^{s}\right)^{e f f}=\left.\left(\frac{E}{1-v^{2}}\right)^{2} \frac{\partial^{2}\left\langle E^{a c t}\right\rangle\left(\sigma^{\infty}\right)}{\left(\partial \sigma^{\infty}\right)^{2}}\right|_{\sigma^{\infty}=0} . \tag{135}
\end{equation*}
$$

Using the total strain fields as $\varepsilon_{i j}=\left\langle\varepsilon_{i j}\right\rangle+Q \varepsilon_{i j} i, j=x, y$ and inserting into (13) we can find the ensemble average of the total energy,

$$
\begin{align*}
\left\langle E^{a c t}\left(\sigma^{\infty}\right)\right\rangle & =\frac{1}{2} P\left[\int_{-\infty}^{h(x)}\left(\varepsilon^{(0)}+\delta \varepsilon^{(1)}+\delta^{2} \varepsilon^{(2)}\right) \cdot \mathbb{C}\left(\varepsilon^{(0)}+\delta \varepsilon^{(1)}+\delta^{2} \varepsilon^{(2)}\right) d y\right] \\
& +\frac{1}{2} P\left[\left(\varepsilon_{s s}-\varepsilon_{s s}^{0}\right) \cdot \mathbb{C}_{s}\left(\varepsilon_{s s}-\varepsilon_{s s}^{0}\right)\right] . \tag{136}
\end{align*}
$$

For calculating $\left(\tau^{0}\right)^{\text {eff }}$ we need to consider the energy terms up to first order of $\sigma^{\infty}$ and we call it $E^{\prime}$. For simplicity of presenting the proceeding calculation, we split $E^{\prime}$ into two parts,

$$
\begin{equation*}
E_{\text {bulk }}^{\prime}=\left(E_{\text {bulk }}^{\prime}\right)_{1}+\left(E_{\text {bulk }}^{\prime}\right)_{2} \tag{137}
\end{equation*}
$$

$$
\begin{aligned}
& \left(E_{\text {bukk }}^{\prime}\right)_{1}=\frac{1}{2} \delta P \int_{-\infty}^{h(x)}\binom{2\left\{\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1+|\alpha| y)\right] e^{i \alpha x+d| | y} d \alpha\right\} \times \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}+}{+2\left\{\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[\tau^{\circ}(i \alpha)^{2} h_{0}(\alpha)(1-|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha\right\} \times \frac{-v(1+v)}{E} \sigma^{\infty}} d y+
\end{aligned}
$$

$$
\begin{align*}
& +\left(\frac{1}{2 \pi}\right)^{2} \frac{\left(1-v^{2}\right)}{E} \int_{-\infty}^{\infty}\left[\tau^{0}(i \alpha)^{2} h_{0}(\alpha)(1+|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha \times \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta) h_{0}(\beta)\left(-2 \frac{|\beta|}{i \beta}+i \beta y\right) e^{i \beta x+| | y} d \beta+ \\
& +\left(\frac{1}{2 \pi}\right)^{2} \frac{\left(1-v^{2}\right)}{E} \int_{-\infty}^{\infty}\left[\tau^{c}(i \alpha)^{2} h_{0}(\alpha)(1+|\alpha| y)\right] e^{i \alpha x+\alpha \mid y} d \alpha \times \frac{\left(1-v^{2}\right)}{E} k^{s} \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta)^{2} h_{0}(\beta)(1+|\beta| y) e^{i \beta x+\beta \mid y} d \beta \\
& +2\left(\frac{1}{2 \pi}\right)^{2} \frac{-v(1+v)}{E} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1+|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha \times \int_{-\infty}^{\infty}{ }_{-\infty}\left(\sigma_{\infty}(i \beta)^{2} h_{0}(\beta) y e^{i \beta x+\mid \beta y} d \beta+\right. \\
& \frac{\delta^{2}}{2} \int_{-\infty}^{h(x)} P 2\left(\frac{1}{2 \pi}\right)^{2} \frac{-v(1+v)}{E} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1+|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha \times \frac{\left(1-v^{2}\right)}{E} k^{s} \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta)^{2} h_{0}(\beta)(1-|\beta| y) e^{i \beta x+|\beta| y} d \beta  \tag{138}\\
& +\left(\frac{1}{2 \pi}\right)^{2} \frac{\left(1-v^{2}\right)}{E} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1-|\alpha| y)\right] e^{i \alpha \alpha+\alpha|\gamma\rangle} d \alpha \times \int_{-\infty}^{\infty}-\sigma_{\infty}(i \beta)^{2} h_{0}(\beta) y e^{i \beta x+\beta|y\rangle} d \beta+ \\
& \left(\frac{1}{2 \pi}\right)^{2} \frac{\left(1-v^{2}\right)}{E} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1-|\alpha| y)\right] e^{i \alpha x+|\alpha|} d \alpha \times \frac{\left(1-v^{2}\right)}{E} k^{s} \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta)^{2} h_{0}(\beta)(1-|\beta| y) e^{i \beta x+|\beta|} d \beta \\
& \left(\frac{1}{2 \pi}\right)^{2} \frac{-v(1+v)}{E} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1-|\alpha| y)\right] e^{i \alpha \alpha+\alpha \mid y} d \alpha \times \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta) h_{0}(\beta)\left(-2 \frac{|\beta|}{i \beta}+i \beta y\right) e^{i \beta x+|\beta|} d \beta+ \\
& \left(\frac{1}{2 \pi}\right)^{2} \frac{-v(1+v)}{E} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1-|\alpha| y)\right] e^{i \alpha x+d \mid y} d \alpha \times \frac{\left(1-v^{2}\right)}{E} k^{s} \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta)^{2} h_{0}(\beta)(1+|\beta| y) e^{i \beta \alpha x|\beta\rangle} d \beta \\
& +\left(\frac{1}{2 \pi}\right)^{2} \frac{\left(1-v^{2}\right)}{E} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1-|\alpha| y)\right] e^{i \alpha x+d \mid y} d \alpha \times \int_{-\infty}^{\infty}{ }_{-\infty}\left(\sigma_{\infty}(i \beta)^{2} h_{0}(\beta) y e^{i \beta x+\mid \beta y} d \beta+\right. \\
& \left(\frac{1}{2 \pi}\right)^{2} \frac{\left(1-v^{2}\right)}{E} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1-|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha \times \frac{\left(1-v^{2}\right)}{E} k^{s} \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta)^{2} h_{0}(\beta)(1-|\beta| y) e^{i \beta x+|\beta| y} d \beta \\
& +\frac{(1+v)}{E}\left(\frac{1}{2 \pi}\right)^{2}\left(2 \tau^{o} \frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) \int_{-\infty}^{\infty}(i \beta)^{3} h_{0}(\beta) y e^{i \beta x+\beta|v\rangle} d \beta \times \int_{-\infty}^{\infty}(i \alpha)^{3} h_{0}(\alpha) y e^{i \alpha x+d|y|} d \alpha+ \\
& -2 \frac{(1+v)}{E}\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta) h_{0}(\beta)(1+|\beta| y) e^{i \beta x+\beta| | y} d \beta \times \int_{-\infty}^{\infty} \tau^{o}(i \alpha)^{3} h_{0}(\alpha) y e^{i \alpha \alpha+|\alpha|} d \alpha
\end{align*}
$$

## More simplifying,

$$
\begin{align*}
& \left(E_{\text {bulk }}^{\prime}\right)_{1}=\frac{1}{2} \delta \int_{-\infty}^{h(x)} P\binom{2\left\{\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1+|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha\right\} \times \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}+}{+2\left\{\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1-|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha\right\} \times \frac{-v(1+v)}{E} \sigma^{\infty}} d y+ \\
& \left(\frac{\left(1-v^{2}\right)}{E}\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta) h_{0}(\beta)\left(-2 \frac{|\beta|}{i \beta}+i \beta y\right) e^{i \beta x+|\beta| y} d \beta \int_{-\infty}^{\infty} \tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1+|\alpha| y) e^{i \alpha x+|\alpha| y} d \alpha+\right. \\
& +\frac{-v(1+v)}{E}\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta) h_{0}(\beta)\left(-2 \frac{|\beta|}{i \beta}+i \beta y\right) e^{i \beta x+|\beta| y} d \beta \int_{-\infty}^{\infty} \tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1-|\alpha| y) e^{i \alpha x+|\alpha| y} d \alpha \\
& +\frac{\left(1-v^{2}\right)}{E}\left(\frac{1}{2 \pi}\right)^{2} \frac{\left(1-v^{2}\right)}{E} k^{s} \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta)^{2} h_{0}(\beta)(1+|\beta| y) e^{i \beta x+|\beta| y} d \beta \int_{-\infty}^{\infty} \tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1+|\alpha| y) e^{i \alpha x+|\alpha| y} d \alpha+ \\
& +2 \frac{-v(1+v)}{E}\left(\frac{1}{2 \pi}\right)^{2} \frac{\left(1-v^{2}\right)}{E} k^{s} \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta)^{2} h_{0}(\beta)(1+|\beta| y) e^{i \beta x+|\beta| y} d \beta \int_{-\infty}^{\infty} \tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1-|\alpha| y) e^{i \alpha x+|\alpha| y} d \alpha \\
& \delta^{2} \int_{-\infty}^{h(x)} P+\left(\frac{1}{2 \pi}\right)^{2} \frac{-v(1+v)}{E} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1+|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha \int_{-\infty}^{\infty}-\sigma_{\infty}(i \beta)^{2} h_{0}(\beta) y e^{i \beta x+|\beta| y} d \beta+ \\
& +\left(\frac{1}{2 \pi}\right)^{2} \frac{\left(1-v^{2}\right)}{E} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1-|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha \int_{-\infty}^{\infty}-\sigma_{\infty}(i \beta)^{2} h_{0}(\beta) y e^{i \beta x+|\beta| y} d \beta+  \tag{139}\\
& \left(\frac{1}{2 \pi}\right)^{2} \frac{\left(1-v^{2}\right)}{E} \frac{\left(1-v^{2}\right)}{E} k^{s} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)(1-|\alpha| y)\right] e^{i \alpha x+|\alpha| y} d \alpha \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta)^{2} h_{0}(\beta)(1-|\beta| y) e^{i \beta x+|\beta| y} d \beta \\
& +\frac{(1+v)}{E}\left(\frac{1}{2 \pi}\right)^{2}\left(\tau^{o} \frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) \int_{-\infty}^{\infty}(i \beta)^{3} h_{0}(\beta) y e^{i \beta x+|\beta| y} d \beta \int_{-\infty}^{\infty}(i \alpha)^{3} h_{0}(\alpha) y e^{i \alpha x+|\alpha| y} d \alpha+ \\
& -\frac{(1+v)}{E}\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} \sigma_{\infty}(i \beta) h_{0}(\beta)(1+|\beta| y) e^{i \beta x+|\beta| y} d \beta \int_{-\infty}^{\infty} \tau^{o}(i \alpha)^{3} h_{0}(\alpha) y e^{i \alpha x+|\alpha| y} d \alpha
\end{align*}
$$

Calculating the integration in $y$ direction and doing the ensemble average in $x$ direction would yield

$$
\begin{aligned}
& \left\langle E_{\text {bukk }}^{\prime}\right\rangle_{1}=\delta P\binom{\frac{1}{2 \pi} \delta h_{0}(x) \int_{-\infty}^{\infty}\left[\tau^{0}(i \alpha)^{2} h_{0}(\alpha)\right] e^{i \alpha x} d \alpha \frac{\left(1-v^{2}\right)}{E} \sigma^{\infty}+}{+\left\{\frac{1}{2 \pi} \int_{-\infty}^{\infty}\left[\tau^{o}(i \alpha)^{2} h_{0}(\alpha)\left(\frac{2}{|\alpha|}+\delta h_{0}(x)\right)\right] e^{i \alpha x} d \alpha\right\} \frac{-v(1+v)}{E} \sigma^{\infty}}+
\end{aligned}
$$

## After doing some algebra we get to

$$
\begin{align*}
\left\langle E_{\text {buk }}^{\prime}\right\rangle_{1} & =\delta^{2} \tau^{o} \sigma^{\infty}\left(\frac{-2(1+v)(1-2 v)-2 v(1+v)+2\left(1-v^{2}\right)}{E}\right)\left(\frac{\eta^{2}}{a^{2}}\right)+ \\
& +\delta^{2}\left(3 \frac{\left(1-v^{2}\right)}{E} \frac{\left(1-v^{2}\right)}{E}-\frac{v(1+v)}{E} \frac{\left(1-v^{2}\right)}{E}\right) k^{s} \sigma_{\infty} \tau^{o}\left(\frac{1}{\sqrt{\pi}}\right)\left(\frac{4 \eta^{2}}{a^{3}}\right)  \tag{141}\\
& +\delta^{2} \frac{(1+v)}{E}\left(\tau^{o} \frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right)\left(\frac{1}{\sqrt{\pi}}\right)\left(\frac{2 \eta^{2}}{a^{3}}\right) .
\end{align*}
$$

Similarly,
$\left\langle E_{\text {bukk }}^{\prime}\right\rangle_{2}=\frac{1}{2} \int_{-\infty}^{h(x)}\left\langle Q \sigma_{x x}^{(2)} \cdot\left\langle\varepsilon_{x x}^{(0)}\right\rangle\right\rangle+\left\langle Q \sigma_{y y}^{(2)} \cdot\left\langle\varepsilon_{y y}^{(0)}\right\rangle\right\rangle+\left\langle Q \varepsilon_{x x}^{(2)} \cdot\left\langle\sigma_{x x}^{(0)}\right\rangle\right\rangle d y$,
where

$$
\begin{align*}
& Q \sigma_{x x}^{(2)}(\alpha, y)=\left[f(\alpha)\left(-2 \frac{|\alpha|}{i \alpha}+i \alpha y\right)+p(\alpha)(1+|\alpha| y)\right] e^{|\alpha| y}= \\
& \left(\frac{1}{2 \pi}\right)\left\{\begin{array}{l}
-2 \sigma_{\infty} \int_{-\infty}^{\infty} i(\alpha-\beta) h_{0}(\alpha-\beta)|\beta| h_{0}(\beta) d \beta \\
-2 \sigma_{\infty} \int_{-\infty}^{\infty} h_{0}(\alpha-\beta)(i \beta)|\beta| h_{0}(\beta) d \beta+\tau^{0} \int_{-\infty}^{\infty} h_{0}(\alpha-\beta)(i \beta)^{3} h_{0}(\beta) d \beta \\
+\left(\frac{(4-v)(1+v)}{E}+\frac{\left(1-v^{2}\right)}{E}\right) k^{s} \sigma^{\infty} \int_{-\infty}^{\infty} i(\alpha-\beta) h_{0}(\alpha-\beta)(i \beta)^{2} h_{0}(\beta) d \beta \\
+\left(4 \frac{1-v^{2}}{E}+\frac{v(1+v)}{E}\right) k^{s} \sigma_{\infty} \int_{-\infty}^{\infty} h_{0}(\alpha-\beta)(i \beta)^{3} h_{0}(\beta) d \beta- \\
-2 \frac{1-v^{2}}{E} k^{s}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) \int_{-\infty}^{\infty} h_{0}(\alpha-\beta)\left(i \beta^{3}\right)|\beta| h_{0}(\beta) d \beta \\
-2 \frac{1-v^{2}}{E}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) k^{s} \int_{-\infty}^{\infty} i(\alpha-\beta) h_{0}(\alpha-\beta)\left(\beta^{2}\right)|\beta| h_{0}(\beta) d \beta
\end{array}\right\}\left(-2 \frac{|\alpha|}{i \alpha}+i \alpha y\right) e^{|\alpha| y} \\
& +\left(\frac{1}{2 \pi}\right)\left\{\begin{array}{l}
\left.\left.\frac{\sigma_{\infty} \int_{-\infty}^{\infty} i(\alpha-\beta) h_{0}(\alpha-\beta)(i \beta) h_{0}(\beta) d \beta+\sigma_{\infty} \int_{-\infty}^{\infty} h_{0}(\alpha-\beta)(i \beta)^{2} h_{0}(\beta) d \beta-}{-2 \sigma_{\infty} \frac{1-v^{2}}{E} k^{s} \int_{-\infty}^{\infty} i^{2}(\alpha-\beta)^{2} h_{0}(\alpha-\beta)|\beta| h_{0}(\beta) d \beta+} \begin{array}{l}
(1+v)(1-2 v) k^{s}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) \int_{-\infty}^{\infty} i^{2}(\alpha-\beta)^{2} h_{0}(\alpha-\beta)(i \beta)^{2} h_{0}(\beta) d \beta \\
-2 \frac{1-v^{2}}{E} k^{s} \sigma_{\infty} \int_{-\infty}^{\infty} i(\alpha-\beta) h_{0}(\alpha-\beta)(i \beta)|\beta| h_{0}(\beta) d \beta \\
+\frac{(1+v)(1-2 v)}{E} k^{s}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) \int_{-\infty}^{\infty} i(\alpha-\beta) h_{0}(\alpha-\beta)(i \beta)^{3} h_{0}(\beta) d \beta
\end{array}\right] y\right) e^{|\alpha| y},
\end{array}\right.
\end{align*}
$$

$$
\left.\begin{array}{l}
Q \sigma_{y y}{ }^{(2)}(\alpha, y)=[-i \alpha f(\alpha) y+p(\alpha)(1-|\alpha| y)] e^{|\alpha| y}= \\
\left(\frac{1}{2 \pi}\right)\left\{\begin{array}{l}
-2 \sigma_{\infty} \int_{-\infty}^{\infty} i(\alpha-\beta) h_{0}(\alpha-\beta)|\beta| h_{0}(\beta) d \beta-2 \sigma_{\infty} \int_{-\infty}^{\infty} h_{0}(\alpha-\beta)(i \beta)|\beta| h_{0}(\beta) d \beta+ \\
+\tau^{o} \int_{-\infty}^{\infty} h_{0}(\alpha-\beta)(i \beta)^{3} h_{0}(\beta) d \beta+ \\
+\left(\frac{(4-v)(1+v)}{E}+\frac{\left(1-v^{2}\right)}{E}\right) k^{s} \sigma^{\infty} \int_{-\infty}^{\infty} i(\alpha-\beta) h_{0}(\alpha-\beta)(i \beta)^{2} h_{0}(\beta) d \beta \\
+\left(4 \frac{1-v^{2}}{E}+\frac{v(1+v)}{E}\right) k^{s} \sigma_{\infty} \int_{-\infty}^{\infty} h_{0}(\alpha-\beta)(i \beta)^{3} h_{0}(\beta) d \beta- \\
-2 \frac{1-v^{2}}{E} k^{s}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) \int_{-\infty}^{\infty} h_{0}(\alpha-\beta)\left(i \beta^{3}\right)|\beta| h_{0}(\beta) d \beta \\
-2 \frac{1-v^{2}}{E}\left(\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right) k^{s} \int_{-\infty}^{\infty} i(\alpha-\beta) h_{0}(\alpha-\beta)\left(\beta^{2}\right)|\beta| h_{0}(\beta) d \beta
\end{array}\right\}(-i \alpha y) e^{|\alpha| y}+ \\
\sigma_{\infty} \int_{-\infty}^{\infty} i(\alpha-\beta) h_{0}(\alpha-\beta)(i \beta) h_{0}(\beta) d \beta+\sigma_{\infty} \int_{-\infty}^{\infty} h_{0}(\alpha-\beta)(i \beta)^{2} h_{0}(\beta) d \beta- \\
-2 \sigma_{\infty} \frac{1-v^{2}}{E} k^{s} \frac{1}{2 \pi} \int_{-\infty}^{\infty} i^{2}(\alpha-\beta)^{2} h_{0}(\alpha-\beta)|\beta| h_{0}(\beta) d \beta \\
\left.+\frac{1}{2 \pi}\right)  \tag{144}\\
+\frac{(1+v)(1-2 v)}{E} k^{s}\left[\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right] \int_{-\infty}^{\infty} i^{2}(\alpha-\beta)^{2} h_{0}(\alpha-\beta)(i \beta)^{2} h_{0}(\beta) d \beta \\
-2 \frac{1-v^{2}}{E} k^{s} \sigma_{\infty} \frac{1}{2 \pi} \int_{-\infty}^{\infty} i(\alpha-\beta) h_{0}(\alpha-\beta)(i \beta)|\beta| h_{0}(\beta) d \beta \\
+\frac{(1+v)(1-2 v)}{E} k^{s}\left[\tau^{o}+\frac{\left(1-v^{2}\right)}{E} k^{s} \sigma^{\infty}\right] \int_{-\infty}^{\infty} i(\alpha-\beta) h_{0}(\alpha-\beta)(i \beta)^{3} h_{0}(\beta) d \beta
\end{array}\right](\alpha \mid y) e^{|\alpha| y} .
$$

## More simplifying we would have

$\left\langle E_{\text {bukk }}^{\prime}\right\rangle_{2}=\frac{\left(1-v^{2}\right)}{E} \sigma_{\infty}\left(\frac{1}{2 \pi}\right)^{2} \times$

$-\frac{v(1+v)}{E} \sigma_{\infty}\left(\frac{1}{2 \pi}\right)^{2} \times$
$\times \int_{-\infty}^{\infty}\left\{\begin{array}{l}\left\{\begin{array}{l}\tau^{0}(2 \pi) \eta^{2} \delta(\alpha) \sqrt{\pi} a \int_{-\infty}^{\infty} h_{0}(\alpha-\beta)(i \beta)^{3} h_{0}(\beta) d \beta+ \\ -2 \frac{1-v^{2}}{E} k^{s} \tau^{0}(2 \pi) \eta^{2} \delta(\alpha) \sqrt{\pi} a \int_{-\infty}^{\infty}\left(i \beta^{3}\right)|\beta| e^{\left(-a^{2} \beta^{2} / 4\right)} d \beta \\ -2 \frac{1-v^{2}}{E} \tau^{0} k^{s}(2 \pi) \eta^{2} \delta(\alpha) \sqrt{\pi} a \int_{-\infty}^{\infty} i(\alpha-\beta)\left(\beta^{2}\right)|\beta| e^{\left(-\sigma^{2} \beta^{2} / 4\right)} d \beta\end{array}\right\} \delta(\alpha)(-i \alpha y)+ \\ \left\{\begin{array}{l}+\frac{(1+v)(1-2 v)}{E} k^{s} \tau^{0}(2 \pi) \eta^{2} \delta(\alpha) \sqrt{\pi} a \int_{-\infty}^{\infty} i^{2}(\alpha-\beta)^{2}(i \beta)^{2} e^{\left(-a^{2} \beta^{2} \beta^{2}\right)} d \beta \\ +\frac{(1+v)(1-2 v)}{E} k^{s} \tau^{0}(2 \pi) \eta^{2} \delta(\alpha) \sqrt{\pi} a \int_{-\infty}^{\infty} i(\alpha-\beta)(i \beta)^{3} e^{\left(-a^{2} \beta^{2} \beta^{2}\right)} d \beta\end{array}\right\} \delta(\alpha)(1-|\alpha| y)\end{array}\right\} e^{i \alpha x+\alpha|\alpha|} d \alpha$,
and finally we get

$$
\begin{aligned}
& \left\langle E_{\text {bukk }}^{\prime}\right\rangle_{2}=\frac{\left(1-v^{2}\right)}{E} \sigma_{\infty}\left(\frac{1}{2 \pi}\right) \int_{-\infty}^{h(x)} \int_{-\infty}^{\infty}\left\{\begin{array}{l}
\eta^{2}\left\{-2 \frac{1-v^{2}}{E} \tau^{0} k^{s} \sqrt{\pi} a\left(\frac{16 i \alpha}{a^{4}}\right)\right\} \delta(\alpha)\left(-2 \frac{|\alpha|}{i \alpha}+i \alpha y\right)+ \\
\left\{\begin{array}{l}
\frac{(1+v)(1-2 v)}{E} k^{s} \tau^{o} \sqrt{\pi} a\left(\frac{8 \sqrt{\pi}\left(3+\frac{a^{2} \alpha^{2}}{2}\right)}{a^{5}}\right) \\
+\frac{(1+v)(1-2 v)}{E} k^{s} \tau^{o} \sqrt{\pi} a\left(\frac{-24 \sqrt{\pi}}{a^{5}}\right)
\end{array}\right\} \delta(\alpha)(1+|\alpha| y) e^{|\alpha| v \mid}
\end{array}\right\} e^{i \alpha x+|\alpha| v} d \alpha \\
& -\frac{v(1+v)}{E} \sigma_{\infty}\left(\frac{1}{2 \pi}\right) \int_{-\infty}^{h(x)} \int_{-\infty}^{\infty} \eta^{2} \delta(\alpha)\left\{\begin{array}{l}
-2 \frac{1-v^{2}}{E} \tau^{0} k^{5} \sqrt{\pi} a\left(\frac{16 i \alpha}{a^{4}}\right) \delta(\alpha)(-i \alpha y)+ \\
\left\{\begin{array}{l}
\frac{(1+v)(1-2 v)}{E} k^{s} \tau^{0} \sqrt{\pi} a\binom{8 \sqrt{\pi}\left(3+\frac{a^{2} \alpha^{2}}{2}\right)}{a^{5}} \\
+\frac{(1+v)(1-2 v)}{E} k^{s} \tau^{0} \sqrt{\pi} a\left(\frac{-24 \sqrt{\pi}}{a^{5}}\right)
\end{array}\right\} \delta(\alpha)(1-|\alpha| y)
\end{array}\right\} e^{i \alpha \alpha+|\alpha| y} d \alpha= \\
& =0
\end{aligned}
$$

Similarly we calculate energy contribution of surface stress and surface strain and show the result as

$$
\begin{align*}
\left\langle E^{\prime}(\text { surface })\right\rangle & =\frac{1-v^{2}}{E} \tau^{o} \sigma^{\infty}+\delta^{2} \sigma_{\infty}\left[\frac{2\left(1-v^{2}\right)}{E}\right] \tau^{o}\left(-\frac{2 \eta^{2}}{a^{2}}\right)+ \\
& +\delta^{2} \tau^{o}\left[\left(\frac{1}{\sqrt{\pi}}\right) \sigma^{\infty} k^{s} \frac{(1-2 v)(1+v)^{2}(1-v)-2\left(1-v^{2}\right)^{2}}{E^{2}}\left(\frac{16 \eta^{2}}{a^{3}}\right)\right]  \tag{147}\\
& +\delta^{2} \tau^{o}\left(k^{s}\right)^{2} \sigma^{\infty} \frac{\left(1-v^{2}\right)(1+v)^{2}\left((1-v)(1-3 v)+v^{2}\right)}{E^{3}}\left(\frac{12 \eta^{2}}{a^{4}}\right)
\end{align*}
$$

At the end, the effective surface tension is obtained as

$$
\begin{align*}
& \left(\tau^{0}\right)^{\text {eff }}=\left.\left(\frac{E}{1-v^{2}}\right) \frac{\partial\left\langle E^{\prime}\right\rangle\left(\sigma^{\infty}\right)}{\partial \sigma^{\infty}}\right|_{\sigma^{\infty}=0}= \\
& =\tau^{o}-\delta^{2} \tau^{o}\binom{\frac{4 \eta^{2}}{a^{2}}+\frac{1}{\sqrt{\pi}}\left(k^{s}\right) \frac{(1+8 v)(1+v)}{E}\left(\frac{2 \eta^{2}}{a^{3}}\right)-}{\left(k^{s}\right)^{2} \sigma^{\infty} \frac{(1+v)^{2}(1-2 v)^{2}}{E^{2}}\left(\frac{12 \eta^{2}}{a^{4}}\right)} . \tag{148}
\end{align*}
$$

In order to calculate the effective surface elasticity constant, we precede similarly as for finding effective surface stress except that this time we consider only the energy terms that are second order in $\sigma^{\infty}$. The detail calculation is not shown here. The final result would be obtained as

$$
\begin{align*}
& \left(k^{s}\right)^{e f f}=\left.\left(\frac{E}{1-v^{2}}\right)^{2} \frac{\partial^{2}\left\langle E^{\prime \prime}\right\rangle\left(\sigma^{\infty}\right)}{\left(\partial \sigma^{\infty}\right)^{2}}\right|_{\sigma^{\infty}=0} \\
& \left(k^{s}\right)+\delta^{2}\binom{-\frac{(9-8 v) E}{4(1-v)\left(1-v^{2}\right)}\left(\frac{1}{\sqrt{\pi}}\right)\left(\frac{\eta^{2}}{a}\right)+\left(k^{s}\right)\left(\frac{8 \eta^{2}}{a^{2}}\right)}{+\frac{(-57 v+11)(1+v)}{4 E}\left(k^{s}\right)^{2}\left(\frac{1}{\sqrt{\pi}}\right)\left(\frac{\eta^{2}}{a^{3}}\right)+\frac{(1-2 v)^{2}(1+v)^{2}}{E}\left(k^{s}\right)^{3}\left(\frac{6 \eta^{2}}{a^{4}}\right)} . \tag{149}
\end{align*}
$$

If $\frac{k^{s}}{a E} \ll 1$, equations (148) and (149) can be further simplified as

$$
\begin{gather*}
\left(\tau^{0}\right)^{e f f}=\tau^{o}\left(1-\delta^{2} \frac{4 \eta^{2}}{a^{2}}\right),  \tag{150}\\
\left(k^{s}\right)^{e f f}=\left(k^{s}\right)-\delta^{2} \frac{(9-8 v) E}{4(1-v)\left(1-v^{2}\right)}\left(\frac{1}{\sqrt{\pi}}\right)\left(\frac{\eta^{2}}{a}\right) . \tag{151}
\end{gather*}
$$

## Chapter 4: Atomistic Calculations, Results and Discussion

### 4.1 Atomistic Calculation

Computational modeling of materials is an increasingly important branch in the field of material science and is emerging as a powerful complementary approach to theoretical and experimental methods. Atomistic simulation that explicitly consider every individual atom and molecule and the interaction between them, generate information at the microscopic level, including atomic positions and velocities. The interatomic interaction may be considered with various degrees of accuracy and this variability stems from the quantum mechanical motion and interaction of electrons. The most two common approaches in atomistic simulations are using empirical representations and ab initio (first principal calculation) quantum mechanical methods. The rigorous computational method by quantum calculation is based on solving Schrodinger's equation for atoms and molecules while accounting the electronic structure of each atom. This method is extremely expensive and can be used only for small number of atoms. In the latter simulation approach, the forces between atoms are derived from empirical inter-atomic potentials that are obtained from fitting material properties from experimental data or QM calculations. This simulation method is much less sophisticated and relatively inexpensive compared to first principal calculations. The analytical functional form for the interatomic potential energy of $N$ atoms in general is postulated as

$$
\begin{align*}
V\left(\left\{r_{i}\right\}\right) & =V\left(r_{1}, r_{2}, r_{3}, \ldots, r_{N}\right)= \\
& =\underbrace{\sum_{i<j} \phi\left(\left|r_{i}-r_{j}\right|\right)}_{\text {two-body part }}+\underbrace{\sum_{i<j<k} V_{3}\left(r_{i}, r_{j}, r_{k}\right)}_{\text {three-body part }}+\underbrace{\sum_{i<j<k<l} V_{4}\left(r_{i}, r_{j}, r_{k}, r_{l}\right)}_{\text {four-body part }}+\ldots, \tag{152}
\end{align*}
$$

where $r_{i}$ is the position vector of atom $i$, the two-body (pair-wise) potential $\phi$ describes dependence of the potential energy on the distances between pairs of atoms in the system and the many-body part provides dependence on the geometry of the atomic arrangement/bonding. Pair-wise potential function can only describe inter-atomic potential with reasonable accuracy for relatively few materials e.g. noble gases and ionic crystals, but for the materials in the solid state, it does not give the adequate description of all the properties. So the best choice of a potential for simulations of solid state materials is a many-body potential. The form of potential that is common for metals is based on the embedded atom method (EAM) model. The EAM interatomic potential has the mathematical form of

$$
\begin{gather*}
U=\sum_{i}^{N}\left\{\frac{1}{2} \sum_{\substack{i, j \\
i \neq j}}^{N} \phi_{i j}\left(r_{i j}\right)+F_{i}\left(\bar{\rho}_{i}\right)\right\},  \tag{153}\\
\bar{\rho}_{i}=\sum_{i \neq j} \rho_{j}\left(r_{i j}\right) .
\end{gather*}
$$

The first term in this equation represents the usual pair wise interaction between atoms $i$ and $j$ separated by a distance $r_{i j}=\left|r_{i}-r_{j}\right|$ and accounting for the effect of core electrons. $\bar{\rho}_{i}$ is the local density of bonding electrons supplied by the atoms neighboring with atom $i$. Function $\rho(r)$ represents the
contribution of an atom to the electron density field. Finally, $F_{i}\left(\bar{\rho}_{i}\right)$ is an embedding function defining the energy required to embed atom $i$ into an environment with electron density $\bar{\rho}_{i}$.

The force on an atom is the negative derivative of the potential function with respect to its position, i.e.,

$$
\begin{equation*}
f_{j}=-\frac{\partial V\left(\left\{r_{i}\right\}\right)}{\partial r_{j}} \tag{154}
\end{equation*}
$$

The major approaches to update atomic positions based on the calculated inter-atomic forces can be classified into Molecular Statics (MS), Molecular Dynamics (MD) and Monte Carlo (MC) simulations. In the case of Molecular Statics (MS) which is used in this part of our work, the energy minimization and the relaxed configuration of atoms are found using gradient methods (e.g. Steepest Descent, Conjugate Gradient).

As discussed earlier, surface roughness will affect the surface stiffness of the material and analytical expressions for effective surface stress and effective surface elastic constant were presented earlier chapters for deterministic and random roughness profiles, respectively. As a complementary analysis to theoretical result, we carry out atomistic simulations of nano-cantilever beams of both flat and rough surfaces and assess the change in the surface stress and the surface elastic constant. Then, the simulation results are compared to the
theoretical predictions and in the final sections, a discussion on the implication of this work is presented.

### 4.1.1 Atomistic Simulation of the nanowire

We have chosen silver (Ag) nanowires as our model system and the tension calculations were performed using the LAMMPS molecular dynamics software (Plimpton, 1995). We simulate the interatomic interaction using embedded atom method (EAM) potential and the Silver parameterization developed by Williams et al. (2006).

We consider two configurations. Both configurations are nanowires that are $\langle 100\rangle$ axially oriented and have a square cross sectional area with side $a$ and lateral nominal surfaces oriented in [001] and [010] directions. The first nanowire configuration is characterized by flat surfaces while both the top and bottom surfaces of the second nanowire configuration are corrugated (Figure 41). The surface roughness is created such that it has zero mean value with the latter coinciding with the flat surface of the first configuration. The surface roughness profile has amplitude of 0.215 nm and wave length of 1.636 nm and is kept the same while the thickness and width of the nanowires $(a)$ is changed from 1.6 to 6 nm . Molecular static simulations are performed on the nanowire and effective Young's elastic moduli of the nanowires are computed under tensile loading.


Figure 4-1: Schematic representation of the two nanowire configuration.

The nanowires are initially created based on the silver atom configuration corresponding to a perfect fcc bulk crystal. In order to consider the contribution of free surfaces, the boundary conditions in all directions are chosen to be nonperiodic. The nanowire geometry is then relaxed to a local minimum energy state at zero K temperature using the conjugate gradient method. The atoms on or close to the surface change their equilibrium position during this process.

Atomistic simulation of the uniaxial tensile of nanowires have been studied by several researchers (Diao et al., 2004, Liang et al., 2005, McDowell et al., 2008, Chhapadia et al., 2011). In order to determine the effective Young's
modulus of the wire under tension, we followed the energy method proposed by Diao et al. (2004). One end of the nanowire is kept fixed while the other end is strained axially up to $1.2 \%$. The strain application is accomplished in six increments starting with zero and with an increment of $0.2 \%$. Upon each incremental strain application, the free end is kept fixed and the nanowire is relaxed again. The change in the total potential energy of the system is equal to the work done due to the axial force which cause tensile strain,

$$
\begin{equation*}
\Delta \mathrm{U}=\int_{0}^{\Delta l} F d(\Delta l)=\int_{0}^{\varepsilon} S \sigma l d \varepsilon=\int_{0}^{\varepsilon} V \sigma d \varepsilon, \tag{155}
\end{equation*}
$$

where $\Delta \mathrm{U}$ is the strain energy of the system, $S$ is the cross section area of the wire after initial relaxation, $F$ is the axial load applied which is balanced by the axial stress $\sigma(F=S \sigma), \varepsilon=d l / l$ is the axial strain, and $l$ and $V$ are the length and volume of the nanowire, respectively. If $\sigma$ and $V$ be expanded in terms of strain $\varepsilon$, the change of total potential energy of the nanowire can be written in terms of elastic Young's modulus and strain (Diao et al., 2004) as follows:

$$
\begin{equation*}
\frac{\Delta \mathrm{U}}{\mathrm{~V}_{0}}=E\left[\frac{1}{2} \varepsilon^{2}+\frac{1}{3} \xi \varepsilon^{3}\right], \tag{156}
\end{equation*}
$$

where $\mathrm{V}_{0}$ is the initial volume of the nanowire, $E$ is the Young's modulus before applying strain $(\varepsilon=0)$ and $\xi$ is a constant. From the atomistic simulations we calculate the quantity $\frac{\Delta \mathrm{U}}{\mathrm{V}_{0}}$ at each loading step, which is then fitted as a cubic polynomial function of strain. Then the effective elastic
modulus of the beam $E_{\text {eff }}$ that includes the free surface effects is determined from the quadratic term coefficient.

Figures 4-2 present our results. We observe that the wire with rough surface has a lower Young's modulus compared to the wire with flat surface. Therefore our simulation results prove that surface corrugation causes softening in the wire.


Figure 4-2: Normalized effective elastic modulus of nanowires with flat surface and rough surface.

### 4.1.2 Simulation Result

The continuum model that predicts the deviation of elastic property of a nanobar, $E_{\text {eff }}$, from that of conventional continuum mechanics, $E$, in tension can be expressed as (Miller and Shenoy, 2000),

$$
\begin{equation*}
\frac{E_{\text {eff }}}{E}=1+\frac{4 k^{s}}{a E}, \tag{157}
\end{equation*}
$$

where $k^{s}$ is the surface elastic constant proposed by Gurtin-Murdoch (1975, 1978) and $a$ is the side of square cross section.

Employing orthogonal least squares method, the coefficients $k^{s}$ is determined by fitting the atomistic simulation data to the theoretical model (157). Moreover, surface stress $\tau_{0}$ can be determined from the preliminary relaxation of the beam under absence of external strain. Clearly,

$$
\begin{equation*}
4 h \tau^{0}+E A \varepsilon^{*}=0 \tag{158}
\end{equation*}
$$

where $\varepsilon^{*}$ is the amount of compressive strain after initial relaxation and $A$ is the cross section area of the beam. For wire with flat surface, the coefficients are obtained as: $\tau^{0}=0.023096 \mathrm{eV} / \AA^{2}, k^{s}=-0.184628 \mathrm{eV} / \AA^{2}$. Shenoy (2005) also computed the elastic constants $k^{s}$ for the [100] surface orientations and found the constants to be negative for Silver. For the wire with rough surfaces these constants change to: $\left(\tau^{0}\right)^{\text {eff }}=0.01895$, and $\left(k^{s}\right)^{\text {eff }}=-0.622491 \mathrm{eV} / \AA^{2}$.

### 4.2 Discussion of the Theoretical and Computational Results

### 4.2.1 Discussion on Theoretical Predictions

We can use the simple expressions we have derived to make some assessments on the effect of roughness on the surface properties. Our theoretical expression predicts that

$$
\begin{equation*}
\left(\tau^{0}\right)^{\text {eff }}=\tau^{o}\left(1-\frac{3}{4} \delta^{2}\right) \quad \& \quad\left(k^{s}\right)^{\text {eff }}=k^{s}-\delta^{2} \frac{E}{k\left(1-v^{2}\right)} \frac{(9-8 v)}{8(1-v)}, \tag{159}
\end{equation*}
$$

where $k$ is the wave number, $\delta=a k, a$ is the wave amplitude and $v$ is the Poisson's ratio.

Taking Copper as an example, with Young's modulus $E$ of 115 GPa , Poisson's ratio $v$ of 0.34 , surface stress $\tau^{0} \approx 1.04 \mathrm{~N} / \mathrm{m}$ and surface elastic constant $k^{s} \approx-3.16 \mathrm{~N} / \mathrm{m}$ for the (001) crystal face (Shenoy, 2005). If we consider a sinusoidal roughness with $a k=0.2$ and wave length $\lambda$ equal to at least $10 \mathrm{~nm}, k$ will be of the order of $\frac{2 \pi}{\lambda}=\frac{2 \pi}{10^{-8}}=6.28 \times 10^{8} \mathrm{~m}^{-1}$ and by (159) the effective surface stress can be calculated to be

$$
\begin{equation*}
\left(\tau^{0}\right)^{\text {eff }}=0.97 \tau^{o} . \tag{160}
\end{equation*}
$$

So $\left(\tau^{0}\right)^{\text {eff }}$ for this rough surface is barely 3 percent less than the pristine value, $\tau^{o}$.

Likewise by (159), $\left(k^{s}\right)^{\text {eff }}$ is obtained as

$$
\begin{equation*}
\left(k^{s}\right)^{e f f}=k^{s}-\delta^{2} \frac{E}{k\left(1-v^{2}\right)}\left(\frac{9-8 v}{8(1-v)}\right) \cong-13.01 . \tag{161}
\end{equation*}
$$

A dramatic change from the flat surface value of $-3.16 \mathrm{~N} / \mathrm{m}$ ! Therefore, we can conclude that while residual surface stress is hardly affected by the roughness, the surface elastic parameters undergo a dramatic shift. It should be noted here that surface roughness can cause even change of sign in surface elastic
depending on the extent of the roughness. Finally, as evident from the expressions for the both the periodic and random roughness case, even if the bare surface possesses zero surface elasticity i.e., $k^{s} \approx 0$ roughness will "create" surface elasticity i.e. effective value of $k^{s}$ will be non-zero.

### 4.2.2 Comparison of Theoretical and Computational Results

As is well-evident from the simulation results, surface corrugation decreases the surface elastic constant $k^{s}$ by almost three times. Comparatively, there is only a modest change in the residual surface stress $\tau^{0}$. This is in complete consistency with the theoretical results presented earlier. It should be mentioned here that these homogenized properties are obtained with the key assumption of $\delta=a k \ll 1$. In other words, Equation (159) is only approximately applicable to our case, nevertheless it is useful for making qualitative comparisons. Using a typical surface roughness of $a k=0.2$, wave length of 10 nm and considering $v=0.37$, $E=50 \mathrm{GPa}, \tau^{0}=0.023096 \mathrm{eV} / \AA^{2}$ and $k^{s}=-0.184628 \mathrm{eV} / \mathrm{A}_{2}=-2.69 \mathrm{~N} / \mathrm{m}$, we obtain the theoretical value of $\left(\tau^{0}\right)^{\text {eff }}=0.02240 \mathrm{eV} / \AA^{2},\left(k^{s}\right)^{\text {eff }}=-0.7055 \mathrm{eV} / \AA 22=-$ $11.300027 \mathrm{~N} / \mathrm{m}$. So the value of surface stress decreases by three percent. Also, the value of surface elastic constant decreases by more than four times in the presence of surface roughness---qualitatively consistent with the dramatic decrease observed in our simulations.

### 4.2.3 Comparison with Weissmuller and Duan's (2008) Results

Weissmuller and Duan (2008) showed that the response of the curvature of cantilevers to changes in their surface stress in the presence of the surface roughness is different from nominally planar surfaces. Considering surface residual stress for cantilevers, they concluded that deliberate structuring of the surface allows the magnitude and even its sign to be tuned. They have concluded that bending of the substrate is controlled by changes in in-plane component of the surface-induced stress, $T$ only. Their calculation shows that $T$ for the isotropic solid with a nearly planar surface $\theta^{2} \ll 1$ (assuming isotropy) is equal to

$$
\begin{equation*}
T=\frac{\langle f\rangle_{s}}{h^{l}}\left(1-\frac{v^{l}}{1-v^{l}}\left\langle\theta^{2}\right\rangle\right), \tag{162}
\end{equation*}
$$

where $f$ is surface residual stress and $v^{l}$ is the Poisson's ratio. Through their calculations, they assumed that $f$ depends on the surface orientation but this assumption does not have any contribution in creating $\left(1-\frac{v^{l}}{1-v^{l}}\left\langle\theta^{2}\right\rangle\right)$ term that shows the apparent action of $f$ will be reduced by a geometric effect that scales with the root-mean-square of $\theta$.

To compare our results with theirs we assume that the roughness profile is co-sinusoidal. Then the average of square of inclination angle can be expressed as

$$
\begin{align*}
& \theta=\frac{d h}{d x} \\
& \begin{aligned}
\left\langle\theta^{2}\right\rangle & =\left\langle\left(\frac{d h}{d x}\right)^{2}\right\rangle=\left\langle a^{2} k^{2} \sin ^{2} k x\right\rangle=\frac{1}{\lambda} \int_{0}^{\lambda} a^{2} k^{2}\left(\sin ^{2} k x\right) d x=\frac{1}{\lambda} \int_{0}^{\lambda} a^{2} k^{2}\left(\frac{1-\cos 2 k x}{2}\right) d x= \\
& =\frac{a^{2} k^{2}}{2}=\frac{\delta^{2}}{2} .
\end{aligned} \tag{163}
\end{align*}
$$

In order to calculate the maximum reduction in $\left(1-\frac{v^{l}}{1-v^{l}}\left\langle\theta^{2}\right\rangle\right)$, we select the value of 0.2 for $\delta$ and 0.44 for $v$ for Gold and then obtain

$$
\begin{equation*}
1-\frac{v^{l}}{1-v^{l}}\left\langle\theta^{2}\right\rangle=1-0.016 \tag{164}
\end{equation*}
$$

So based on the assumed range of $\delta$ our model suggests that the reduction of the effective surface stress because of the roughness is $1.6 \%$ while Weissmuller and Duan's work shows 10 \% reduction with assumption of $\left\langle\theta^{2}\right\rangle=0.33$. The somewhat larger shifts in the surface stress calculated by Weissmuller and Duan (2008) can only be obtained for extremely large roughness. Since both works (ours and Duan et. al.) assume "small roughness", it is not clear whether our models are applicable for the large range of roughness that lead to the dramatic shifts in surface stress observed by them.

### 4.2.4 Resonance Frequency of Nano-cantilevers

Nanofabricated cantilever structures have been demonstrated to be extremely versatile sensors and have potential applications in physical, chemical, and biological sciences. Adsorption on surface of such a sensor may
induce mass, damping, and stress changes of the cantilever response. One cantilever sensor technique is to monitor changes in the cantilever resonance frequency. The effect of surface stress on the resonance frequency of a cantilever have been modeled analytically by Lu et al. (2005) by incorporating strain-dependant surface stress terms into the equations of motion.

Consider a cantilever used as a sensor. The experimental quantity measured is the surface stress difference, $\Delta \sigma^{s}=\sigma_{u}^{s}-\sigma_{l}^{s}$, where $\sigma_{u}^{s}$ and $\sigma_{l}^{s}$ are the surface stresses on the upper and the lower surfaces, respectively. In the isotropic case, the surface stresses may be written as

$$
\begin{equation*}
\sigma_{u}^{s}=\tau^{o}{ }_{u}+k_{u}^{s}\left(\varepsilon_{\mathrm{ss}}\right)_{u} \quad \text { and } \quad \sigma_{l}^{s}=\tau^{o}{ }_{l}+k_{l}^{s}\left(\varepsilon_{\mathrm{ss}}\right)_{l}, \tag{165}
\end{equation*}
$$

where $\tau^{0}$ is the strain-independent surface stress, $k^{s}$ is a constant associated with the surface strain, $\varepsilon_{\mathrm{ss}}$ is the surface strain measured from the pre-stressed configuration, and the subscripts $u$ and $l$ always refer to the upper and lower surface, respectively. The surface stress difference can be written as

$$
\begin{equation*}
\Delta \sigma^{s}=\Delta \sigma^{o}+\Delta \sigma^{1} \tag{166}
\end{equation*}
$$

with $\Delta \sigma^{o}=\tau^{o}{ }_{u}-\tau^{o}{ }_{l}$ and $\Delta \sigma^{1}=k^{s}{ }_{u}\left(\varepsilon_{s s}\right)_{u}-k^{s}{ }_{l}\left(\varepsilon_{s s}\right)_{l}$. While the strain-independent part of the surface stress, $\Delta \sigma^{\circ}$ can have an impact on the resonance frequency (in a nonlinear setting), it is expected to be small. The strain-dependent part (i.e. surface elasticity) definitely will change the resonance frequency and can be expressed as

$$
\begin{equation*}
\frac{\left(\omega_{s}\right)^{2}-\left(\omega_{0}\right)^{2}}{\left(\omega_{0}\right)^{2}}=3 \frac{k_{u}^{s}+k^{s}}{E h} \tag{167}
\end{equation*}
$$

where $\omega_{0}$ is the fundamental resonance frequency without considering surface elasticity, $\omega_{s}$ is the resonance frequency with surface stresses acting, $h$ is the thickness and $E$ is Young's modulus. Liu and Rajapakse (2010) as well came up with the same expression for resonance frequency shift considering surface energy.

To compare the change in resonance frequency of cantilevers with rough surfaces, we consider a beam that has a sinusoidal rough surface on top and flat surface on the bottom. We have

$$
\begin{equation*}
k^{s}{ }_{u}=\left(k^{s}\right)^{e f f}=k^{s}-\delta^{2} \frac{E}{k\left(1-v^{2}\right)}\left(\frac{9-8 v}{8(1-v)}\right) . \tag{168}
\end{equation*}
$$

for top surface and $k^{s}{ }_{l}=k^{s}$ for the lower surface. Then the change in resonance frequency can be obtained as

$$
\begin{equation*}
\frac{\left(\omega_{\text {rough }}\right)^{2}-\left(\omega_{0}\right)^{2}}{\left(\omega_{0}\right)^{2}}=\frac{3}{E h}\left(2 k^{s}-\delta^{2} \frac{E}{k\left(1-v^{2}\right)}\left(\frac{9-8 v}{8(1-v)}\right)\right) \tag{169}
\end{equation*}
$$

Compared to a cantilever with upper and lower flat surface with resonance frequency

$$
\begin{equation*}
\frac{\left(\omega_{s}\right)^{2}-\left(\omega_{0}\right)^{2}}{\left(\omega_{0}\right)^{2}}=\frac{3}{E h}\left(2 k^{s}\right) . \tag{170}
\end{equation*}
$$

Evidently, frequency shift will decrease significantly or even in some cases, may change sign. For instance for copper considering the (001) crystal face (Shenoy, 2005) if we consider a sinusoidal roughness with $a k=0.2$ and wave length of 10 nm on top surface of cantilever, the change of resonance frequency would be expressed as

$$
\begin{equation*}
\frac{\left(\omega_{\text {rough }}\right)^{2}-\left(\omega_{0}\right)^{2}}{\left(\omega_{0}\right)^{2}}=\frac{3}{E h}(-16.17), \tag{171}
\end{equation*}
$$

from its value of

$$
\begin{equation*}
\frac{\left(\omega_{s}\right)^{2}-\left(\omega_{0}\right)^{2}}{\left(\omega_{0}\right)^{2}}=\frac{3}{E h}(-6.32) . \tag{172}
\end{equation*}
$$

So quantitatively, the square of resonance frequency is shifted by 2.55 times.

As another example, we consider aluminum with Young's modulus E of 70 GPa, Poisson's ratio $v$ of $0.35, \tau^{o} \approx 0.91 \mathrm{~N} / \mathrm{m}$ and $k^{s} \approx 4.53 \mathrm{~N} / \mathrm{m}$ for the (111) crystal face (Shenoy, 2005). Then the resonance frequency of the cantilever with top rough surface is calculated as

$$
\begin{equation*}
\frac{\left(\omega_{\text {rough }}\right)^{2}-\left(\omega_{0}\right)^{2}}{\left(\omega_{0}\right)^{2}}=\frac{3}{E h}(3), \tag{173}
\end{equation*}
$$

while in case of considering flat surfaces for cantilever it would be

$$
\begin{equation*}
\frac{\left(\omega_{s}\right)^{2}-\left(\omega_{0}\right)^{2}}{\left(\omega_{0}\right)^{2}}=\frac{3}{E h}(9.06) . \tag{174}
\end{equation*}
$$

In this case, the square resonance frequency is decreased by three times.

In summary, we have presented simple expressions for homogenized surface stress and surface elasticity for both randomly and periodically rough surfaces. Residual surface stress does not appear to be significantly affected by the presences of roughness----this appears to be in contrast to the conclusions of Weismuller and Duan (2008) although we do notice a dramatic change in the surface elastic modulus. The latter for example, as we demonstrated through simple illustrative quantitative examples, should have significant impact on the way sensing data based on surface effects is interpreted. Our simulation results also validate the theoretical predictions.

# Chapter 5: Atomistic Elucidation of the Effect of Surface Roughness on Curvature-dependent Surface Energy, Surface Stress and Elasticity 

### 5.1 Introduction

Surface effects, represented phenomenologically through "surface energy", dramatically affect the physical properties and behavior of nanostructures. Surface energy effects are usually accounted through the theoretical framework proposed by Gurtin and Murdoch $(1975,1978)$. In their theory, surface is a zero-thickness deformable entity that is attached to the bulk and possesses a residual stress (the so-called "surface stress") and surface elasticity (which is distinct from macroscopic bulk elasticity). In the original Gurtin-Murdoch theory, surface energy, as shown below, depends only on the surface strains. Let $e_{n}$ be the outward unit normal to the surface then

$$
\begin{equation*}
\mathrm{I}_{s}=\mathrm{PIP} \quad \& \quad \mathrm{P}=\mathrm{I}-e_{n} \otimes e_{n} \tag{175}
\end{equation*}
$$

Pis the projection operator to the subspace orthogonal to $e_{n}$, and $\mathrm{I}_{s}$ is the identity mapped to the tangential surface. So the Gurtin-Murdoch surface energy function is expressed as

$$
\begin{equation*}
\gamma=\gamma_{0}+\tau_{0} \mathrm{I}_{s} \mathbf{E}_{\mathrm{S}}+\frac{1}{2} \mathrm{C}_{0} \mathbf{E}_{\mathrm{S}}^{2} \tag{176}
\end{equation*}
$$

Here $\gamma_{o}$ is a constant unimportant to the objectives of the present work, $\mathbf{E}_{\mathrm{S}}=\mathrm{PEP}$ is the surface strain, $\tau_{0}$ is the residual surface stress, and $\mathrm{C}_{0}$ is the surface elastic constant. It is worthwhile to note that a fair amount of literature (in some cases, justifiably) ignore surface elasticity (i.e. $\mathrm{C}_{0}=0$ ). More recently, we have discussed a modified surface energy that, in addition to strain, also penalizes changes in curvature. This theory (based on the work of SteigmannOgden, 1997, 1999) successfully explained the observation that the effective elastic modulus of nanostructures under bending is significantly different than under stretching. This discrepancy between the elastic response under bending vs stretching was a source of puzzlement since the conventional GurtinMurdoch theory predicts only a small difference between the two deformation modes. A simplified version of the curvature dependent surface energy can be written as:

$$
\begin{equation*}
\gamma=\gamma_{0}+\tau_{0} \mathrm{I}_{\mathrm{s}} \mathbf{E}_{\mathrm{S}}+\frac{1}{2} \mathrm{C}_{0} \mathbf{E}_{\mathrm{S}}^{2}+\frac{1}{2} \mathrm{C}_{1} \boldsymbol{\kappa}^{2}, \tag{177}
\end{equation*}
$$

where $\mathrm{C}_{1}$ is the Steigmann-Ogden material constant that reflects the penalty in surface energy upon changes in curvature. The details of the theory can be found in Steigmann-Ogden (1997, 1999), and Chhapadia et al. (2011). The constant $C_{1}$ can be also interpreted as Tolman's (1949) length for crystalline solids or alternatively can be used to assign a thickness for a surface
( $t=\sqrt{\frac{C_{1}}{C_{0}}}$ can be argued to be related to the "definition" of surface thickness--see Chhapadia et. al., 2011).

In the beginning of the present chapter, we derive a continuum model that predicts the deviation of elastic property of a nanobar, $E_{\text {eff }}$, from that of conventional continuum mechanics, $E$, for bending of a cantilever beam. In the second part of this chapter, we address a simple question: what is the effect of roughness on the surface energy-related properties e.g. $\tau_{0}, \mathrm{C}_{0}$ and $\mathrm{C}_{1}$ ? Surfaces of real materials even for the most thoroughly polished ones will typically exhibit roughness. Alternatively, one may even consider intentionally nanostructuring the surface to design a tailored response. Here, we carry out atomistic simulations of nano-cantilever beams of both flat and rough surfaces and assess the change in the Steigmann-Ogden material constant $\mathrm{C}_{1}$.

### 5.2. Predictions for a Thin Cantilever Beam

Consider a thin cantilever beam loaded with a uniform lateral load $q(x)$ on top. The beam has longitudinal axis in $x$ direction and vertical deflection in $y$ direction (--we assume a square-cross section with side $a$ without loss of any generality of our final qualitative results). Let $w(x)$ denote the deflection of the beam as a function of position $x$ from the fixed end. Using the variational method, we will re-derive the equations governing beam bending theory considering surface free energy (177).

The axial and vertical displacements of the beam are approximated by

$$
\begin{equation*}
u_{x}=-y \frac{d w(x)}{d x}, \quad u_{y}=w(x) \tag{178}
\end{equation*}
$$

For thin beams, we ignore the shear deformation of the beam. Therefore the bulk strains are

$$
\begin{equation*}
\varepsilon_{x x}=-y \frac{d^{2} w(x)}{d x^{2}}, \quad \varepsilon_{x y}=\varepsilon_{y y}=0 . \tag{179}
\end{equation*}
$$

Liu and Rajapakse (2010) have shown that the effect of vertical stress $\sigma_{y y}$ on beam deformation is very small and can be neglected. So, the relevant bulk stresses are

$$
\begin{equation*}
\sigma_{x x}=-E y \frac{d^{2} w(x)}{d x^{2}}, \quad \sigma_{x y}=\sigma_{y y}=0 \tag{180}
\end{equation*}
$$

where $E$ is the bulk Young's modulus. Also, the elastic surface with outward unit normal $n_{y}$ has surface free energy represented by Eq. (177). We proceed by computing the total energy $U(w)$ of the cantilever beam by noting tangential surface strain as $\varepsilon_{x x}$ and curvature as $\frac{d^{2} w(x)}{d x^{2}}$,

$$
\begin{equation*}
U_{\text {Bulk }}(w)=\int_{0}^{l} \int_{A} \frac{1}{2} \mathrm{E}\left(y \frac{d^{2} w(x)}{d x^{2}}\right)^{2} \mathrm{dA} d x \tag{181}
\end{equation*}
$$

where $A$ is the cross section area and $l$ is length of the beam. Also, the surface energy is

$$
\begin{equation*}
U_{\text {Surface }}(w)=\int_{0}^{l} \int_{S}\left[-\tau_{0} y \frac{d^{2} w(x)}{d x^{2}}+\frac{1}{2} \mathrm{C}_{0} y^{2}\left(\frac{d^{2} w(x)}{d x^{2}}\right)^{2}+\frac{1}{2} \mathrm{C}_{1}\left(\frac{d^{2} w(x)}{d x^{2}}\right)^{2}\right] \mathrm{dS} d x \tag{182}
\end{equation*}
$$

where $C_{0}, C_{1}$ are surface elastic modulus and Steigmann-Ogden constant respectively, and $S$ is the perimeter of the cross section. The potential energy of the external force is

$$
\begin{equation*}
U_{q}(w)=-\int_{0}^{l} q(x) w(x) d x . \tag{183}
\end{equation*}
$$

Standard variational arguments require

$$
\begin{equation*}
\int_{0}^{l}\left[\left(\mathrm{EI}^{l}+\mathrm{C}_{0} \mathrm{I}^{*}+\mathrm{C}_{1} S^{*}\right)\left(\frac{d^{2} w(x)}{d x^{2}} \frac{d^{2} \delta w(x)}{d x^{2}}\right)-q(x) \delta w(x)\right] d x=0 \tag{184}
\end{equation*}
$$

where $\mathrm{I}=\int_{A} y^{2} d A$ is the moment of inertia of the beam cross section, $\mathrm{I}^{*}=\int_{S} y^{2} d S$ is the perimeter moment of inertia, and $S^{*}=\int_{S} n_{y}^{2} d S$.

Using integration by part, the governing equation for bending of thin cantilever beam is obtained as

$$
\begin{equation*}
\left(\mathrm{EI}+\mathrm{C}_{0} \mathrm{I}^{*}+\mathrm{C}_{1} S^{*}\right) \frac{d^{4} w(x)}{d x^{2}}-q(x)=0 \tag{185}
\end{equation*}
$$

Upon comparison with the classical Euler-Bernoulli beam equation with an "effective" elastic modulus, i.e.,

$$
\begin{equation*}
\mathrm{E}_{\mathrm{eff}} \mathrm{I} \frac{d^{4} w(x)}{d x^{2}}-q(x)=0 \tag{186}
\end{equation*}
$$

We find the following:

$$
\begin{equation*}
\frac{\mathrm{E}_{\text {eff }}}{\mathrm{E}}=\frac{\mathrm{EI}+\mathrm{C}_{0} \mathrm{I}^{*}+\mathrm{C}_{1} S^{*}}{\mathrm{EI}} \tag{187}
\end{equation*}
$$

In the case of a beam with square cross section of side $a$,

$$
\begin{equation*}
\mathrm{I}=\frac{a^{4}}{12}, \quad \mathrm{I}^{*}=\frac{2 a^{3}}{3}, \quad \mathrm{~S}^{*}=2 a \tag{188}
\end{equation*}
$$

the effective elastic modulus is obtained as

$$
\begin{equation*}
\frac{\mathrm{E}_{\mathrm{eff}}}{\mathrm{E}}=1+\frac{8 C_{0}}{a \mathrm{E}}+\underbrace{\frac{24 C_{1}}{a^{3} \mathrm{E}}} . \tag{189}
\end{equation*}
$$

It is worth pointing out that the asymmetrical term in the surface constitutive law and the dependence of elastic modulus on the residual stress should not be ignored in general (Mogilevskaya et al., 2008) and (Wang et al., 2010) however it is justified in the present case for two reasons: (i) inclusion of that term makes not qualitative difference to our conclusions and (ii) while residual surface stress can be important for the stress state, its impact on renormalized
elastic modulus has been found to be small in recent works see for example (Liu et al., 2011).

### 5.3. Molecular Static Simulation on Bending of the Ag nanowire

In this section, using LAMMPS molecular dynamics software, molecular static simulations are performed on the nanowire and effective Young's elastic moduli of the nanowires are computed under bending. As our model system, we have chosen the same configuration, geometry and interatomic potential for the Ag nanowire as we have used in the previous simulation (see section 4.1.1).


Figure 5-1: Schematic representation of the two nanowire configuration.

The nanowires are initially created based on the silver atom configuration corresponding to a perfect fcc bulk crystal and in order to consider the
contribution of free surfaces, the boundary conditions in all directions are chosen to be non-periodic. The nanowire geometry is then relaxed to a local minimum energy state at zero K temperature using the conjugate gradient method. The atoms on or close to the surface change their equilibrium position during this process.

Cantilever bending simulation method proposed by McDowell et al. (2008), is performed on both nanowires with flat and rough surfaces. In our simulations, we consider a sufficiently long nanowire $(1 / t>8)$ and keep the same aspect ratio with increasing nanowire thickness. Therefore, it is reasonable to ignore the shear forces created as a result of lateral deflection and only consider the bending moment effect. After initial relaxation, one end of the nanowire is held fixed and the free end is given an incremental downward displacement of 0.1 nm . The free end atoms are divided to three regions ' $A$ ', ' $B$ ', and ' $C$ ' (fig. 1). In each displacement increment, first, all the atoms in free end are displaced downward. Then atoms in region ' A ' are held fixed and the nanowire is underwent energy minimization using conjugate gradient method. Finally the atoms in region ' $C$ ' are held fixed and the nanowire is relaxed to the minimum energy state. This entire displacement-double relaxation cycle is repeated for a desired number of increments.

In continuum beam theory, for small deflections, the change in strain energy of a cantilever beam is obtained as (McDowell et al., 2008),

$$
\begin{equation*}
\Delta \mathrm{U}=\int_{0}^{l} \frac{E I}{2}\left(\frac{\partial^{2} v}{\partial x^{2}}\right)^{2} d x \tag{190}
\end{equation*}
$$

where $E$ is the Young's modulus, $I$ is the moment of inertia, $v$ is the deflection as a function of $x$ and $l$ is the length of the beam. In our simulation, for each bending increment, the deflection profile of the mid-plane that is a cubic polynomial of $x$ is determined. Then change in strain energy and curvature data which is the second derivative of deflection with respect to $x$ are fitting into equation (190), and the effective Young's modulus $E_{\text {eff }}$ is determined. The final Young's modulus is obtained as average of the values for the last three bending increments.


Figure 5-2: Normalized effective elastic modulus of nanowires with flat surface and rough surface.

Figure 5-2 presents our results for bending. The tension simulation results obtained in previous chapter is also displayed in the figure. As already explained by Chhapadia et al. (2011), the elastic modulus in case of bending is less than (in absolute value) under tension. We observe that the wire with rough surface has a lower Young's modulus compared to the wire with flat surface. Therefore our simulation results prove that surface corrugation causes softening in the wire.

In case of bending, we use the continuum model (189) that predicts the deviation of elastic property of a nanobar, $E_{\text {eff }}$, from that of conventional continuum mechanics, E. Employing orthogonal least squares method, the coefficients $C_{0}$ and $C_{1}$ are determined by fitting the atomistic simulation data to the theoretical model (15). Moreover, surface stress $\tau_{0}$ can be determined with exact procedure as before (see section 4.1.1). For wire with flat surface, the coefficients are obtained as: $\tau^{0}=0.023096 \mathrm{eV} / \AA^{2}, C_{0}=-0.168157 \mathrm{eV} / \AA^{2}$ and $C_{1}=-3.181146 \mathrm{eV}$. For the wire with rough surfaces these constants change to: $\left(\tau^{0}\right)^{\text {eff }}=0.01895,\left(C_{0}\right)^{\text {eff }}=-0.506521 \mathrm{eV} / \AA^{2}$ and $\left(C_{1}\right)^{\text {eff }}=6.853007 \mathrm{eV}$. As is wellevident from the results, surface corrugation decreases the surface elastic constant $C_{0}$ by almost three times. This is in complete consistency with the theoretical results presented in our previous work. The theoretical expression predicts that

$$
\begin{equation*}
\left(\tau^{0}\right)^{\text {eff }}=\tau^{o}\left(1-\frac{3}{4} \delta^{2}\right) \quad \& \quad\left(C_{0}\right)^{\text {eff }}=C_{0}-\delta^{2} \frac{E}{k\left(1-v^{2}\right)} \frac{(9-8 v)}{8(1-v)} \tag{191}
\end{equation*}
$$

where $k$ is the wave number, $\delta=a k, a$ is the wave amplitude and $v$ is the Poisson's ratio. This theoretical expression is obtained with the key assumption of $\delta=a k \ll 1$. In other words, Equation (191) is only approximately applicable to our case, nevertheless it is useful for making qualitative comparisons. Using a typical surface roughness of $a k=0.2$, wave length of 10 nm and considering $v=0.37, \quad E=50 \mathrm{GPa}, \tau^{0}=0.023096 \mathrm{eV} / \AA^{2}$ and $C_{0}=-0.168157 \mathrm{eV} / \mathrm{A} 2=-$ 2.69 $\mathrm{N} / \mathrm{m}$, we obtain the theoretical value of $\left(\tau^{0}\right)^{\text {eff }}=0.02240 \mathrm{eV} / \AA^{2}$, $\left(C_{0}\right)^{\text {eff }}=-0.72177 \mathrm{eV} / \AA ̊ 2=-11.5628 \mathrm{~N} / \mathrm{m}$. So the value of surface stress decreases by three percent. Also, the value of surface elastic constant decreases by more than four times in the presence of surface roughness--qualitatively consistent with the dramatic decrease observed in our simulations. In addition it is observed that the roughness causes a large shift in the value of $C_{1}$ as well as a change in the sign.

Micro and nano-fabricated cantilevers are frequently used as chemical, biological and mechanical sensors. One of the sensing mechanisms is to detect a shift in the resonant frequency subject to a stimuli. Lu et al. (2005) have derived that the change in fundamental resonance frequency due to surface stress $\Delta \omega_{\text {stress }}$ in general can be expressed as

$$
\begin{equation*}
\frac{\omega_{\text {stress }}^{2}-\omega_{0}^{2}}{\omega_{0}^{2}}=\frac{E_{\text {eff }}-E}{E}, \tag{192}
\end{equation*}
$$

where $\omega_{0}$ is the fundamental resonance frequency in absence of surface stress and $\omega_{\text {stress }}$ is the new resonance frequency with surface stress.

Since surface roughness affects the effective elastic modulus of nanostructures (as we have already seen), we therefore expect a shift in the resonance frequency also. Chhapadia et al. (2011) for a 2 nm thick $\langle 100\rangle$ axially oriented cantilever with flat lateral surfaces predicated that term in Equation (192) is 0.22 . Considering a similar beam but with roughned surfaces identical to what we modeled in our atomistic simulations the term in Equation (192) becomes: 0.61 . This simple example clearly indicates the enormous role roughness can play in the interpretation of sensing data.

# Chapter 6: Flexoelectric Membranes and their Effective Properties 

### 6.1 Introduction

Piezoelectricity is perhaps the most widely known and exploited forms of electromechanical coupling. In a piezoelectric material, a uniform mechanical strain induces an electric field and vice-versa. Piezoelectricity is preferentially used where precise control of mechanical motion is required e.g. in scanning probe microscopes and have now found wide applications: next-generation energy harvesters (Wang et al., 2010), artificial muscles (Madden et al., 2004), sensors and actuators (Gautschi, 2002) among others. Crystallographic considerations restrict this technologically important property to noncentrosymmetric crystal systems (Nye, 1985) and indeed the latter is a necessary condition for a material to display piezoelectricity. However a nonuniform strain field or presence of strain gradients can locally break inversion symmetry and induce polarization even in centrosymmetric crystals. This phenomenon is termed flexoelectrictiy (Maskevich and Tolpygo, 1957; Bursian et al., 1974; Tagantsev, 1986, 1991), inspired by a similar effect in liquid crystals (Meyer, 1969; Schmidt et al., 1972; Indenbom et al., 1981). The reader is encouraged to refer to some recent review articles on flexoelectricity by Cross (2006), Sharma et al. (2007), and Tagantsev et al. (2009).

Recently, flexoelectricity has attracted a fair amount of attention from both fundamental and applications points of view leading to intensive experimental
(Ma and Cross, 2001, 2002, 2003, 2006; Catalan et al., 2004; Cross, 2006; Zubko et al. 2007, Fu et al., 2006, 2007) and theoretical (Sharma et al., 2007; Eliseev et al. 2009, 2011; Maranganti and Sharma, 2009; Majdoub et al., 2008, 2009; Sharma et al., 2010; Gharbi et al., 2011; Kalinin and Meunier, 2008; Eliseev and Morozovska, 2009; Dumitrica et al., 2002) activity in this topic. Lack of symmetry at surfaces and the capability to support large strain gradient in nanoscale structures enable unusual forms of piezoelectricity and flexoelectricity; for example, creating piezoelectric meta-material from a nonpiezoelectric material has been investigated experimentally and computationally (Cross and co-workers, 1999, 2006a-c; Sharma et al. 2010, Baskaran et al., 2010). In fact, Chandratre and Sharma (2012) recently showed that predicated on the phenomenon of flexoelectricity, Graphene can be "coaxed" to behave like a piezoelectric material merely by creating holes of certain symmetry. The artificial piezoelectricity thus produces was found to be almost as strong as that of well-known piezoelectric substances such as quartz.

Several other works have appeared on elucidating flexoelectricity in twodimensional structures (Naumov et al., 2009). Dumitrica et al. (2002) and Kalinin and Meunier (2008) showed that low dimensional systems such as graphene tend to exhibit electronic flexoelectricity, e.g., bending of non-polar quantum systems leading to emergence of net dipole moments. Upon bending, redistribution of the electron gas in the normal direction results in the formation of a net dipole moment, and hence flexoelectric coupling. For large radii of curvatures and in the extreme case of closed seamless cylinder, the dipoles
(formed) cancel out each other and the net polarization vanishes-which is why non-chiral (dielectric) carbon nanotubes have no dipole moment.

It is worthwhile to mention that investigating flexoelectricity effect in curved structures is also common in soft condensed materials such as liquid crystals and cellular membranes (Petrov et al., 1996, 1998, 2011; Kuczynski and Hoffmann, 2005; Spector, et al., 2006; Harden et al., 2010; Jewell, 2011) pioneered by Meyer (1969). Synthetic and biological flexoelectric membranes are actuators that bend under the action of external electric fields, a phenomenon of interest to the development of emerging adaptive materials as well as biological mechano-transduction. Several works have explored biological implications of membrane flexoelectricity e.g., mechanosensitivity, electromotility and hearing systems (Petrov, 1975, 2002, 2006, 2007; Raphael et al., 2000; Brownell et al., 2001, 2003; Breneman and Rabbitt, 2009).

Flexoelectricity in membranes is fundamentally different from threedimensional materials (crystalline or otherwise). In this paper, we consider an important emerging problem that is unaddressed so far: what is the renormalized or effective flexoelectric, response of a heterogeneous 2dimensional structure? How do the elastic and dielectric responses alter due to flexoelectricity? The answer to these questions may help interpret the behavior of complex biological membranes, in tailoring membranes such as graphene and boron-nitride sheets for various technological applications, energy harvesting for stretchable electronics among others. In section 2, we present a simplified and linear theory of flexoelectricity of 2-dimensional deformable solid
membranes. The homogenization problem is quite difficult even in the linear setting and hence we defer to future work, the more complex case of non-linear elastic membranes (see Steigmann, 2009). In section 3, we present our homogenization approach and specialize our results to a fluid membrane in section 4 (--this case corresponds to the much-studied lipid membranes or the Helfrich Hamiltonian). In section 5, we present some simple illustrative examples of our work using graphene as an example material.

### 6.2 A theory of flexoelectric solid membranes

Let $\Omega \subset \mathbb{R}^{2}$ be a domain in $x y$-plane. Consider a thin dielectric membrane occupying $\Omega \times(-h / 2, h / 2) \subset \mathbb{R}^{3}$, where $h$ is the thickness of the membrane. If the thickness $h \ll 1$, the thin membrane may be idealized as a two-dimensional body; the thermodynamic state is described by the out-of-plane displacement $w: \Omega \rightarrow \mathbb{R}$ and the out-of-plane polarization $P: \Omega \rightarrow \mathbb{R}$. The curvature of the membrane is defined as

$$
\begin{equation*}
\kappa_{\alpha \beta}=-\nabla_{\alpha} \nabla_{\beta} W . \tag{193}
\end{equation*}
$$

If $L_{\alpha \beta \xi \eta}$ be the elastic stiffness tensor of the membrane, for an isotropic case,

$$
\begin{equation*}
L_{\alpha \beta \xi \eta}=\frac{D(1-v)}{2}\left(\delta_{\alpha \xi} \delta_{\beta \eta}+\delta_{\alpha \eta} \delta_{\beta \xi}\right)+D v \delta_{\alpha \beta} \delta_{\xi \eta} . \tag{194}
\end{equation*}
$$

The elastic energy part of the total energy density can be written as (Reddy, 2007)

$$
\begin{equation*}
\Pi(\kappa)=\frac{1}{2} L_{\alpha \beta \xi \eta} \kappa_{\alpha \beta} \kappa_{\xi \eta}=\frac{1}{2}\left[k_{b}^{1}\left(\kappa_{\alpha \beta}\right)^{2}+k_{b}^{2}\left(\kappa_{\alpha \alpha}\right)^{2}\right] . \tag{195}
\end{equation*}
$$

where $k_{b}^{1}=D(1-v), \quad k_{b}^{2}=D v \quad$ and $\quad D=\frac{E h^{3}}{12\left(1-v^{2}\right)}$ is the bending rigidity (stiffness), $v$ is the Poisson's ratio, $E$ is the Young's modulus and $h$ is the thickness of the membrane.

To model the flexoelectric effect, we postulate that the total internal energy of the isotropic membrane is given by

$$
\begin{equation*}
U[w, P]=\int_{\Omega} W(\nabla \nabla w, \Delta w, P) d \Omega, \tag{196}
\end{equation*}
$$

where $W: \mathbb{R}^{2} \rightarrow \mathbb{R}$ is the total internal energy density function and is given by a quadratic function

$$
\begin{align*}
W(\nabla \nabla w, \Delta w, P) & =\Pi(\kappa)+f \Delta w P+\frac{1}{2} a P^{2} \\
& =\frac{1}{2} k_{b}^{1}|\nabla \nabla w|^{2}+\frac{1}{2} k_{b}^{2}(\Delta w)^{2}+f \Delta w P+\frac{1}{2} a P^{2} . \tag{197}
\end{align*}
$$

In the above equation, coefficients $k_{b}^{1}, k_{b}^{2}, f$ and $a$ are material properties and can in general depend on in-plane positions. In particular, $a$ is the reciprocal dielectric susceptibility and $f$ is the flexoelectric coefficient of the material. Under the application of an external electric field $E_{z}^{0}: \Omega \rightarrow \mathbb{R}$ and a mechanical body force $b_{z}: \Omega \rightarrow \mathbb{R}$, the total free energy of the membrane is given by

$$
\begin{equation*}
F[w, P]=\int_{\Omega}\left(\frac{1}{2} k_{b}^{1}|\nabla \nabla w|^{2}+\frac{1}{2} k_{b}^{2}(\Delta w)^{2}+f \Delta w P+\frac{1}{2} a P^{2}\right) d \Omega-\int_{\Omega}\left(P E_{z}^{0}+w b_{z}\right) d \Omega . \tag{198}
\end{equation*}
$$

The first integral is the internal energy of the flexoelectric membrane, and the second one is the potential energy arising from the interaction between the membrane and the external electric field and mechanical loading device. We remark that the external field $E_{z}^{0}: \Omega \rightarrow \mathbb{R}$, arising from a fixed distribution of charges, is independent of the polarization state of the membrane.

Clearly, the stability of trivial state $(\nabla \nabla w, P)=(0,0)$ in the absence of external electric fields $E_{z}^{0}$ and mechanical load $b_{z}$ requires that

$$
\begin{align*}
& \frac{1}{2} k_{b}^{1}\left|\alpha_{3}\right|^{2}+\frac{1}{2} k_{b}^{2}\left(\operatorname{tr} \alpha_{3}\right)^{2}+f\left(\operatorname{tr} \alpha_{3}\right) \alpha_{2}+\frac{1}{2} a\left(\alpha_{2}\right)^{2} \geq 0  \tag{199}\\
& \text { for } \forall \alpha_{3} \in \mathbb{R}_{\text {SYM }}^{2 \times 2}, \alpha_{1} \in \mathbb{R}
\end{align*}
$$

which requires

$$
\begin{aligned}
& A= {\left[\begin{array}{cccc}
k_{b}^{1}+k_{b}^{2} & 0 & k_{b}^{2} & f \\
0 & 2 k_{b}^{1} & 0 & 0 \\
k_{b}^{2} & 0 & k_{b}^{1}+k_{b}^{2} & f \\
f & 0 & f & a
\end{array}\right] \text { is positive-definite, } } \\
& \\
& \text { i.e., } k_{b}^{1}>0, k_{b}^{1}+k_{b}^{2}>0, a>0 \& \operatorname{det} A>0 \text { or } \frac{1}{2} k_{b}^{1}+k_{b}^{2}>\frac{f^{2}}{a} .
\end{aligned}
$$

Let $\Gamma_{1}$ and $\Gamma_{2}$ be a disjoint subdivision of the boundary $\partial \Omega$. As for the classic Kirchhoff-Love plate theory, typical homogeneous boundary conditions include (for detail of derivation see section IV.I.I):

1. Clamped boundary conditions:

$$
\begin{equation*}
w=0, \quad \nabla w=0 \quad \text { on } \Gamma_{1} \tag{200}
\end{equation*}
$$

2. Natural boundary conditions:

$$
\begin{equation*}
\left(\left(k_{b}^{2}-\frac{f^{2}}{a}\right) \Delta w I+k_{b}^{1} \nabla \nabla w\right) \cdot n=0, \quad\left(\left(k_{b}^{2}-\frac{f^{2}}{a}\right) \nabla \Delta w+k_{b}^{1} \nabla \cdot \nabla \nabla w\right) \cdot n=0 \quad \text { on } \Gamma_{2} \tag{201}
\end{equation*}
$$

More general and inhomogeneous boundary conditions are also allowed.

We remark that the postulated internal energy density (196) may be validated from a well-grounded three-dimensional theory of flexoelectricity. Alternatively, we may regard the postulated form of internal energy (196) for membranes as the linearized version of some more complete theory of flexoelectric membranes, containing only the leading order terms. Such a postulation or equivalently a constitutive law is necessary for completing a continuum theory. Here we do not attempt to rigorously justify either of the above viewpoints and merely take postulate (196) as our starting point.

In the equilibrium state, the pair of $(w, P)$ shall minimize the total free energy (197):

$$
\begin{equation*}
\min _{(w, P) \in A} F[w, P] \tag{202}
\end{equation*}
$$

where the admissible space for $(w, P)$ is given by

$$
\begin{equation*}
A:=\left\{(w, P): w \in W^{2,2}(\Omega), P \in L^{2}(\Omega), w,\left.\nabla w\right|_{\Gamma_{1}}=0\right\} . \tag{203}
\end{equation*}
$$

Standard first variation calculations

$$
\left\{\begin{array}{l}
\left.\frac{d}{d \varepsilon} F[w+\varepsilon v, P]\right|_{\varepsilon=0}=0  \tag{204}\\
\left.\frac{d}{d \varepsilon} F[w, P+\varepsilon \eta]\right|_{\varepsilon=0}=0
\end{array}\right.
$$

gives

$$
\left\{\begin{array}{l}
\int_{\Omega}\left[k_{b}^{1}(\nabla \nabla w \cdot \nabla \nabla v)+k_{b}^{2}(\Delta w \Delta v)+f P \Delta v\right]-\int_{\Omega} v b_{z}=0,  \tag{205}\\
\int_{\Omega}[f \eta \Delta w+a P \eta]-\int_{\Omega} \eta E_{z}^{0}=0 .
\end{array}\right.
$$

and finally we can show that the Euler-Lagrange equations associated with the above variational principle are given by

$$
\begin{cases}\nabla \nabla \cdot\left(k_{b}^{1} \nabla \nabla w\right)+\Delta\left(k_{b}^{2} \Delta w\right)+\Delta(f P)-b_{z}=0 & \text { on } \Omega  \tag{206}\\ f \Delta w+a P-E_{z}^{0}=0 & \text { on } \Omega\end{cases}
$$

Operating the second of (205) by $-\Delta\left(\frac{f}{a}()\right)$ and adding the result to the first of (205), we obtain

$$
\begin{equation*}
\nabla \nabla \cdot\left(k_{b}^{1} \nabla \nabla w\right)+\Delta\left[\left(k_{b}^{2}-\frac{f^{2}}{a}\right) \Delta w\right]+\Delta\left(\frac{f}{a} E_{z}^{0}\right)-b_{z}=0 \quad \text { on } \Omega . \tag{207}
\end{equation*}
$$

We remark that the partial differential equation (206), together with the boundary conditions (199) and (200), forms a well-posed boundary value
problem whose existence, uniqueness and stability has been thoroughly investigated, see e.g. Evans (1997).

Here it is important to have an explanation about the material constants appear in the above-mentioned formulae. Kalinin and Meunier (2008) showed that the net macroscopic electromechanical polarization developed in a bent structure is linearly proportional to its curvature and accordingly expressed the constitutive relation for direct flexoelectric effect as

$$
\begin{equation*}
P=f^{k}\left(c_{1}+c_{2}\right) \tag{208}
\end{equation*}
$$

where $c_{1}$ and $c_{2}$ are the principle curvatures, $P$ is the polarization [ $\mathrm{C} / \mathrm{m}$ ], and $f^{k}$ is the flexoelectric constant [C] which is quantitatively different with flexoelectric coefficient in our expressions. If we consider a homogenous material, in the absence of external electric field, (205-2) gives the following relation between the average of polarization and average of curvature in the bent structure,

$$
\begin{equation*}
P=-\frac{f}{a} \Delta w . \tag{209}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
f=-a f^{k} \tag{210}
\end{equation*}
$$

where $a=\frac{1}{\varepsilon_{0} \chi_{e} h}$ is the reciprocal dielectric susceptibility, $\varepsilon_{0}$ is the electric permittivity of the free space, $\chi_{e}$ is the electric susceptibility and $h$ is the
thickness of the material. Therefore our definition of flexoelectric constant is

$$
f=-\frac{f^{k}}{\varepsilon_{0} \chi_{e} h}[\mathrm{~N} . \mathrm{m} / \mathrm{C}] .
$$

### 6.3 Homogenization of heterogeneous flexoelectric membranes

We now consider a heterogeneous flexoelectric membrane whose coefficients are given by

$$
\begin{equation*}
k_{b}^{1(\varepsilon)}(x)=k_{p}^{1}\left(\frac{x}{\varepsilon}\right), \quad k_{b}^{2(\varepsilon)}(x)=k_{p}^{2}\left(\frac{x}{\varepsilon}\right), \quad f^{(\varepsilon)}(x)=f_{p}\left(\frac{x}{\varepsilon}\right), \quad a^{(\varepsilon)}(x)=a_{p}\left(\frac{x}{\varepsilon}\right), \tag{211}
\end{equation*}
$$

where $\varepsilon \ll 1$ characterizes the length scale of the microscopic variations of the material properties, and without loss of generality, we assume $k_{p}^{1}, k_{p}^{2}, f_{p}$, and $a_{p}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ are periodic functions with unit cell $Y=(0,1)^{2}$. For the above highly oscillating material coefficients, we anticipate the solutions to (205) or (206), denoted by $\left(w^{(\varepsilon)}, P^{(\varepsilon)}\right)$, are highly oscillating as well. Nevertheless we are only interested in the macroscopic behavior of $\left(w^{(\varepsilon)}, P^{(\varepsilon)}\right)$ whose governing equations can be found by a formal two-scale expansion:

$$
\begin{equation*}
\left(w^{(\varepsilon)}, P^{(\varepsilon)}\right)=\sum_{k=0}^{\infty} \varepsilon^{k}\left(w_{k}(x, y), P_{k}(x, y)\right), \tag{212}
\end{equation*}
$$

where $y=x / \varepsilon$ is the "fast" variable for capturing the microscopic oscillations, $\left(w_{k}(x, y), P_{k}(x, y)\right)$ are $y$-periodic functions of period $Y$, and

$$
\begin{equation*}
\frac{1}{|Y|} \int_{Y}\left(w_{k}(x, y), P_{k}(x, y)\right)=(0,0) \quad \forall k \geq 1 . \tag{213}
\end{equation*}
$$

Direct calculations show that

$$
\begin{align*}
& \Delta w_{k}(x, y)=\frac{1}{\varepsilon^{2}} \Delta_{y} w_{k}(x, y)+\frac{2}{\varepsilon} \nabla_{y} \cdot \nabla_{x} w_{k}(x, y)+\Delta_{x} w_{k}(x, y), \\
& \nabla \nabla w_{k}(x, y)=\frac{1}{\varepsilon^{2}} \nabla_{y} \nabla_{y} w_{k}(x, y)+\frac{2}{\varepsilon} \nabla_{y} \nabla_{x} w_{k}(x, y)+\nabla_{x} \nabla_{x} w_{k}(x, y) . \tag{214}
\end{align*}
$$

where subscript $x$ or $y$ indicates that the derivatives are taken with respect to the first or the second variables of $w_{k}$. Then, $\Delta w^{(\varepsilon)}(x)$ and $\nabla \nabla w^{(\varepsilon)}(x)$ can be written as

$$
\begin{align*}
& \Delta w^{(\varepsilon)}(x)=\Delta_{x} w_{0}(x, y)+\frac{2}{\varepsilon} \nabla_{y} \cdot \nabla_{x} w_{0}(x, y)+\frac{1}{\varepsilon^{2}} \Delta_{y} w_{0}(x, y)+\varepsilon \Delta_{x} w_{1}(x, y)+ \\
& \quad+2 \nabla_{y} \cdot \nabla_{x} w_{1}(x, y)+\frac{1}{\varepsilon} \Delta_{y} w_{1}(x, y)+\varepsilon^{2} \Delta_{x} w_{2}(x, y)+2 \varepsilon \nabla_{y} \cdot \nabla_{x} w_{2}(x, y)+\Delta_{y} w_{2}(x, y), \\
& \nabla \nabla w^{(\varepsilon)}(x)=\nabla_{x} \nabla_{x} w_{0}(x, y)+\frac{2}{\varepsilon} \nabla_{y} \nabla_{x} w_{0}(x, y)+\frac{1}{\varepsilon^{2}} \nabla_{y} \nabla_{y} w_{0}(x, y)+\varepsilon \nabla_{x} \nabla_{x} w_{1}(x, y)+  \tag{215}\\
& \quad+2 \nabla_{y} \nabla_{x} w_{1}(x, y)+\frac{1}{\varepsilon} \nabla_{y} \nabla_{y} w_{1}(x, y)+\varepsilon^{2} \nabla_{x} \nabla_{x} w_{2}(x, y)+2 \varepsilon \nabla_{y} \nabla_{x} w_{2}(x, y)+ \\
& \quad+\nabla_{y} \nabla_{y} w_{2}(x, y) .
\end{align*}
$$

For simplicity in representing our calculations we assume that $\tilde{k}^{(\varepsilon)}(x)=k_{b}^{2(\varepsilon)}(x)-\frac{\left(f^{(\varepsilon)}(x)\right)^{2}}{a^{(\varepsilon)}(x)}$ and $\tilde{k}^{(\varepsilon)}(x)=\tilde{k}_{p}\left(\frac{x}{\varepsilon}\right)$. Then, equation (206) can be rewritten as

$$
\begin{equation*}
\Delta\left[\tilde{k}_{p}(y) \Delta w^{(\varepsilon)}(x, y)\right]+\nabla \nabla \cdot\left(k_{p}^{1}(y) \nabla \nabla w^{(\varepsilon)}(x, y)\right)+\Delta\left(\frac{f(y)}{a(y)} E_{z}^{0}\right)-b_{z}=0 \tag{216}
\end{equation*}
$$

Inserting (211) into (215) provides that (215) becomes a series in $\varepsilon$. Identifying each coefficient of $\varepsilon$ as an individual equation yields a cascade of equations (a series of the variable $\varepsilon$ is zero for all value of $\varepsilon$ if each coefficient is zero). The $\varepsilon^{-4}$ equation is

$$
\begin{equation*}
\varepsilon^{-4}: \quad \Delta_{y}\left[\tilde{k}_{p}(y) \Delta_{y} w_{0}(x, y)\right]+\nabla_{y} \nabla_{y} \cdot\left[k_{p}^{1}(y) \nabla_{y} \nabla_{y} w_{0}(x, y)\right]=0 . \tag{217}
\end{equation*}
$$

which is nothing but the equation in unit cell $Y$ with periodic boundary conditions. In this equation, $y$ is the variable, and $x$ behaves as a parameter. There exists a unique solution of this equation up to a constant (with respect to $y$ ). This implies that $w_{0}$ is a function which does not depend on $y$ and

$$
\begin{equation*}
w_{0} \equiv w_{0}(x) \tag{218}
\end{equation*}
$$

With $\Delta_{y} w_{0}(x)=\nabla_{y} w_{0}(x)=0$. Also $\varepsilon^{-3}$ is obtained as

$$
\begin{equation*}
\Delta_{y}\left[\tilde{k}_{p}(y) \Delta_{y} w_{1}(x, y)\right]+\nabla_{y} \nabla_{y} \cdot\left[k_{p}^{1}(y) \nabla_{y} \nabla_{y} w_{1}(x, y)\right]=0 \tag{219}
\end{equation*}
$$

which similarly yields

$$
\begin{equation*}
w_{1} \equiv w_{1}(x) . \tag{220}
\end{equation*}
$$

Since $\frac{1}{|Y|} \int_{Y} w_{1}(x, y) d y=0$ in unit cell $Y$, it is concluded that

$$
\begin{equation*}
w_{1}=w_{1}(x)=0 . \tag{221}
\end{equation*}
$$

That is, the zeroth-order term in the two-scale expansion of $w^{(\varepsilon)}$ is independent of the fast variables $y$ whereas the first-order term vanishes everywhere. Also, $\varepsilon^{-2}, \varepsilon^{-1}$, and $\varepsilon^{0}$ terms can be expressed as

$$
\begin{align*}
\varepsilon^{-2}: \quad \Delta_{y} & {\left[\tilde{k}_{p}(y)\left(\Delta_{x} w_{0}(x)+\Delta_{y} w_{2}(x, y)\right)+\frac{f(y)}{a(y)} E_{z}^{0}\right]+} \\
& +\nabla_{y} \nabla_{y} \cdot\left[k_{p}^{1}(y)\left(\nabla_{x} \nabla_{x} w_{0}(x)+\nabla_{y} \nabla_{y} w_{2}(x, y)\right)\right]=0 \tag{222}
\end{align*}
$$

$$
\begin{align*}
\varepsilon^{-1}: \quad & \nabla_{y} \cdot \nabla_{x}\left[\tilde{k}_{p}(y) \Delta_{x} w_{0}(x, y)\right]+\Delta_{y}\left[\tilde{k}_{p}(y) \nabla_{y} \cdot \nabla_{x} w_{2}(x, y)\right]+ \\
& +\nabla_{y} \cdot \nabla_{x}\left[\tilde{k}_{p}(y) \Delta_{y} w_{2}(x, y)\right]+\nabla_{y} \nabla_{x} \cdot\left[k_{p}^{1}(y) \nabla_{x} \nabla_{x} w_{0}(x, y)\right]+  \tag{223}\\
& +\nabla_{y} \nabla_{y} \cdot\left[k_{p}^{1}(y) \nabla_{x} \nabla_{y} w_{2}(x, y)\right]+\nabla_{y} \nabla_{x} \cdot\left[k_{p}^{1}(y) \nabla_{y} \nabla_{y} w_{2}(x, y)\right]=0,
\end{align*}
$$

$\varepsilon^{0}: \quad \Delta_{x}\left[\tilde{k}_{p}(y) \Delta_{x} w_{0}(x, y)\right]+\Delta_{y}\left[\tilde{k}_{p}(y) \Delta_{x} w_{2}(x, y)\right]+\Delta_{x}\left[\tilde{k}_{p}(y) \Delta_{y} w_{2}(x, y)\right]$

$$
+4 \nabla_{y} \cdot \nabla_{x}\left[\tilde{k}_{p}(y) \nabla_{y} \cdot \nabla_{x} w_{2}(x, y)\right]+\nabla_{x} \nabla_{x} \cdot\left[k_{p}^{1}(y) \nabla_{x} \nabla_{x} w_{0}(x, y)\right]+
$$

$$
+\nabla_{y} \nabla_{y} \cdot\left[k_{p}^{1}(y) \nabla_{x} \nabla_{x} w_{2}(x, y)\right]+4 \nabla_{y} \nabla_{x} \cdot\left[k_{p}^{1}(y) \nabla_{y} \nabla_{x} w_{2}(x, y)\right]+
$$

$$
+\nabla_{x} \nabla_{x} \cdot\left[k_{p}^{1}(y) \nabla_{y} \nabla_{y} w_{2}(x, y)\right]=b_{z} .
$$

Inserting (211) into (197) and recalling the identity that for small enough $\varepsilon$,

$$
\begin{equation*}
\int_{\Omega} f(x, x / \varepsilon) d x=\frac{1}{|Y|} \int_{\Omega} \int_{Y} f(x, y) d y d x+O(\varepsilon) \tag{225}
\end{equation*}
$$

we find that in terms of $w_{0}, w_{2}$ and $P_{0}$, the total free energy is given by

$$
\begin{equation*}
F\left[w^{(\varepsilon)}, P^{(\varepsilon)}\right]=F^{2 S}\left[w_{0}, w_{2}, P_{0}\right]+O(\varepsilon) \tag{226}
\end{equation*}
$$

where the leading order free energy functional in terms of two-scale states is given by

$$
\begin{align*}
& F^{2 S}\left[w_{0}, w_{2}, P_{0}\right]= \\
& =\frac{1}{|Y|} \int_{\Omega} \int_{Y}\binom{\frac{1}{2} k_{p}^{1}(y)\left|\nabla_{x} \nabla_{x} w_{0}(x)+\nabla_{y} \nabla_{y} w_{2}(x, y)\right|^{2}+\frac{1}{2} k_{p}^{2}(y)\left(\Delta_{x} w_{0}(x)+\Delta_{y} w_{2}(x, y)\right)^{2}}{+f_{p}(y) P_{0}(x, y)\left(\Delta_{x} w_{0}(x)+\Delta_{y} w_{2}(x, y)\right)+\frac{1}{2} a_{p}(y)\left(P_{0}(x, y)\right)^{2}} d y d x  \tag{227}\\
& \quad-\frac{1}{|Y|} \int_{\Omega} \int_{Y}\left(P_{0}(x, y) E_{z}^{0}(x)+w_{0}(x) b_{z}(x)\right) d y d x
\end{align*}
$$

Neglecting the higher order terms in (225), from the variational principle (201) we infer that the two-scale variational problem

$$
\begin{equation*}
\min _{w_{0}, w_{2}, P_{0}} F^{2 s}\left[w_{0}, w_{2}, P_{0}\right] \tag{228}
\end{equation*}
$$

determines the macroscopic behavior and microscopic states of the heterogeneous flexoelectric membrane. Let $\bar{P}_{0}(x)=\frac{1}{|Y|} \int_{Y} P_{0}(x, y) d y$, and for $\Delta w_{0}=\alpha_{1}, \bar{P}_{0}=\alpha_{2}$ and $\nabla \nabla w_{0}=\alpha_{3}$. We define the effective energy density and the coefficients $\left(k_{b}^{1}\right)^{e},\left(k_{b}^{2}\right)^{e}, f^{e}, a^{e}, A^{1}$ and $A^{2}$ as such that for any $\left(\alpha_{1}, \alpha_{2}\right) \in \mathbb{R}^{2}$ and $\alpha_{3} \in \mathbb{R}^{2 \times 2}$

$$
\begin{align*}
W^{e}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) & =\frac{1}{2}\left(k_{b}^{2}\right)^{e} \alpha_{1}^{2}+f^{e} \alpha_{1} \alpha_{2}+A^{1} \cdot \alpha_{1} \alpha_{3}+\frac{1}{2} a^{e} \alpha_{2}^{2}+A^{2} \cdot \alpha_{2} \alpha_{3}+\frac{1}{2}\left(k_{b}^{1}\right)^{e}\left|\alpha_{3}\right|^{2} \\
& =\min _{\left(w_{2}^{\prime}, P_{0}^{\prime} \in A_{p}\right.}\left\{\begin{array}{l}
\left.\frac{1}{|Y|} \int_{Y}\binom{\frac{1}{2} k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)^{2}+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+\frac{1}{2} a_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)^{2}+}{+\frac{1}{2} k_{p}^{1}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right) \cdot\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right)}\right\} .
\end{array} .\right. \tag{229}
\end{align*}
$$

Where the admissible space for $\left(w_{2}^{\prime}, P_{0}^{\prime}\right)$ is given by

$$
\begin{equation*}
A_{p}:=\left\{\left(w_{2}^{\prime}, P_{0}^{\prime}\right): w \in W_{p e r}^{2,2}(Y), P \in L_{p e r}^{2}(Y): \frac{1}{|Y|} \int_{Y}\left(w_{2}^{\prime}, P_{0}^{\prime}\right) d y=(0,0)\right\} . \tag{230}
\end{equation*}
$$

Then direct calculations show that the two-scale variational problem (227) can be written as

$$
\begin{equation*}
\min _{w_{0}, w_{2}, P_{0}} F^{2 S}\left[w_{0}, w_{2}, P_{0}\right]=\min _{\left(w_{0}, \bar{P}_{0}\right) \in A}\left\{\int_{\Omega} W^{e}\left(\Delta w_{0}, \nabla \nabla w_{0}, \bar{P}_{0}\right)-\int_{\Omega}\left(w_{0} b_{z}+\bar{P}_{0} E_{z}^{0}\right)\right\} . \tag{231}
\end{equation*}
$$

Comparing the variational problem on the right hand side of (230) with the original variational problem (201), we henceforth justify our definition of effective energy density and associated effective coefficients (or material properties) as (228).

We remark that (228) is reminiscence of classic variational definitions of the effective properties and it completely determines the effective coefficients $\left(k_{b}^{1}\right)^{e}$, $\left(k_{b}^{2}\right)^{e}, f^{e}$ and $a^{e}$. If $P_{0}^{\prime}$ is the minimizer of the right hand side of (228), then any perturbation from $P_{0}^{\prime}$ will increase the energy. Considering perturbation $P_{0}^{\prime}+\delta P_{0}^{\prime \prime}$, yields

$$
\begin{align*}
& \left\{\frac{1}{|Y|} \int_{Y}\binom{\frac{1}{2} k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)^{2}+f_{p}\left(\alpha_{2}+P_{0}^{\prime}+\delta P_{0}^{\prime \prime}\right)\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+}{+\frac{1}{2} a_{p}\left(\alpha_{2}+P_{0}^{\prime}+\delta P_{0}^{\prime \prime}\right)^{2}+\frac{1}{2} k_{p}^{1}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right) \cdot\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right)}-\lambda_{2} \frac{1}{|Y|} \int_{Y}\left(P_{0}^{\prime}+\delta P_{0}^{\prime \prime}\right)\right\} \geq
\end{align*}\left\{\begin{array}{l}
\left.\frac{1}{|Y|} \int_{Y}\binom{\frac{1}{2} k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)^{2}+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+}{+\frac{1}{2} a_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)^{2}+\frac{1}{2} k_{p}^{1}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right) \cdot\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right)}-\lambda_{2} \frac{1}{|Y|} \int_{Y}\left(P_{0}^{\prime}\right)\right\} .
\end{array}\right.
$$

This can be simplified to

$$
\begin{equation*}
\delta \frac{1}{|Y|} \int_{Y}\left[f_{p}\left(P_{0}^{\prime \prime}\right)\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+a_{p} P_{0}^{\prime \prime}\left(\alpha_{2}+P_{0}^{\prime}\right)-\lambda_{2} P_{0}^{\prime \prime}\right]+\delta^{2} \frac{1}{|Y|} \int_{Y} \frac{a_{p}}{2}\left(P_{0}^{\prime \prime}\right)^{2} \geq 0 \tag{233}
\end{equation*}
$$

Ignoring $\delta^{2}$ and considering the fact that $\delta$ can be positive or negative we conclude

$$
\begin{equation*}
\frac{1}{|Y|} \int_{Y}\left[f_{p}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+a_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)-\lambda_{2}\right]\left(P_{0}^{\prime \prime}\right)=0 \tag{234}
\end{equation*}
$$

Similarly, if $w_{2}^{\prime}$ is the minimizer of the right hand side of (228), then perturbation $w_{2}^{\prime}+\delta w_{2}^{\prime \prime}$ yields

$$
\begin{align*}
& \frac{1}{|Y|} \int_{Y}\binom{\frac{1}{2} k_{p}^{2}\left(\alpha_{1}+\Delta_{y}\left(w_{2}^{\prime}+\delta w_{2}^{\prime \prime}\right)\right)^{2}+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\left(\alpha_{1}+\Delta_{y}\left(w_{2}^{\prime}+\delta w_{2}^{\prime \prime}\right)\right)+}{+\frac{1}{2} a_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)^{2}+\frac{1}{2} k_{p}^{1}\left(\alpha_{3}+\nabla_{y} \nabla_{y}\left(w_{2}^{\prime}+\delta w_{2}^{\prime \prime}\right)\right) \cdot\left(\alpha_{3}+\nabla_{y} \nabla_{y}\left(w_{2}^{\prime}+\delta w_{2}^{\prime \prime}\right)\right)}- \\
& -\lambda_{3} \frac{1}{|Y|} \int_{Y}\left(w_{2}^{\prime}+\delta w_{2}^{\prime \prime}\right) \geq  \tag{235}\\
& \left\{\begin{array}{l}
\frac{1}{|Y|} \int_{Y}\binom{\frac{1}{2} k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)^{2}+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+}{+\frac{1}{2} a_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)^{2}+\frac{1}{2} k_{p}^{1}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right) \cdot\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right)}-\lambda_{3} \frac{1}{|Y|} \int_{Y}\left(w_{2}^{\prime}\right)
\end{array}\right\}
\end{align*}
$$

and consequently

$$
\begin{equation*}
\frac{1}{|Y|} \int_{Y}\left(\left[k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\right] \Delta_{y} w_{2}^{\prime \prime}+k_{p}^{1}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right) \cdot \nabla_{y} \nabla_{y} w_{2}^{\prime \prime}\right)-\lambda_{3} \frac{1}{|Y|} \int_{Y} w_{2}^{\prime \prime}=0 . \tag{236}
\end{equation*}
$$

Using integration by parts (44) is converted to

$$
\begin{gather*}
\frac{1}{|Y|} \int_{Y} \nabla_{y} \cdot\left[\left[k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\right] \nabla_{y} w_{2}^{\prime \prime}\right]-\frac{1}{|Y|} \int_{Y} \nabla_{y} \cdot\left[\nabla_{y}\left(k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\right) w_{2}^{\prime \prime}\right] \\
\quad+\frac{1}{|Y|} \int_{Y} \Delta_{y}\left[k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\right] w_{2}^{\prime \prime}+\frac{1}{|Y|} \int_{Y} \nabla_{y} \cdot\left[k_{p}^{\prime}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right) \cdot \nabla_{y} w_{2}^{\prime \prime}\right]-  \tag{237}\\
\quad-\frac{1}{|Y|} \int_{Y} \nabla_{y}\left[\nabla_{y} \cdot\left[k_{p}^{\prime}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right)\right] w_{2}^{\prime \prime}\right]+\frac{1}{|Y|} \int_{Y} \nabla_{y} \nabla_{y} \cdot\left[k_{p}^{\prime}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right)\right] w_{2}^{\prime \prime}-\lambda_{3} \int_{Y} w_{2}^{\prime \prime}=0 .
\end{gather*}
$$

By divergence theorem, the first, second, fourth and fifth integrals in this expression are reduced to boundary integrals and because of periodicity of the integrands, they must be set to zero. So

$$
\begin{equation*}
\frac{1}{|Y|} \int_{Y}\left\{\Delta_{y}\left[k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\right]+\nabla_{y} \nabla_{y} \cdot\left[k_{p}^{1}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right)\right]-\lambda_{3}\right\} w_{2}^{\prime \prime}=0 . \tag{238}
\end{equation*}
$$

To this end, we notice that for every value of $P_{0}^{\prime \prime}$ and $w_{2}^{\prime \prime}$, equations (233) and (237) respectively provide the Euler-Lagrange equations associated with the variational problem (228) and are given by

$$
\left\{\begin{array}{lc}
\Delta_{y}\left[k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\right]+\nabla_{y} \nabla_{y} \cdot\left[k_{p}^{1}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right)\right]=\lambda_{3} & \text { on } \mathrm{Y},  \tag{239}\\
f_{p}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+a_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)=\lambda_{2} & \text { on } \mathrm{Y},
\end{array}\right.
$$

where the constants or Lagrangian mulitipliers $\lambda_{2} \in \mathbb{R}$ and $\lambda_{3} \in \mathbb{R}$ arise from the constraint $\frac{1}{|Y|} \int_{Y} P_{0}^{\prime} d y=0$ and $\frac{1}{|Y|} \int_{Y} W_{2}^{\prime} d y=0$, respectively. By the second of (238) we have

$$
\begin{equation*}
\left(\alpha_{2}+P_{0}^{\prime}\right)=\frac{\lambda_{2}}{a_{p}}-\frac{f_{p}}{a_{p}}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right), \tag{240}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\lambda_{2} \frac{1}{|Y|} \int_{Y} \frac{1}{a_{p}}=\alpha_{2}+\alpha_{1} \frac{1}{|Y|} \int_{Y} \frac{f_{p}}{a_{p}}+\frac{1}{|Y|} \int_{Y} \frac{f_{p}}{a_{p}} \Delta_{y} w_{2}^{\prime} . \tag{241}
\end{equation*}
$$

By (238-b) we eliminate $f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)$ in (238-a) and obtain

$$
\begin{equation*}
\Delta_{y}\left[\tilde{p}_{p}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+\frac{f_{p}}{a_{p}} \lambda_{2}\right]+\nabla_{y} \nabla_{y} \cdot\left[k_{p}^{1}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right)\right]=\lambda_{3} \quad \text { on } \mathrm{Y}, \tag{242}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{k}_{p}=k_{p}^{2}-\frac{f_{p}^{2}}{a_{p}} . \tag{243}
\end{equation*}
$$

Periodicity of the two terms in (241) results that $\lambda_{3}$ is zero. As a conclusion we mention that in order to find the effective material properties we need to solve

$$
\begin{equation*}
\Delta_{y}\left[\tilde{k}_{p}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+\frac{f_{p}}{a_{p}} \lambda_{2}\right]+\nabla_{y} \nabla_{y} \cdot\left[k_{p}^{\prime}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right)\right]=0 \quad \text { on } \mathrm{Y}, \tag{244}
\end{equation*}
$$

which is dependent on the shape and size of the inhomogeneity.

### 6.4 Homogenization of heterogeneous fluid membranes

For the particular case of fluid membranes that can be used to approximate biological membranes, $k_{b}^{1}$ approaches zero. Therefore, the effective energy density can be defined as

$$
\begin{align*}
& W^{e}\left(\alpha_{1}, \alpha_{2}\right)=\frac{1}{2}\left(k_{b}^{2}\right)^{e} \alpha_{1}^{2}+f^{e} \alpha_{1} \alpha_{2}+\frac{1}{2} a^{e} \alpha_{2}^{2} \\
& \quad=\min _{\left(w_{2}^{\prime}, P_{0}^{\prime} \in A_{p}\right.}\left\{\frac{1}{|Y|} \int_{Y}\left(\frac{1}{2} k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)^{2}+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+\frac{1}{2} a_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)^{2}\right)\right\}, \tag{245}
\end{align*}
$$

and consequently the Euler-Lagrange equations in the unit cell can be written as

$$
\begin{cases}\Delta_{y}\left[k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\right]=\lambda_{3} & \text { on } \mathrm{Y},  \tag{246}\\ f_{p}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+a_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)=\lambda_{2} & \text { on } \mathrm{Y},\end{cases}
$$

where the constants or Lagrangian mulitipliers $\lambda_{2} \in \mathbb{R}$ and $\lambda_{3} \in \mathbb{R}$ arise from the constraint $\frac{1}{|Y|} \int_{Y} P_{0}^{\prime} d y=0$ and $\frac{1}{|Y|} \int_{Y} w_{2}^{\prime} d y=0$, respectively. By the second of (245) we have

$$
\begin{equation*}
\left(\alpha_{2}+P_{0}^{\prime}\right)=\frac{\lambda_{2}}{a_{p}}-\frac{f_{p}}{a_{p}}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right) \tag{247}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\lambda_{2} \frac{1}{|Y|} \int_{Y} \frac{1}{a_{p}}=\alpha_{2}+\alpha_{1} \frac{1}{|Y|} \int_{Y} \frac{f_{p}}{a_{p}}+\frac{1}{|Y|} \int_{Y} \frac{f_{p}}{a_{p}} \Delta_{y} w_{2}^{\prime} . \tag{248}
\end{equation*}
$$

By (245-b) we eliminate $f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)$ in (245-a) and obtain

$$
\begin{equation*}
\Delta_{y}\left[\tilde{k}_{p}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+\frac{f_{p}}{a_{p}} \lambda_{2}\right]=\lambda_{3} \quad \text { on } \mathrm{Y}, \tag{249}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{k}_{p}=k_{p}^{2}-\frac{f_{p}^{2}}{a_{p}} . \tag{250}
\end{equation*}
$$

A solution to the above problem is given by

$$
\begin{equation*}
\tilde{k}_{p}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+\frac{f_{p}}{a_{p}} \lambda_{2}=\lambda_{1} \quad \text { on } \mathrm{Y}, \tag{251}
\end{equation*}
$$

where $\lambda_{1} \in \mathbb{R}$ is a constant. Since $\frac{1}{|Y|} \int_{Y} \Delta_{y} w_{2}^{\prime}=0$, (250) gives

$$
\begin{equation*}
\alpha_{1}=\lambda_{1} \frac{1}{|Y|} \int_{V} \frac{1}{\tilde{k}_{p}}-\lambda_{2} \frac{1}{|Y|} \int_{V} \frac{f_{p}}{\hat{k}_{p} a_{p}} \tag{252}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)=\frac{\lambda_{1}}{\widehat{k}_{p}}-\frac{f_{p}}{\hat{k}_{p} a_{p}} \lambda_{2} . \tag{253}
\end{equation*}
$$

Inserting (252) into (246) we obtain

$$
\begin{equation*}
\lambda_{2} \frac{1}{|Y|} \int_{Y} \frac{1}{a_{p}}=\alpha_{2}+\lambda_{1} \frac{1}{|Y|} \int_{Y} \frac{f_{p}}{\tilde{k}_{p} a_{p}}-\lambda_{2} \frac{1}{|Y|} \int_{Y} \frac{f_{p}{ }^{2}}{\hat{k}_{p} a_{p}{ }^{2}} . \tag{254}
\end{equation*}
$$

It will be convenient to define a symmetric $2 \times 2$ matrix

$$
\begin{gather*}
S=\left[\begin{array}{ll}
s_{11} & s_{12} \\
s_{21} & s_{22}
\end{array},\right. \\
s_{11}=\frac{1}{|Y|} \int_{Y} \frac{1}{\tilde{k}_{p}}, \quad s_{12}=-\frac{1}{|Y|} \int_{Y} \frac{f_{p}}{\hat{k}_{p} a_{p}}, \quad S_{22}=\frac{1}{|Y|} \int_{Y}\left(\frac{1}{a_{p}}+\frac{f_{p}^{2}}{\tilde{k}_{p} a_{p}^{2}}\right) . \tag{255}
\end{gather*}
$$

Then equations (231) and (233) can be rewritten as

$$
S \lambda=\alpha, \quad \lambda=\left[\begin{array}{l}
\lambda_{1}  \tag{256}\\
\lambda_{2}
\end{array}\right], \quad \alpha=\left[\begin{array}{l}
\alpha_{1} \\
\alpha_{2}
\end{array}\right] .
$$

Further, inserting (246) and then (252) into the right hand side of (244) we arrive at

$$
\begin{equation*}
W^{e}\left(\alpha_{1}, \alpha_{2}\right)=\frac{1}{2} \alpha \cdot S^{-1} \alpha, \tag{257}
\end{equation*}
$$

with

$$
S^{-1}=\left[\begin{array}{cc}
\left(k_{b}^{2}\right)^{e} & f^{e}  \tag{258}\\
f^{e} & a^{e}
\end{array}\right] .
$$

To our knowledge, Equation (257) represents one of the few exact results in homogenization theory.

For the particular case of fluid membranes, the effective properties depend solely on the volume fractions and are independent of the specific microstructure.

### 6.5 Applications

Below we calculate the effective properties of two-phase flexoelectric membranes with microstructures of circular inclusions (Fig. 6-a) and simple laminates (Fig. 6-b). These solutions give useful guides on designing flexoelectric membranes for variety of applications.


Figure 6.1: A representative volume element with two phases (a) macroscopically isotropic membrane (circular inhomogeneity) and (b) laminate membrane.

### 6.5.1 Circular inhomogeneity in flexoelecric membranes

Consider a flexoelectric membrane with a dilute concentration of inhomogeneities. We model this membrane by a single inclusion in a matrix and the unit cell problem is given by

$$
\left\{\begin{array}{l}
\Delta_{y}\left[\tilde{k}_{p}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+\frac{f_{p}}{a_{p}} \lambda_{2}\right]+\nabla_{y} \nabla_{y} \cdot\left[k_{p}^{1}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right)\right]=0 \quad \text { on } \mathrm{Y}  \tag{259}\\
\text { Periodic B.C. in } \partial \mathrm{Y}
\end{array}\right.
$$

In the dilute limit, the interactions between inhomogeneities are negligible and we replace the unit cell $Y$ by $\mathbb{R}^{2}$ and periodic boundary condition by decay condition

$$
\begin{equation*}
\left|\Delta w_{2}^{\prime}(x)\right| \rightarrow 0 \quad \text { as } \quad x \rightarrow+\infty . \tag{260}
\end{equation*}
$$

To solve (259) explicitly, we now derive the interfacial conditions on $\partial \Omega$.

### 6.5.1.1 Interfacial conditions

1. Continuity of deflection at the interface yields

$$
\begin{equation*}
\left.w_{2}^{\prime}\right|_{\partial \Omega^{-}}=\left.w_{2}^{\prime}\right|_{\partial \Omega^{+}} . \tag{261}
\end{equation*}
$$

2. $\nabla w_{2}^{\prime}$ must be continuous as well across the interface, otherwise $\nabla \nabla w_{2}^{\prime}$ would be in the form of $\delta$ function which results the energy being rendered infinite,

$$
\begin{equation*}
\left.\nabla w_{2}^{\prime}\right|_{\partial \Omega^{-}}=\left.\nabla w_{2}^{\prime}\right|_{\partial \Omega^{+}} \tag{262}
\end{equation*}
$$

3. In deriving interface jump conditions, we do the standard first variation on the variational form of the total energy in one unit cell (229),

$$
\begin{align*}
& W^{e}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)=\min _{w \in A_{p}}\left\{\frac{1}{|Y|} \int_{Y}\binom{\frac{1}{2} k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)^{2}+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+\frac{1}{2} a_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)^{2}+}{+\frac{1}{2} k_{p}^{1}\left|\alpha_{3}+\nabla \nabla w_{2}^{\prime}\right|^{2}}\right\}= \\
& \min _{w \in A_{p}}\left\{\begin{array}{l}
\int_{\Omega_{1}}\left(\frac{1}{2} k_{M}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)^{2}+f_{M}\left(\alpha_{2}+P_{0}^{\prime}\right)\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+\frac{1}{2} a_{M}\left(\alpha_{2}+P_{0}^{\prime}\right)^{2}+\frac{1}{2} k_{M}^{1}\left|\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right|^{2}\right) \\
+\int_{\Omega_{2}}\left(\frac{1}{2} k_{I}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)^{2}+f_{I}\left(\alpha_{2}+P_{0}^{\prime}\right)\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+\frac{1}{2} a_{I}\left(\alpha_{2}+P_{0}^{\prime}\right)^{2}+\frac{1}{2} k_{I}^{\prime}\left|\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right|^{2}\right.
\end{array}\right\}, \tag{263}
\end{align*}
$$

where subscripts $M$ and $I$ are denoting the material properties associated with $\Omega_{1}$ and $\Omega_{2}$, respectively. Also for simplicity $\nabla_{y}$ is representing by $\nabla$ in later calculations. After doing first variation in $w_{2}^{\prime}$ we have

$$
\begin{align*}
\int_{\Omega_{1}}\left(k_{M}^{2}\right. & {\left.\left[\left(\alpha_{1}+\Delta w_{2}^{\prime}\right) \Delta v\right]+f_{M}\left(\alpha_{2}+P_{0}^{\prime}\right) \Delta v+k_{M}^{1}\left[\left(\alpha_{3}+\nabla \nabla w_{2}^{\prime}\right) \cdot \nabla \nabla v\right]\right)+ } \\
& +\int_{\Omega_{2}}\left(k_{I}^{2}\left[\left(\alpha_{1}+\Delta w_{2}^{\prime}\right) \Delta v\right]+f_{I}\left(\alpha_{2}+P_{0}^{\prime}\right) \Delta v+k_{I}^{1}\left[\left(\alpha_{3}+\nabla \nabla w_{2}^{\prime}\right) \cdot \nabla \nabla v\right]\right)=0, \tag{264}
\end{align*}
$$

or in index form

$$
\begin{align*}
\int_{\Omega_{1}}\left(k_{M}^{2}\right. & {\left.\left[\left(\alpha_{1}+w_{2, i i}^{\prime}\right) v_{, j j}\right]+\left[f_{M}\left(\alpha_{2}+P_{0}^{\prime}\right) v_{, j j}\right]+k_{M}^{1}\left[\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right) v_{, i j}\right]\right)+ } \\
& +\int_{\Omega_{2}}\left(k_{I}^{2}\left[\left(\alpha_{1}+w_{2, i i}^{\prime}\right) v_{, j j}\right]+\left[f_{I}\left(\alpha_{2}+P_{0}^{\prime}\right) v_{, j j}\right]+k_{I}^{1}\left[\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right) v_{, i j}\right]\right)=0 . \tag{265}
\end{align*}
$$

## Applying integration by part gives us

$$
\begin{align*}
& \int_{\Omega_{1}} k_{M}^{2}\left[\left(\left(\alpha_{1}+w_{2, k k}^{\prime}\right) v_{, j}\right)_{, j}-\left(\left(\alpha_{1}+w_{2, k k}^{\prime}\right)_{, j} v_{, j}\right)\right]+\int_{M} f_{M}\left[\left(\left(\alpha_{2}+P_{0}^{\prime}\right) v_{, j}\right)_{, j}-\left(\left(\alpha_{2}+P_{0}^{\prime}\right)_{, j} v_{, j}\right)\right] \\
& +\int_{\Omega_{1}} k_{M}^{1}\left[\left(\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right) v_{, i}\right)_{, j}-\left(\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right)_{, j} v_{, i}\right)\right]= \\
& \int_{\Omega_{2}} k_{I}^{2}\left[\left(\left(\alpha_{1}+w_{2, k k}^{\prime}\right) v_{, j}\right)_{, j}-\left(\left(\alpha_{1}+w_{2, k k}^{\prime}\right)_{, j} v_{, j}\right)\right]+\int_{I} f_{I}\left[\left(\left(\alpha_{2}+P_{0}^{\prime}\right) v_{, j}\right)_{, j}-\left(\left(\alpha_{2}+P_{0}^{\prime}\right)_{, j} v_{, j}\right)\right]+  \tag{266}\\
& \int_{\Omega_{2}} k_{I}^{1}\left[\left(\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right) v_{, i}\right)_{, j}-\left(\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right)_{, j} v_{, i}\right)\right]
\end{align*}
$$

and using divergence theorem leads to

$$
\begin{align*}
& \int_{\delta \Omega_{1}} k_{M}^{2}\left[\left(\left(\alpha_{1}+w_{2, k k}^{\prime}\right) v_{, j}\right) n_{j}\right]-\int_{\otimes \Omega_{1}} k_{M}^{2}\left[\left(\alpha_{1}+w_{2, k k}^{\prime}\right)_{, j} v n_{j}\right]+\int_{\Omega_{1}} k_{M}^{2}\left[\left(\alpha_{1}+w_{2, k k}^{\prime}\right)_{, j j} v\right]+ \\
& \int_{\delta 2_{1}} f_{M}\left[\left(\left(\alpha_{2}+P_{0}^{\prime}\right) v_{, j}\right) n_{j}\right]-\int_{\delta 2_{1}} f_{M}\left[\left(\alpha_{2}+P_{0}^{\prime}\right)_{, j} v n_{j}\right]+\int_{\Omega_{1}} f_{M}\left[\left(\alpha_{2}+P_{0}^{\prime}\right)_{, j j} v\right]+ \\
& +\int_{\delta \Omega_{1}} k_{M}^{1}\left[\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right) v_{, i} n_{j}\right]-\int_{\delta \Omega_{1}} k_{M}^{1}\left[\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right)_{, j} v n_{i}\right]+\int_{\Omega_{1}} k_{M}^{1}\left[\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right)_{, i j} v\right]= \\
& =\int_{\otimes \Omega_{2}} k_{I}^{2}\left[\left(\left(\alpha_{1}+w_{2, k k}^{\prime}\right) v_{, j}\right) n_{j}\right]-\int_{\Omega \Omega_{2}} k_{I}^{2}\left[\left(\alpha_{1}+w_{2, k k}^{\prime}\right)_{, j} v n_{j}\right]+\int_{\Omega_{2}} k_{I}^{2}\left[\left(\alpha_{1}+w_{2, k k}^{\prime}\right)_{, j j} v\right]+  \tag{267}\\
& \int_{غ \Omega_{2}} f_{I}\left[\left(\left(\alpha_{2}+P_{0}^{\prime}\right) v_{, j}\right) n_{j}\right]-\int_{\delta \Omega_{2}} f_{I}\left[\left(\alpha_{2}+P_{0}^{\prime}\right)_{, j} v n_{j}\right]+\int_{\Omega_{2}} f_{I}\left[\left(\alpha_{2}+P_{0}^{\prime}\right)_{, j j} v\right]+ \\
& +\int_{\delta \Omega_{2}} k_{I}^{1}\left[\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right) v_{i,} n_{j}\right]-\int_{\delta \Omega_{2}} k_{I}^{1}\left[\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right)_{, j} v n_{i}\right]+\int_{\Omega_{2}} k_{I}^{1}\left[\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right)_{, i j} v\right] \text {. }
\end{align*}
$$

Therefore at the common interface denoted by $\delta \Omega=\delta \Omega_{1}=\delta \Omega_{2}$

$$
\begin{align*}
& \int_{\Omega \Omega} k_{M}^{2}\left[\left(\left(\alpha_{1} \delta_{i j}+w_{2, k k}^{\prime} \delta_{i j}\right) v_{, i}\right) n_{j}\right]+\int_{\infty \Omega} f_{M}\left[\left(\left(\alpha_{2} \delta_{i j}+P_{0}^{\prime} \delta_{i j}\right) v_{, i}\right) n_{j}\right]+\int_{\Omega 2} k_{M}^{1}\left[\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right) v_{i,} n_{j}\right]= \\
& \int_{\varnothing 2} k_{I}^{2}\left[\left(\left(\alpha_{1} \delta_{i j}+w_{2, k k}^{\prime} \delta_{i j}\right) v_{i,}\right) n_{j}\right]+\int_{\varnothing 2} f_{I}\left[\left(\left(\alpha_{2} \delta_{i j}+P_{0}^{\prime} \delta_{i j}\right) v_{, i}\right) n_{j}\right]+\int_{\varnothing 2} k_{I}^{1}\left[\left(\alpha_{3 i j}+w_{2, i j}^{\prime}\right) v_{, i} n_{j}\right] \tag{268}
\end{align*}
$$

and

$$
\begin{align*}
& \int_{\Omega 2} k_{M}^{2}\left[\left(\alpha_{1}+w_{2, k k}^{\prime}\right)_{, i} v n_{i}\right]+\int_{\Omega 2} f_{M}\left[\left(\alpha_{2}+P_{0}^{\prime}\right)_{, i} v n_{i}\right]+\int_{\Omega \Omega} k_{M}^{1}\left[\left(\alpha_{3 i j}+w_{2, j j}^{\prime}\right)_{, j} v n_{i}\right]= \\
& \int_{\Omega 2} k_{I}^{2}\left[\left(\alpha_{1}+w_{2, k k}^{\prime}\right)_{, i} v n_{i}\right]+\int_{\Omega 2} f_{I}\left[\left(\alpha_{2}+P_{0}^{\prime}\right)_{, i} v n_{i}\right]+\int_{\Omega 2} k_{I}^{1}\left[\left(\alpha_{3 i j}+w_{2, j}^{\prime}\right)_{, j} v n_{i}\right] . \tag{269}
\end{align*}
$$

Since this should be valid for any $v_{i i}$ and $v$, we conclude that at the interface

$$
\begin{align*}
& {\left[\left(k_{M}^{2}\left(\alpha_{1}+\Delta w_{2}^{\prime}\right) I+f_{M}\left(\alpha_{2}+P_{0}^{\prime}\right) I+k_{M}^{1}\left(\alpha_{3}+\nabla \nabla w_{2}^{\prime}\right)\right) n\right]_{\partial \Omega^{-}}=} \\
& {\left[\left(k_{I}^{2}\left(\alpha_{1}+\Delta w_{2}^{\prime}\right) I+f_{I}\left(\alpha_{2}+P_{0}^{\prime}\right) I+k_{I}^{1}\left(\alpha_{3}+\nabla \nabla w_{2}^{\prime}\right)\right) n\right]_{\partial \Omega^{+}},} \tag{270}
\end{align*}
$$

and

$$
\begin{equation*}
\left[\left(\left(k_{M}^{2}+k_{M}^{1}\right) \nabla \Delta w_{2}^{\prime}+f_{M} \nabla P_{0}^{\prime}\right) \cdot n\right]_{\partial \Omega^{-}}=\left[\left(\left(k_{I}^{2}+k_{I}^{1}\right) \nabla \Delta w_{2}^{\prime}+f_{I} \nabla P_{0}^{\prime}\right) \cdot n\right]_{\partial \Omega^{+}} . \tag{271}
\end{equation*}
$$

Now we use

$$
\begin{equation*}
\left(\alpha_{2}+P_{0}^{\prime}\right)=\frac{\lambda_{2}}{a_{p}}-\frac{f_{p}}{a_{p}}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right) \tag{272}
\end{equation*}
$$

then (270) and (271) will be converted to

$$
\begin{align*}
& {\left[\left(\tilde{k}_{M}\left(\alpha_{1}+\Delta w_{2}^{\prime}\right) I+\left(\frac{f_{M} \lambda_{2}}{a_{M}}\right) I+k_{M}^{1}\left(\alpha_{3}+\nabla \nabla w_{2}^{\prime}\right)\right) n\right]_{\partial \Omega^{-}}=} \\
& {\left[\left(\tilde{k}_{I}\left(\alpha_{1}+\Delta w_{2}^{\prime}\right) I+\left(\frac{f_{I} \lambda_{2}}{a_{I}}\right) I+k_{I}^{1}\left(\alpha_{3}+\nabla \nabla w_{2}^{\prime}\right)\right) n\right]_{\partial \Omega^{+}}} \tag{273}
\end{align*}
$$

and

$$
\begin{equation*}
\left[\left(\left(\tilde{k}_{M}+k_{M}^{1}\right) \nabla \Delta w_{2}^{\prime}\right) \cdot n\right]_{\partial \Omega^{-}}=\left[\left(\left(\tilde{k}_{I}+k_{I}^{1}\right) \nabla \Delta w_{2}^{\prime}\right) \cdot n\right]_{\partial \Omega^{+}} . \tag{274}
\end{equation*}
$$

### 6.5.1.2 Unit Cell Problem and Solution

Now we consider the problem to be axisymmetric. Then unit cell PDE (259) can be converted to the following ODE in polar coordinate.

$$
\begin{gather*}
\left(\tilde{k}_{p}+k_{p}^{1}\right) r^{3} \frac{d^{4} w_{2}^{\prime}}{d r^{4}}+2\left(\tilde{k}_{p}+k_{p}^{1}\right) r^{2} \frac{d^{3} w_{2}^{\prime}}{d r^{3}}-\left(\tilde{k}_{p}+k_{p}^{1}\right) r \frac{d^{2} w_{2}^{\prime}}{d r^{2}}+\left(\tilde{k}_{p}+k_{p}^{1}\right) \frac{d w_{2}^{\prime}}{d r}=0 .  \tag{275}\\
r \in\left(0, R_{0}\right) \cup\left(R_{0}, \infty\right)
\end{gather*}
$$

Here we assume that the material is macroscopically isotropic and we choose $\alpha_{1}=\operatorname{tr}\left(\alpha_{3}\right)$ and $\alpha_{3}=\frac{\alpha_{1}}{2} I$. Thus, the general solution can be obtained as

$$
\begin{align*}
w_{2}^{\prime}(r) & =C_{1} \ln r+C_{2} r^{2}+C_{3} r^{2} \ln r+C_{4} \text { for } \mathrm{r}<R_{0}, \\
& =D_{1} \ln r+D_{2} r^{2}+D_{3} r^{2} \ln r+D_{4} \text { for } \mathrm{r}>R_{0}, \tag{276}
\end{align*}
$$

where $C_{1}, C_{2}, C_{3}, C_{4}, D_{1}, D_{2}, D_{3}, D_{4}$ are constants to be determined from the boundary conditions.

To avoid singularity for $w_{2}^{\prime}$ and $\nabla w_{2}^{\prime}$ at $r=0$, we set $C_{1}=C_{3}=0$. In the total energy expression (229) for this particular problem, the integration is over a unit cell with infinite boundary $(\mathrm{r} \rightarrow \infty)$. So the second derivative of $w_{2}^{\prime}$ cannot be a constant. Therefore, $D_{2}$ and $D_{3}$ must be zero. So (275) can be rewritten as

$$
\begin{align*}
w_{2}^{\prime}(r) & =C_{2} r^{2}+C_{4} \quad \text { for } \mathrm{r}<R_{0} \\
& =D_{1} \ln r+D_{4} \quad \text { for } \mathrm{r}>R_{0} . \tag{277}
\end{align*}
$$

The rest of the constants can be obtained by the boundary conditions (260), (261), (271) and (273). These boundary conditions in polar coordinates are expressed as

$$
\begin{gather*}
\left.w_{2}^{\prime-}\right|_{r=R_{0}}=\left.w_{2}^{\prime+}\right|_{r=R_{0}}  \tag{278}\\
\left.\nabla w_{2}^{\prime-}\right|_{r=R_{0}}=\left.\nabla w_{2}^{\prime+}\right|_{r=R_{0}}  \tag{279}\\
{\left[\left(\tilde{k}_{M}+k_{M}^{1}\right)\left(\frac{\alpha_{1}}{2}+\frac{\partial^{2} w_{2}^{\prime}}{\partial r^{2}}\right)+\tilde{k}_{M}\left(\frac{\alpha_{1}}{2}+\frac{1}{r} \frac{\partial w_{2}^{\prime}}{\partial r}\right)+\left(\frac{f_{M} \lambda_{2}}{a_{M}}\right)\right]_{r=R_{0}}^{-}=} \\
=\left[\left(\tilde{k}_{I}+k_{I}^{1}\right)\left(\frac{\alpha_{1}}{2}+\frac{\partial^{2} w_{2}^{\prime}}{\partial r^{2}}\right)+\tilde{k}_{I}\left(\frac{\alpha_{1}}{2}+\frac{1}{r} \frac{\partial w_{2}^{\prime}}{\partial r}\right)+\left(\frac{f_{I} \lambda_{2}}{a_{I}}\right)\right]_{r=R_{0}}^{+} \tag{280}
\end{gather*}
$$

and

$$
\begin{equation*}
\left[\left(\tilde{k}_{M}+k_{M}^{1}\right)\left(\frac{\partial^{3} w_{2}^{\prime}}{\partial r^{3}}+\frac{1}{r} \frac{\partial^{2} w_{2}^{\prime}}{\partial r^{2}}-\frac{1}{r^{2}} \frac{\partial w_{2}^{\prime}}{\partial r}\right)\right]_{r=R_{0}}^{-}=\left[\left(\tilde{k}_{I}+k_{I}^{1}\right)\left(\frac{\partial^{3} w_{2}^{\prime}}{\partial r^{3}}+\frac{1}{r} \frac{\partial^{2} w_{2}^{\prime}}{\partial r^{2}}-\frac{1}{r^{2}} \frac{\partial w_{2}^{\prime}}{\partial r}\right)\right]_{r=R_{0}}^{+} . \tag{281}
\end{equation*}
$$

From these boundary conditions, we have

$$
\begin{align*}
& C_{2}=-\frac{\alpha_{1}\left(a_{I} a_{M} k_{I}^{1}-a_{I} a_{M} k_{M}^{1}+2 a_{I} a_{M} \tilde{k}_{I}-2 a_{I} a_{M} \tilde{k}_{M}\right)+2 a_{M} f_{I} \lambda_{2}-2 a_{I} f_{M} \lambda_{2}}{4 a_{I} a_{M}\left(k_{I}^{1}+k_{M}^{1}+2 \tilde{k}_{I}\right)}, \\
& D_{1}=-\frac{\left[\alpha_{1}\left(a_{I} a_{M} k_{I}^{1}-a_{I} a_{M} k_{M}^{1}+2 a_{I} a_{M} \tilde{k}_{I}-2 a_{I} a_{M} \tilde{k}_{M}\right)+2 a_{M} f_{I} \lambda_{2}-2 a_{I} f_{M} \lambda_{2}\right] R_{0}{ }^{2}}{2 a_{I} a_{M}\left(k_{I}^{1}+k_{M}^{1}+2 \tilde{k}_{I}\right)},  \tag{282}\\
& D_{4}=C_{4}-\frac{\left[\alpha_{1}\binom{a_{I} a_{M} k_{I}^{1}-a_{I} a_{M} k_{M}^{1}+}{2 a_{I} a_{M} \tilde{k}_{I}-2 a_{I} a_{M} \tilde{k}_{M}}+2 a_{M} f_{I} \lambda_{2}-2 a_{I} f_{M} \lambda_{2}\right]\left(R_{0}{ }^{2}-2 R_{0}{ }^{2} \ln R_{0}\right)}{4 a_{I} a_{M}\left(k_{I}^{1}+k_{M}^{1}+2 \tilde{k}_{I}\right)} .
\end{align*}
$$

and the value of $D_{4}$ is unimportant in calculating the energy. The polarization can also be calculated by (240). Therefore we have

$$
\begin{align*}
& \left(\alpha_{2}+P_{0}^{\prime}\right)=\frac{\lambda_{2}}{a_{p}}-\frac{f_{p}}{a_{p}}\left(\alpha_{1}+\left(w_{2}^{\prime}\right)^{\prime \prime}+\frac{1}{r}\left(w_{2}^{\prime}\right)^{\prime}\right)= \\
& = \begin{cases}\frac{\lambda_{2}}{a_{I}}-\frac{f_{I}}{a_{I}}\left(\alpha_{1}+4 C_{2}\right) & \text { for } \mathrm{r}<R_{0} \\
\frac{\lambda_{2}}{a_{M}}-\frac{f_{M}}{a_{M}}\left(\alpha_{1}\right) & \text { for } \mathrm{r}>R_{0} .\end{cases} \tag{283}
\end{align*}
$$

Now the constant $\lambda_{2}$ can be calculated by setting $\frac{1}{|Y|} \int_{Y} P_{0}^{\prime} d y=0$. So

$$
\begin{align*}
& \frac{1}{|Y|} \int_{Y} P_{0}^{\prime} d y=-\alpha_{2}+(1-\theta)\left(\frac{\lambda_{2}}{a_{M}}-\frac{f_{M}}{a_{M}} \alpha_{1}\right)+\theta \frac{\lambda_{2}}{a_{I}}-\theta \frac{f_{I}}{a_{I}} \alpha_{1}-\theta\left(\frac{f_{I}}{a_{I}}\right) 4 C_{2} \\
& =\lambda_{2}\left[\frac{(1-\theta)}{a_{M}}+\frac{\theta}{a_{I}}\right]-\alpha_{2}-\left[\frac{(1-\theta) f_{M}}{a_{M}}+\frac{\theta f_{I}}{a_{I}}\right] \alpha_{1}-4 \theta\left(\frac{f_{I}}{a_{I}}\right) C_{2}=0 \tag{284}
\end{align*}
$$

## And therefore

$$
\begin{equation*}
\lambda_{2}=\left(\frac{1-\theta}{a_{M}}+\frac{\theta}{a_{I}}\right)^{-1}\left[\alpha_{2}+\left(\frac{(1-\theta) f_{M}}{a_{M}}+\frac{\theta f_{I}}{a_{I}}\right) \alpha_{1}+4 \theta\left(\frac{f_{I}}{a_{I}}\right) C_{2}\right] . \tag{285}
\end{equation*}
$$

As mentioned earlier, the effective energy density can be obtained as

$$
\begin{align*}
& W^{e}\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)=\frac{1}{2}\left(k_{b}^{2}\right)^{e} \alpha_{1}^{2}+f^{e} \alpha_{1} \alpha_{2}+A^{1} \cdot \alpha_{1} \alpha_{3}+\frac{1}{2} a^{e} \alpha_{2}^{2}+A^{2} \cdot \alpha_{2} \alpha_{3}+\frac{1}{2} k_{b}^{1 e}\left|\alpha_{3}\right|^{2} \\
&=\left\{\begin{array}{l}
\frac{1}{|Y|} \int_{Y}\left(\begin{array}{l}
\frac{1}{2} k_{p}^{2}\left(\alpha_{1}+\Delta w_{2}^{\prime}\right)^{2}+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\left(\alpha_{1}+\Delta w_{2}^{\prime}\right)+\frac{1}{2} a_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)^{2} \\
+\frac{1}{2} k_{p}^{1}\left(\alpha_{3}+\nabla \nabla w_{2}^{\prime}\right) \cdot\left(\alpha_{3}+\nabla \nabla w_{2}^{\prime}\right)
\end{array}\right] .
\end{array}\right. \tag{286}
\end{align*}
$$

By assuming $\alpha_{3}=\frac{\alpha_{1}}{2} I$ and $A^{1}=A^{2}=0$, we have

$$
\begin{align*}
& W^{e}\left(\alpha_{1}, \alpha_{2}\right)=\left\{\begin{array}{l}
\left.\frac{1}{|Y|} \int_{Y}\binom{\frac{1}{2} k_{p}^{2}\left(\alpha_{1}+\Delta w_{2}^{\prime}\right)^{2}+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\left(\alpha_{1}+\Delta w_{2}^{\prime}\right)+\frac{1}{2} a_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)^{2}}{+\frac{1}{2} k_{p}^{1}\left(\frac{\alpha_{1}}{2} I+\nabla \nabla w_{2}^{\prime}\right) \cdot\left(\frac{\alpha_{1}}{2} I+\nabla \nabla w_{2}^{\prime}\right)}\right\}= \\
=\left\{\begin{array}{l}
\frac{1}{2}\left((1-\theta) k_{M}^{2}+\theta k_{I}^{2}+\frac{1}{2}\left((1-\theta) k_{M}^{1}+\theta k_{I}^{1}\right)\right)\left(\alpha_{1}\right)^{2}+\left((1-\theta) f_{M}+\theta f_{I}\right) \alpha_{1} \alpha_{2}+ \\
\frac{1}{2}\left((1-\theta) a_{M}+\theta a_{I}\right)\left(\alpha_{2}\right)^{2}+\frac{1}{2}\left(\alpha_{1}\right)\left(k_{I}^{2}-k_{M}^{2}\right) \theta \frac{1}{|\Omega|} \int_{\Omega}\left(\Delta w_{2}^{\prime}\right)+\left(-\theta f_{M} P_{I}^{\prime}+\theta f_{I} P_{I}^{\prime}\right) \alpha_{1} \\
+\left(\left(f_{I}\right) P_{I}^{\prime}\right) \theta \frac{1}{|\Omega|} \int_{\Omega} \Delta w_{2}^{\prime}+\left(f_{I}-f_{M}\right) \theta \alpha_{2} \frac{1}{|\Omega|} \int_{\Omega} \Delta w_{2}^{\prime}+\left(-a_{M} P_{I}^{\prime}+a_{I} P_{I}^{\prime}\right) \theta \alpha_{2}+ \\
\frac{1}{2} \theta\left(a_{I}\right)\left(P^{\prime}\right)^{2}+\frac{1}{2}\left(\frac{\alpha_{1}}{2}\right)\left(k_{I}^{1}-k_{M}^{1}\right) \theta \frac{1}{|\Omega|} \int_{\Omega}\left(I . \nabla \nabla w_{2}^{\prime}\right)
\end{array}\right\},
\end{array}\right.
\end{align*}
$$

Finally, the effective properties are obtained as

$$
\begin{align*}
& a^{e}=\frac{1}{\left(-2 a_{M} f_{I}^{2} \theta+a_{I}\left(2 f_{I} f_{M} \theta+\left(k_{M}^{1}+k_{I}^{1}+2 \tilde{k}_{I}\right)\left(a_{I}(-1+\theta)-a_{M} \theta\right)\right)\right)^{2}} \times \\
& \quad \times a_{I}\left(\begin{array}{l}
-4 a_{M}^{2} f_{I}^{4} \theta+2 a_{I} a_{M} f_{I}^{2}\left(4 f_{I} f_{M}+a_{M}\left(k_{I}^{1}+2 k_{I}^{2}\right)\right) \theta+ \\
+a_{I}^{2}\left(-4 f_{I}^{2} f_{M}^{2}-4 a_{M} f_{I} f_{M}\left(k_{I}^{1}+2 k_{I}^{2}\right)+a_{M}^{2}\left(k_{M}^{1}+k_{I}^{1}+2 \tilde{k}_{I}\right)^{2}\right) \theta+ \\
+a_{I}^{3}\left(-a_{M}\left(k_{M}^{1}+k_{I}^{1}+2 \tilde{k}_{I}\right)^{2}(-1+\theta)+2 f_{M}^{2}\left(k_{I}^{1}+2 k_{I}^{2}\right) \theta\right)+2 a_{I}\left(a_{M} f_{I}-a_{I} f_{M}\right)^{2} k_{M}^{1} \theta^{2}
\end{array}\right),  \tag{288}\\
& \left(k_{b}^{2}\right)^{e}+\frac{\frac{1}{2}\left(k_{b}^{1}\right)^{e}=}{\quad=\frac{A+(B+C)^{2}}{\left(2 a_{M}^{2}\left(-2 a_{M} f_{I}^{2} \theta+a_{I}\left(2 f_{I} f_{M} \theta+\left(k_{M}^{1}+k_{I}^{1}+2 \tilde{k}_{I}\right)\left(a_{I}(-1+\theta)-a_{M} \theta\right)\right)\right)^{2}\right)},}
\end{align*}
$$

$$
\begin{align*}
& f^{e}=\frac{1}{\left(a_{M}\left(-2 a_{M} f_{I}^{2} \theta+a_{I}\left(2 f_{I} f_{M} \theta+\left(k_{M}^{1}+k_{I}^{1}+2 \tilde{k}_{I}\right)\left(a_{I}(-1+\theta)-a_{M} \theta\right)\right)\right)^{2}\right)} \times \\
& \left(4 a_{M}^{2} f_{I}^{3} \theta\left(f_{I} f_{M}(-1+\theta)+a_{M}\left(k_{M}^{1}+\tilde{k}_{M}\right) \theta\right)-\right. \\
& a_{I}^{3} f_{M}(-1+\theta)\binom{2 f_{M}{ }^{2}\left(k_{I}^{1}+2 k_{I}^{2}\right) \theta+}{a_{M}\left(k_{M}^{1}+k_{I}^{1}+2 \tilde{k}_{I}\right)^{2}-\binom{\left(k_{I}^{1}\right)^{2}+k_{M}^{1}\left(k_{M}^{1}-4 k_{I}^{2}\right)+4 \tilde{k}_{I}\left(k_{M}^{1}+\tilde{k}_{I}\right)+}{k_{I}^{1}\left(4 \tilde{k}_{I}-2 \tilde{k}_{M}\right)-4 k_{I}^{2} \tilde{k}_{M}} \theta}+ \\
& \times a_{I}\left(+a_{I}^{2} \theta\left(\begin{array}{l}
4 f_{I}^{2} f_{M}\left(f_{M}^{2}+a_{M}\left(k_{M}^{1}+\tilde{k}_{M}\right)\right)(-1+\theta)- \\
-2 a_{M} f_{I}\left(-2 f_{M}^{2}\left(k_{I}^{1}+2 k_{I}^{2}\right)+a_{M}\left(k_{M}^{1}-2 k_{I}^{2}+2 \tilde{k}_{I}\right)\left(k_{M}^{1}+\tilde{k}_{M}\right)\right)(-1+\theta)+ \\
a_{M}^{2} f_{M}\left(k_{M}^{1}+k_{I}^{1}+2 \tilde{k}_{I}\right)^{2}-\binom{\left(k_{I}^{1}\right)^{2}+k_{M}^{1}\left(k_{M}^{1}-4 k_{I}^{2}\right)+4 \tilde{k}_{I}\left(k_{M}^{1}+\tilde{k}_{I}\right)+}{k_{I}^{1}\left(4 \tilde{k}_{I}-2 \tilde{k}_{M}\right)-4 k_{I}^{2} \tilde{k}_{M}} \theta
\end{array}\right)+\right.  \tag{290}\\
& +2 a_{I} a_{M} f_{I} \theta\binom{-2 f_{I}^{2}\left(2 f_{M}^{2}+a_{M}\left(k_{M}^{1}+\tilde{k}_{M}\right)\right)(-1+\theta)+a_{M}^{2}\left(k_{M}^{1}-2 k_{I}^{2}+2 \tilde{k}_{I}\right)\left(k_{M}^{1}+\tilde{k}_{M}\right) \theta+}{a_{M} f_{I} f_{M}\left(k_{I}^{1}+2 k_{I}^{2}-\left(k_{I}^{1}+2\left(k_{M}^{1}+k_{I}^{2}+\tilde{k}_{M}\right)\right) \theta\right)}+ \\
& \left.\left(a_{M} f_{I}-a_{I} f_{M}\right) k_{M}^{1} \theta\binom{a_{I}^{2}\left(2 f_{M}{ }^{2}+a_{M}\left(-k_{I}^{1}+k_{M}^{1}-2 \tilde{k}_{I}+2 \tilde{k}_{M}\right)\right)(-1+\theta)+2 a_{M}{ }^{2} f_{I}^{2} \theta+}{a_{I} a_{M}\left(f_{I} f_{M}(2-4 \theta)-a_{M}\left(-k_{I}^{1}+k_{M}^{1}-2 \tilde{k}_{I}+2 \tilde{k}_{M}\right) \theta\right)}^{2}\right)
\end{align*}
$$

where

$$
A=\left\{\begin{array}{l}
-4 a_{M}{ }^{3} f_{I}{ }^{4}\left(-2 f_{M}{ }^{2}+a_{M}\left(k_{M}^{1}+2 k_{M}^{2}\right)\right)(-1+\theta) \theta^{2}-  \tag{291}\\
-4 a_{I} a_{M}{ }^{2} f_{I}^{2}(-1+\theta) \theta\left(\begin{array}{l}
2 f_{I}^{2} f_{M}{ }^{2}(-1+\theta)+ \\
a_{M}\binom{-2 f_{M}{ }^{2}+}{a_{M}\left(k_{M}^{1}+2 k_{M}^{2}\right)}\left(k_{M}^{1}+k_{I}^{1}+2 \tilde{k}_{I}\right) \theta \\
+2 f_{I} f_{M}\left(2 f_{M}^{2}+a_{M}\left(k_{M}^{1}-2 k_{M}^{2}+2 \tilde{k}_{M}\right)\right) \theta
\end{array}\right)
\end{array}\right),
$$



We can use these expressions to make an assessment of the effect of inhomogeneitie on the effective flexoelectric coefficient. Consider a graphene sheet with circular holes. Graphene is a semi-metal however depending on its edge termination or the presence of porosity, it can behave like a dielectric. We assume that the graphene sheet with holes behaves like a deielectric. If subscript $M$ and $I$ are respectively attributed to graphene and vacuum, then the material properties (Kalinin and Meunier, 2008; Lu et al., 2009; Li 2007; Lemme et al., 2007) can be written as

$$
\left\{\begin{array}{l}
f_{M} \rightarrow 1.29 \times 10^{-9} \quad \frac{\mathrm{~N} . \mathrm{m}}{\mathrm{C}}  \tag{294}\\
k_{M}^{1} \rightarrow 0.9849 \times 10^{-18} \mathrm{~N} . \mathrm{m} \\
k_{M}^{2} \\
\rightarrow 0.225 \times 10^{-18} \quad \mathrm{~N} . \mathrm{m} \\
a_{M}
\end{array} \quad \& 8.067 \times 10^{10} \quad \frac{\mathrm{~N} . \mathrm{m}}{\mathrm{C}^{2}} \quad \& \quad\left\{\begin{array}{l}
f_{I} \rightarrow 0 \\
k_{I}^{1} \rightarrow 0 \\
k_{I}^{2} \rightarrow 0 \\
a_{I} \rightarrow \infty
\end{array}\right.\right.
$$

Then the effective flexoelectric constant can written is a very simple form:

$$
\begin{equation*}
f^{e}=f_{M}+\frac{f_{M}\left(2 f_{M}^{2}+a_{M}\left(k_{M}^{1}+2 \tilde{k}_{M}\right)\right) \theta}{a_{M} k_{M}^{1}(1-\theta)} \tag{295}
\end{equation*}
$$

In figure 6-3, the flexoelectric coefficient normalized with respect to graphene flexoelectric constant is plotted with respect to the volume fraction of holes. As can be seen, the flexoelectric response of graphene sheet with increase leading to a $26 \%$ increase for a $15 \%$ volume fraction.


Figure 6.2: Normalized effective flexoelectric constant of graphene sheet with holes

### 6.5.2 Laminate flexoelectric membranes

In this case the material is macroscopically anisotropic. As illustrated in Fig. (6-b), we now consider a two-phase in-plane laminate with material property $\tilde{k}_{r}, k_{r}^{1}, k_{r}^{2}, f_{r}$ and $a_{r}$, volume fraction $\theta_{r}(r=1,2)$, and interfacial normal $n$. Let $w_{2}^{\prime}$ be a solution to the cell problem

$$
\left\{\begin{array}{l}
\Delta_{y}\left[\tilde{k}_{p}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+\frac{f_{p}}{a_{p}} \lambda_{2}\right]+\nabla_{y} \nabla_{y} \cdot\left[k_{p}^{\prime}\left(\alpha_{3}+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right)\right]=0 \quad \text { on Y. }  \tag{296}\\
\text { Periodic B.C. in } \partial \mathrm{Y}
\end{array}\right.
$$

Since this is an elliptical partial differential equation, a unique solution is ensured. We assume that $\nabla \nabla w_{2}^{\prime}$ and $\tilde{k}\left(\alpha_{1}+\Delta w_{2}^{\prime}\right) I+\frac{f}{a} \lambda_{2} I+k^{\prime}\left(\alpha_{3}+\nabla \nabla w_{2}^{\prime}\right)$ are constant in each laminate, and are denoted by $E_{r}=\nabla \nabla\left(w_{2}^{\prime}\right)_{r}$ and $J_{r}=\tilde{k}_{r}\left(\alpha_{1}+\left(\Delta w_{2}^{\prime}\right)_{r}\right) I+\frac{f_{r}}{a_{r}} \lambda_{2} I+k_{r}^{\prime}\left(\alpha_{3}+\left(\nabla \nabla w_{2}^{\prime}\right)_{r}\right)=\tilde{k}_{r}\left(\alpha_{1}+t r E_{r}\right) I+\frac{f_{r}}{a_{r}} \lambda_{2} I+k_{r}^{\prime}\left(\alpha_{3}+E_{r}\right)$ on $\Omega_{r} \quad(r=1,2)$, respectively. Continuity of $w_{2}^{\prime}$ and $\nabla w_{2}^{\prime}$ across the interface implies that $E_{1}-E_{2}=d n \otimes n$ for some scalar $a \in \mathbb{R}$. Also, we have $\theta_{1} E_{1}+\theta_{2} E_{2}=\frac{1}{|Y|} \int_{Y} \nabla \nabla w_{2}^{\prime}=0$, and henceforth,

$$
\begin{equation*}
E_{1}=\theta_{2} d n \otimes n, \quad E_{2}=-\theta_{1} d n \otimes n . \tag{297}
\end{equation*}
$$

Further, balance of (273) implies that

$$
\left(J_{1}-J_{2}\right) n=\left[\begin{array}{l}
\tilde{k}_{1}\left(\alpha_{1}+\operatorname{tr} E_{1}\right) I+\left(\frac{f_{1} \lambda_{2}}{a_{1}}\right) I+k_{1}^{1}\left(\alpha_{3}+E_{1}\right)-\tilde{k}_{2}\left(\alpha_{1}+t r E_{2}\right) I  \tag{298}\\
-\left(\frac{f_{2} \lambda_{2}}{a_{2}}\right) I-k_{2}^{1}\left(\alpha_{3}+E_{2}\right)
\end{array}\right] n=0 .
$$

Inserting (297) in (298) we obtain

$$
\left[\begin{array}{l}
\tilde{k}_{1}\left(\alpha_{1}+\theta_{2} d \operatorname{tr}(n \otimes n)\right) I+\left(\frac{f_{1} \lambda_{2}}{a_{1}}\right) I+k_{1}^{1}\left(\alpha_{3}+\theta_{2} d n \otimes n\right)-  \tag{299}\\
-\tilde{k}_{2}\left(\alpha_{1}-\theta_{1} d \operatorname{tr}(n \otimes n)\right) I--\left(\frac{f_{2} \lambda_{2}}{a_{2}}\right) I-k_{2}^{1}\left(\alpha_{3}-\theta_{1} d n \otimes n\right)
\end{array}\right] n=0 .
$$

This results

$$
\left[\begin{array}{l}
\left(\tilde{k}_{1}-\tilde{k}_{2}\right) \alpha_{1} I+d\left(\theta_{2} \tilde{k}_{1}+\theta_{1} \tilde{k}_{2}\right) I+\left(k_{1}^{1}-k_{2}^{1}\right) \alpha_{3}+d\left(\theta_{2} k_{1}^{1}+\theta_{1} k_{2}^{1}\right) n \otimes n+  \tag{300}\\
+\lambda_{2}\left(\frac{f_{1}}{a_{1}}-\frac{f_{2}}{a_{2}}\right) I
\end{array}\right] n=0 .
$$

To solve this equation for $d$, we assume that $\alpha_{3}=\alpha I$. Then

$$
\begin{equation*}
d=-\frac{\left(k_{1}^{1}-k_{2}^{1}\right) \alpha+\left(\tilde{k}_{1}-\tilde{k}_{2}\right) \alpha_{1}+\lambda_{2}\left(\frac{f_{1}}{a_{1}}-\frac{f_{2}}{a_{2}}\right)}{\left[\left(\theta_{2} \tilde{k}_{1}+\theta_{1} \tilde{k}_{2}\right)+\left(\theta_{2} k_{1}^{1}+\theta_{1} k_{2}^{1}\right)\right]} . \tag{301}
\end{equation*}
$$

For future convenience, we introduce notations:

$$
\begin{equation*}
A=\left(\theta_{1} \tilde{k}_{2}+\theta_{2} \tilde{k}_{1}\right) ; \quad B=\left(k_{2}^{1} \theta_{1}+k_{1}^{1} \theta_{2}\right) ; \quad C=\left(k_{1}^{1}-k_{2}^{1}\right) ; \quad D=\left(\tilde{k}_{1}-\tilde{k}_{2}\right) ; \quad \mathrm{F}=\left(\frac{f_{1}}{a_{1}}-\frac{f_{2}}{a_{2}}\right) . \tag{302}
\end{equation*}
$$

Therefore, inserting (302) in (297) gives

$$
\begin{equation*}
E_{1}=-\frac{\theta_{2}\left(C \alpha+D \alpha_{1}+F \lambda_{2}\right)}{A+B} n \otimes n, \quad E_{2}=\frac{\theta_{1}\left(C \alpha+D \alpha_{1}+F \lambda_{2}\right)}{A+B} n \otimes n . \tag{303}
\end{equation*}
$$

And consequently polarization is calculated as

$$
\begin{align*}
& P_{1}=-\alpha_{2}+\frac{\lambda_{2}}{a_{1}}-\frac{f_{1}}{a_{1}}\left(\alpha_{1}+t r E_{1}\right)=-\alpha_{2}+\frac{\lambda_{2}}{a_{1}}-\frac{f_{1}}{a_{1}}\left(\alpha_{1}-\frac{\theta_{2}\left(C \alpha+D \alpha_{1}+F \lambda_{2}\right)}{A+B}\right)= \\
&=-\alpha_{2}+\lambda_{2}\left(\frac{1}{a_{1}}+\frac{\theta_{2} f_{1} F}{a_{1}(A+B)}\right)-\frac{f_{1}}{a_{1}}\left(\alpha_{1}-\frac{\theta_{2}\left(C \alpha+D \alpha_{1}\right)}{A+B}\right), \\
& P_{2}=-\alpha_{2}+\frac{\lambda_{2}}{a_{2}}-\frac{f_{2}}{a_{2}}\left(\alpha_{1}+\right.\left.t r E_{2}\right)=-\alpha_{2}+\frac{\lambda_{2}}{a_{2}}-\frac{f_{2}}{a_{2}}\left(\alpha_{1}+\frac{\theta_{1}\left(C \alpha+D \alpha_{1}+F \lambda_{2}\right)}{A+B}\right)=  \tag{304}\\
&=-\alpha_{2}+\lambda_{2}\left(\frac{1}{a_{2}}-\frac{\theta_{1} f_{2} F}{a_{2}(A+B)}\right)-\frac{f_{2}}{a_{2}}\left(\alpha_{1}+\frac{\theta_{1}\left(C \alpha+D \alpha_{1}\right)}{A+B}\right) .
\end{align*}
$$

Now the constant $\lambda_{2}$ can be calculated by setting $\frac{1}{|Y|} \int_{Y} P d y=0$. So

$$
\begin{equation*}
\lambda_{2}=\left(\frac{\theta_{1}}{a_{1}}+\frac{\theta_{2}}{a_{2}}+\frac{\theta_{1} \theta_{2} F^{2}}{(A+B)}\right)^{-1}\left(\alpha_{2}+\left(\frac{\theta_{1} f_{1}}{a_{1}}+\frac{\theta_{2} f_{2}}{a_{2}}\right) \alpha_{1}-F\left(\frac{\theta_{1} \theta_{2}\left(C \alpha+D \alpha_{1}\right)}{A+B}\right)\right) . \tag{305}
\end{equation*}
$$

We use

$$
\left.\left.\begin{array}{rl}
W^{e}\left(\alpha_{1}, \alpha_{2}, \alpha\right) & =\frac{1}{2}\left(k_{b}^{2}\right)^{e} \alpha_{1}^{2}+f^{e} \alpha_{1} \alpha_{2}+A^{1} \cdot \alpha_{1} \alpha+\frac{1}{2} a^{e} \alpha_{2}^{2}+A^{2} \cdot \alpha_{2} \alpha+\frac{1}{2}\left(k_{b}^{1}\right)^{e}|\alpha|^{2}
\end{array}\right)\right\}, ~\left\{\begin{array}{l}
\text { ( } \min _{\left(w_{2}^{\prime}, P_{j}\right) \in A_{p}}\left\{\frac { 1 } { | Y | } \int _ { Y } \left(\begin{array}{l}
\left.\frac{1}{2} k_{p}^{2}\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)^{2}+f_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)\left(\alpha_{1}+\Delta_{y} w_{2}^{\prime}\right)+\frac{1}{2} a_{p}\left(\alpha_{2}+P_{0}^{\prime}\right)^{2}+\right) \\
+\frac{1}{2} k_{p}^{1}\left(\alpha+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right) \cdot\left(\alpha+\nabla_{y} \nabla_{y} w_{2}^{\prime}\right)
\end{array}\right.\right.
\end{array}\right.
$$

to find the effective properties and assume that $A^{1}$ and $A^{2}$ are zero. The expressions for effective coefficients are very long and we just present the result for the effective dielectric response. Interested readers can obtain the others directly from Equation (306).

$$
\begin{aligned}
& f^{e}=\frac{1}{(A+B)\left(a_{1} F^{2} \theta_{1} \theta_{2}+(A+B)\left(a_{2} \theta_{1}+a_{1} \theta_{2}\right)\right)^{2}} \times \\
& \left(\begin{array}{l}
a_{2}{ }^{2}(A+B)^{2} \theta_{1}\left((A+B) f_{1} \theta_{1}-a_{1} D F \theta_{1} \theta_{2}\right)+ \\
\left(\begin{array}{l}
A^{3} a_{1} a_{2}\left(f_{1}+f_{2}\right) \theta_{1}+a_{2}{ }^{2} B^{2} F f_{1}^{2} \theta_{1}^{2}- \\
-a_{1}^{2} F\binom{a_{2} B^{2} D+B F\left(F f_{2}^{2}+a_{2}\left(4 D f_{2}+F k_{2}^{1}-F k_{2}^{2}\right)\right) \theta_{1}+}{D F^{2}\left(\left(1+3 a_{2}\right) f_{2}^{2}+\left(-1+a_{2}\right) a_{2}\left(k_{1}^{2}+k_{2}^{2}\right)\right) \theta_{1}^{2}} \theta_{1} \theta_{2}+
\end{array} .\right.
\end{array}\right. \\
& +a_{2} A^{2}\left(\theta_{1}\left(3 a_{1} B\left(f_{1}+f_{2}\right)+F\left(a_{1}\left(4 f_{1}-f_{2}\right) f_{2}+a_{2}\left(f_{1}^{2}-a_{1} k_{2}^{1}+a_{1} k_{2}^{2}\right)\right) \theta_{1}\right)-a_{1}^{2} D F \theta_{1} \theta_{2}\right)+\theta_{2}+ \\
& a_{1} a_{2} B \theta_{1}\binom{B^{2}\left(f_{1}+f_{2}\right)+B F\left(4 f_{1} f_{2}-f_{2}^{2}-a_{2} k_{2}^{1}+a_{2} k_{2}^{2}\right) \theta_{1}+}{F\left(D\left(-f_{2}^{2}+a_{2} k_{1}^{2}+a_{2} k_{2}^{2}\right)+F f_{1}\left(3 f_{2}^{2}+a_{2}\left(k_{1}^{2}+k_{2}^{2}\right)\right)\right) \theta_{1}^{2}+F^{3} f_{1}^{2} \theta_{1} \theta_{2}}+ \\
& \times\left(\left[\begin{array}{l}
2 a_{2}^{2} B F f_{1}^{2} \theta_{1}^{2}-a_{1}^{2} F\left(2 a_{2} B D+F\left(F f_{2}^{2}+a_{2}\left(4 D f_{2}+F\left(k_{2}^{1}-k_{2}^{2}\right)\right)\right) \theta_{1}\right) \theta_{1} \theta_{2}+ \\
+a_{1} a_{2} \theta_{1}\binom{3 B^{2}\left(f_{1}+f_{2}\right)+2 B F\left(\left(4 f_{1}-f_{2}\right) f_{2}-a_{2}\left(k_{2}^{1}-k_{2}^{2}\right)\right) \theta_{1}+}{F\left(D\left(-f_{2}^{2}+a_{2} k_{1}^{2}+a_{2} k_{2}^{2}\right)+F f_{1}\left(3 f_{2}^{2}+a_{2}\left(k_{1}^{2}+k_{2}^{2}\right)\right)\right) \theta_{1}^{2}+F^{3} f_{1}^{2} \theta_{1} \theta_{2}}
\end{array}\right)\right. \\
& \left(A^{3} a_{1}^{2} f_{2}-a_{2}^{2} B F f_{1}^{2}\left(D+F f_{1}\right) \theta_{1}^{2}+A^{2} a_{1}\left(3 a_{1} B f_{2}+F\left(3 a_{1} f_{2}^{2}+a_{2}\left(f_{1}^{2}-a_{1}\left(k_{2}^{1}-k_{2}^{2}\right)\right)\right) \theta_{1}\right)+\right) \\
& +\binom{3 a_{1}^{2} B^{2} f_{2}+2 a_{1} B F\left(3 a_{1} f_{2}^{2}+a_{2}\left(f_{1}^{2}-a_{1}\left(k_{2}^{1}-k_{2}^{2}\right)\right)\right) \theta_{1}+}{F\binom{a_{1}^{2} f_{2}^{2}\left(-D+3 F f_{2}\right)-a_{2}^{2}\left(D+F f_{1}\right)\left(f_{1}^{2}-a_{1}\left(k_{1}^{1}+k_{2}^{1}\right)\right)+}{a_{1}^{2} a_{2}\left(D+F f_{2}\right)\left(k_{1}^{2}+k_{2}^{2}\right)} \theta_{1}^{2}}+ \\
& +a_{1} a_{2} F \theta_{1}\left(B^{2} f_{1}^{2}+a_{2} B\left(D+F f_{1}\right)\left(k_{1}^{1}+k_{2}^{1}\right) \theta_{1}+\left(-1+a_{2}\right) D F^{2} f_{1}^{2} \theta_{1} \theta_{2}\right)+ \\
& a_{1}^{a_{1}^{2}}\binom{B\binom{B^{2} f_{2}+B F\left(3 f_{2}^{2}-a_{2}\left(k_{2}^{1}-k_{2}^{2}\right)\right) \theta_{1}+}{F\left(D\left(-f_{2}^{2}+a_{2} k_{1}^{2}+a_{2} k_{2}^{2}\right)+F f_{2}\left(3 f_{2}^{2}+a_{2}\left(k_{1}^{2}+k_{2}^{2}\right)\right)\right) \theta_{1}^{2}}-}{\left(-1+a_{2}\right) a_{2} D F^{3} \theta_{1}^{2} \theta_{2}\left(k_{1}^{1}+k_{2}^{1}\right)} \\
& \left(+a_{1} a_{2}(A+B) F\left(D+F f_{2}\right)\left(-f_{1}^{2}+a_{1}\left(k_{1}^{1}+k_{2}^{1}\right)\right) \theta_{1} \theta_{2}^{3}\right.
\end{aligned}
$$

$$
\begin{equation*}
a^{e}=\frac{a_{1} a_{2}\binom{a_{2}(A+B)^{2} \theta_{1}+a_{1}\left((A+B)^{2}+4(A+B) F f_{2} \theta_{1}+F^{2}\left(3 f_{2}^{2}+a_{2}\left(k_{1}^{2}+k_{2}^{2}\right)\right) \theta_{1}^{2}\right) \theta_{2}}{+a_{2} F^{2}\left(-f_{1}^{2}+a_{1}\left(k_{2}^{1}+k_{1}^{1}\right)\right) \theta_{1} \theta_{2}^{2}}}{2\left(a_{1} F^{2} \theta_{1} \theta_{2}+(A+B)\left(a_{2} \theta_{1}+a_{1} \theta_{2}\right)\right)^{2}} . \tag{308}
\end{equation*}
$$

### 6.5.3 Discussion

We have developed a general framework to estimate the effective elastic, dielectric and flexoelectric properties of heterogeneous membranes. Our results are analytical due to the approximations made (dilute limit) and the simplified microstructures considered (circular inhomogeneities and laminate). However, the presented framework can be solved numerically to consider more complex microstructures and to "design" flexoelectricity. There is strong evidence of the importance of flexoelectricity in 2-dimensional structures such as graphene and soft-lipid bilayers and the presented work can serve as the starting point for further explorations. Even a moderate fraction of holes in graphene leads to a fairly large change in its flexoelectric response. Given this outcome, specifically introducing inhomogeneities that are polar may provide avenues to significantly enhance flexoelectric response for graphene.

Several challenges remain. We have stayed strictly within the linearized regime. For solid membranes, out of plane deformation modes are coupled to the in-plane behavior. Homogenization of non-linear membranes is non-trivial and presents both a challenging problem and opportunity for future work.

## Chapter 7: Pyroelectric Graphene

### 7.1 Introduction

Graphene, a perfect two-dimensional single layer of $\mathrm{sp}^{2}$-hybridized carbon atoms, has recently attracted a fair amount of attention. Graphene is nature's thinnest elastic material, and due to its outstanding elastic, mechanical, thermal and electronic properties (Katsnelson, 2007; Geim et al., 2007, 2009; Tombros et al., 2007; Scarpa et al., 2009), it holds enormous potential in a variety of applications, including nanoelectronic devices, transparent electrodes, gas separation membranes, supercapacitors and ultracapacitors, sensors, and composites (Stoller et al., 2008; Schedin et al., 2007; Kim et el., 2009).

In a pyroelectric material, a temperature change induces polarization. Similar to the well-known phenomenon of piezoelectricity (strain-polarization coupling), pyroelectricity has found broad applications including solar energy conversion, refrigeration, infra-red detectors and nuclear fusion (Lang, 1976; Whatmore, 1986; Muralt, 2001; Hadni, 1981; Naranjo et al., 2005).

### 7.2 The Central Concept

Formally, pyroelectric coefficient of a material, $p\left(\mathrm{c} / \mathrm{k} . \mathrm{m}^{3}\right)$, under constant stress $\sigma$ and electric field $E$ is defined by the expression (Bhalla and Newnham, 1980),

$$
\begin{equation*}
p=\left(\frac{\partial P_{s}}{\partial T}\right)_{E, \sigma} \tag{309}
\end{equation*}
$$

where $P_{s}\left(\mathrm{c} / \mathrm{m}^{3}\right)$ is the spontaneous polarization and $T(\mathrm{k})$ is the temperature. Equation (309) may be rewritten in the following form:

$$
\begin{equation*}
\left(\frac{\partial P_{s}}{\partial T}\right)_{E, \sigma}=\left(\frac{\partial P_{s}}{\partial T}\right)_{E, \varepsilon}+\left(\frac{\partial P_{s}}{\partial \varepsilon}\right)_{E, T}\left(\frac{\partial \varepsilon}{\partial T}\right)_{E, \sigma}, \tag{310}
\end{equation*}
$$

Here $\varepsilon$ is the strain. The pyroelectric coefficient in Equation (310) is decomposed into two contributions. In the first term on the right, strain is held fixed. This is known as the primary pyroelectric effect. The second term is the so-called secondary pyroelectricity and is caused by thermal expansion of the material due to the temperature change. Denoting piezoelectric coefficient and thermal expansion coefficient by $d$ and $\alpha$ respectively, we can rewrite (310) as:

$$
\begin{equation*}
p=p_{\text {primary }}+p_{\text {secondary }}=\left(\frac{\partial P_{s}}{\partial T}\right)_{E, \varepsilon}+\alpha d . \tag{311}
\end{equation*}
$$

The primary pyroelectric effect is restricted to only certain crystals---ones that are non-centrosymmetric and have polar directions. Some materials that exhibit primary pyroelectricity are: tourmaline, lithium sulfate monohydrate, and ferroelectric barium titanate.

Due to the semi-metallic nature of pristine graphene (Geim and Novoselov, 2007; Novoselov et al., 2005) piezoelectricity and pyroelectricity are hardly properties associated with it. Graphene can however exhibit dielectric behavior depending on deformation, defects and (if in ribbon form) surface termination (Geim and Novoselov, 2007; Du et al., 2010; Son et al., 2006; Baskin and Kral,
2011). Chandratre and Sharma (2012) showed that merely by creating holes of the right symmetry will "coax" graphene to act as a piezoelectric.

Is it then also possible for graphene to behave like a pyroelectric? Can graphene be "coaxed" to act as a pyroelectric? We believe that flexoelectricity allows a route to achieve this. The central concept is as follows: A non-uniform strain or the presence of strain gradients may potentially break the inversion symmetry and induce polarization even in centrosymmetric crystals. This is tantamount to extending relation the conventional piezoelectric relation to include strain gradients:

$$
\begin{equation*}
P_{i}=\underbrace{d_{i j k} \varepsilon_{j k}}_{=0, \text { fornon-piezo materials }}+f_{i j k l} \frac{\partial \varepsilon_{j k}}{\partial x_{l}} . \tag{312}
\end{equation*}
$$

Here $f_{i j k l}$ are the so-called flexoelectric coefficients. While the piezoelectric property is non-zero only for select materials, the strain gradient-polarization coupling (i.e. flexoelectric coefficients) is in principle non-zero for all dielectric materials. This implies that under a non-uniform strain, all dielectric materials are capable of producing a polarization. This is indeed true for graphene nanoribbons as well.

Consider now a material consisting of two or more different nonpiezoelectric dielectric materials—one example is simply a (dielectric) graphene sheet with holes in which case air serves as the $2^{\text {nd }}$ dielectric. Even under the application of uniform stress, differences in material properties at the interfaces will result in the presence of strain gradients. Those gradients will induce
polarization due to the flexoelectric effect. As long as certain symmetry rules are followed, the net average polarization will be nonzero. Thus, the nanostructure will exhibit an overall electromechanical coupling under uniform stress behaving like a piezoelectric material. The length scales must be nanoscale since this concept requires very large strain gradients and those for a given strain are generated easily only at the nanoscale. Regarding symmetry: Topologies of only certain symmetries can realize the central concept discussed in this work. For example, circular holes distributed in a material will not yield apparently piezoelectric behavior even though the flexoelectric effect will cause local polarization fields. Due to circular symmetry, the overall average polarization is zero. A similar material but containing triangular shaped holes (or inclusions) for example, and aligned in the same direction, will exhibit the required apparent piezoelectricity.

### 7.3 Atomistic Simulation

We conduct a three-step simulation process to verify our hypothesis: (i) DFT based calculations to first ensure that the defective graphene sheet is dielectric. This is the primary requirement for pyroelectricity or piezoelectricity. The defective graphene sheet is relaxed and its electronic structure is calculated to verify that a finite band gap exists. (ii) Empirical molecular dynamics at finite temperature of interest. Since pyroelectricity is based on polarization response to a small temperature change, purely quantum mechanical methods cannot be used (DFT is at zero degrees Kelvin), (iii) the geometry obtained from finite
temperature MD is "frozen" and transferred back to DFT and the net polarization is calculated.

Quantum Mechanical Calculations: The electronic polarization is obtained using the Berry-phase approach through the quantum package "Espresso" (Giannozi et al., 2009). The electronic ground state wavefunctions are collected using the grid of $1 \times 6 \times 6$ k-points. The Berry-phase approach is then applied to the obtained ground state configuration with dense mesh of $k$ points in the desired direction for observation of polarization. All geometries were optimized to energy minimum state by ensuring that maximum force per atom is constrained to $0.05 \mathrm{eV} / \AA$.

Molecular Dynamic Simulations: The configuration of the graphene in our simulation is shown in Figure $7-1$. We consider a $25.75 A^{\circ} \times 24.61 A^{\circ}$ graphene supercell with a triangular hole in the center (222 atoms). Periodic boundary conditions (PBC) are imposed in all three dimensions and the dangling bonds at the edges of the hole are passivated using hydrogen atoms. The MS and MD simulations are performed in Lammps (Plimpton, 1995) using Adaptive Intermolecular Reactive Empirical Bond Order (AIREBO) (Stuart et al., 2000). Size of the simulation box in out of plane direction is selected large enough (20 nm in our simulation) compared to the cut-off radius considered for $\mathrm{C}-\mathrm{C}$ bonds in the interatomic potential to ensure that defects in different cells don't interact. The geometry is initially relaxed at zero temperature using the conjugate gradient method.


Figure 7-1: Geometry considered in our simulation for graphene sheet. The white colored atoms refer to H atoms.

After initial relaxation, the molecular dynamic simulation is performed to bring the configuration to the state of thermal equilibrium at the desired finite temperature using the Nose-Hoover thermostat (Hoover, 1985) within the isothermal-isobaric (NPT) ensemble. The initial velocities of carbon atoms at finite temperature are generated through a random Gaussian distribution with variables deduced from Maxwell-Boltzmann distribution. The Velocity-Verlet integration algorithm is used with 0.1 fs time steps. The simulation time is selected to be large enough to ensure that the system reaches steady-state. $7.5 \times 10^{5} \mathrm{MD}$ simulation steps are used for thermal equilibration and an additional $12.5 \times 10^{5} \mathrm{MD}$ steps are applied to calculate the time-averaged quantities (Jiang et al., 2009). The graphene sheet contracts with increasing temperature and the negative thermal expansion for graphene at room temperature has been reported by other works also (Steward, 1960; Yoon et
al., 2011). We also observed, in the course of our simulations, that the hydrogen atoms move out of plane and some corrugation appear as shown in Figure 7-2. Thereafter, the simulation box size is deformed to the timeaveraged box size obtained from the previous part and by using canonical (NVT) ensemble the system is brought to thermal equilibration at constant volume. Finally, the atom coordinates at the expected temperature are obtained and can be used as the input configuration for quantum calculation. The procedure is repeated for different temperatures around room temperature (T=300 K).


Figure 7-2: Configuration of graphene sheet at room temprature.

The atomic configurations obtained from MD simulation at each temperature are used as the input file for quantum calculation to determine net polarization.

### 7.4 Results and Discussion

Then pyroelectric constant at each temperature is calculated based on equation (1). The values are normalized with respect to the Lithium Sulphate pyroelectric coefficient at room temperature ( $\sim 6.88 \times 10-5 \mathrm{C} /(\mathrm{m} 2 \mathrm{~K})$ ) (Zheludev,
1975) and are shown in Figures (7-3) and (7-4). As can be observed from the graphs, the pyroelectric constant in the temperature range of 275 to 300 is similar in magnitude to Lithium Sulphate but dramatically increases at 325. Considering the first 3 data points, the average pyroelectric coefficient can be considered to be $6.88 \times 10-5 \mathrm{C} /(\mathrm{m} 2 \mathrm{~K})$.


Figure 7-3: Graph showing normalized pyroelectric constant of graphene with respect to Lithium Sulphate at different temperatures ( $\mathrm{T}=275-300$ ).


Figure 7-4: Graph showing normalized Pyroelectric constant of graphene with respect to Lithium Sulphate at different temperatures ( $\mathrm{T}=300-325$ ).

We are unable to explain the non-intuitive temperature dependence of pyroelectric response of graphene and its resolution is deferred for future. Possible reasons could be unusual changes in electronic structure with temperature, thermal expansion anomalies and nonlinear effects.

## Chapter 8. Summary and Future Work

In this dissertation, we have provided insights into the effect of surface structure on several technologically important physical properties and developed the homogenized constitutive response for heterogeneous surfaces. The main conclusions of this work can be summarized as below:

1. For three dimensional entities, the effect of surface roughness on the surface stress and surface elastic behavior has been relatively understudied. We have presented theoretical derivations that relate both periodic and random roughness to the effective surface elastic behavior. We have found that the residual surface stress is hardly affected by roughness while the superficial elasticity properties are dramatically altered and, importantly, may also result in a change in its sign----this has ramifications in the interpretation of sensing based on frequency measurement changes due to surface elasticity. We have shown that the resonance frequency of a cantilever beam with rough surface decreases as much as 3 times of its value for flat surface.
2. In parallel to the theoretical calculations, we have conducted atomistic simulations to further elucidate the interplay between surface energy and roughness. In particular, we have also highlighted on the effect of roughness on the term that represents the curvature dependence of surface energy (crystalline Tolman's length). We have found, consistent with our theoretical predictions and in sharp contrast to a few others, that the surface stress is negligibly impacted by roughness. However, even moderate
roughness is seen to dramatically alter the surface elasticity modulus as well as the crystalline Tolman's length.
3. In the context of independent deformable surfaces, our focus has been on flexoelectricity. We have considered a heterogenous flexoelectric membrane, and derived the homogenized flexoelectric, dielectric and elastic response. In particular for purely fluid (lipid type) membranes, we have obtained exact results. Our work allows design of microstructure to tailor flexoelectric response and a simple application has been illustrated for graphene sheets.
4. We have used a combination of insights from theory and detailed quantum calculations and have shown that graphene be designed to be pyroelectric thus providing an avenue for the thinnest possible thermo-electromechanical material.
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