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## Abstract

Random graph generation is the foundation of the statistical study of complex networks, which are commonly found in social, technological, and biological systems. In empirical studies, often only limited information about the topological structure of a network is available. In order to make the best use of this information, one must sample the ensemble of graphs that satisfy the constraint of the known structure, but are otherwise as random as possible.

Similar to the microcanonical ensemble and canonical ensemble in statistical physics, there are two types of methods to generate an ensemble of graphs with prescribed topological constraints. A hard constraint method generates an ensemble of graphs in which each graph satisfies the constraints exactly. On the other hand, a soft constraint method generates an ensemble of graphs in which the constraints are satisfied only on average within the ensemble.

In this dissertation, inspired by the idea of maximizing entropy, improvements in a hard constraint method called Sequential Importance Sampling (SIS) are developed for the case when the number of connections of each node, the degree sequence, is prescribed. Among the improvements is a more stable method of calculating ensemble averages that allows much larger networks to be sampled. With the improved methods, results from hard constraint methods are compared with those of soft constraint methods. It is found that soft constraint methods significantly overestimate the global clustering coefficient for both regular random graphs and scale-free graphs. This implies that problems exist with many network analyses and that care must be taken about the assumptions of network statistical analyses.

A dynamical model to generate random graphs with prescribed degrees is also considered. The graphs resulting from this model are split graphs. We develop a linear complexity algorithm to decompose any graph into a series of split graphs,
which can potentially be used to improve the efficiency of hard constraint sampling methods.
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## Chapter 1

## Introduction

### 1.1 Introduction

A network, or graph, can be a useful way to represent relations between different entities [21]. However, due to the difficulty of conducting an exhaustive survey or privacy concerns [97], the complete structure of a graph is not always available. Often only partial information, like the number of neighbors for each node, i.e. degree, is available. In order to make the best use of the information we have, we want to generate an ensemble of graphs using the known information as structural constraints. But enumeration [89] of all possible graphs satisfying these constraints is too costly [107] for any reasonable size of the graph: given $N$ nodes, there are at most $\sim$ $O\left(2^{N(N-1) / 2}\right)$ possible configurations for undirected, unweighted simple graph. Thus, we have to sample graphs from this ensemble of possible graphs, which in general is a difficult problem [125]. While different properties, like degree correlation or spectrum, can be used as constraints of the ensemble, in this dissertation, we focus on degree
sequence, which is a simple local measurement of a graph. Even for such a seemingly simple constraint, it turns out to be a non-trivial problem to sample graphs that satisfy this constraint effectively.

There are two types of methods to generate an ensemble of graphs satisfying some constraints. Hard constraint methods sample from an ensemble of graphs in which every graph in this ensemble satisfies the constraint exactly, which reminds us of the micro-canonical ensemble in statistical physics [120]. Among this category there are Markov chain Monte Carlo method (MCMC) [155] and direct construction methods including the configuration model (CM) [16] and Sequential Importance Sampling (SIS) [46]. On the other hand, soft constraint methods define an ensemble of graphs in which the ensemble average of the graph property agrees with the constraint, which is very similar to the canonical ensemble [120]. Here there is the Exponential Random Graph Model (ERGM) [145], which is inspired by the principle of maximizing entropy [80, 81], and the Chung-Lu model [37], which can be seen as a simplified version of the ERGM when the maximum degree is small enough. Another way is to let the graph evolve to satisfy the constraints following some dynamics [12]. While the statistical property of the evolved ensemble is known only for limited cases [98], this ensemble has some interesting properties [14].

While many methods exist, they all have room for improvement. In this dissertation we will discuss ways to improve the efficiency of SIS [46], the statistical difference between soft and hard constraint methods, the statistical properties of a dynamic model called preferred degree extreme dynamics [168], and a potential way to improve the efficiency of MCMC using canonical decomposition of graph split graphs [55].

In the rest of this chapter, we'll give a brief introduction of complex networks, and different ways to generate random graphs. More detailed description of the algorithms can be found in the corresponding chapters.

### 1.2 Networks

Graph or complex network is a useful representation of many kinds of systems we want to study $[114,113,4,50,47,21]$. A graph contains a set of nodes and a set of edges connecting the nodes. A node can represent an entity in a system and an edge can represent the relationship or interaction between entities. In general, both nodes and edges can have their own properties $[15,167,166,161]$. For any system, if we can abstract the system into a graph, we can use graph theory and knowledge of complex network to describe [146, 157, 119], predict [103, 102] and even control [100] the system.

### 1.2.1 Real world examples

Many systems can be described as networks [42, 96]. Based on what the network represents, we can roughly classify networks into the following categories: In social networks $[26,30]$, nodes represent people, and edges can represent whether two persons are friends [110], call each other [148], exchange email [93], or interact on social media [127]. Nodes can also represent organizations. In company ownership network [134, 156, 122] node is company and edge means how much each company owns another company. In the network of financial institutions like banks [27], the edges can represent how much money is transferred between banks. We can also think of
technological networks like transportation networks (road [83], railway [138], airline [68], and sea [84]). Similarly, considering the transportation of energy and information, there are power grid [2, 126], the telephone network [162], and the Internet [53]. When it comes to information networks, there are semantic networks [108], citation networks [70], and web page graphs, in which the most famous one is WWW (World Wide Web) [5]. If we consider networks with different types of nodes [67], we have collaboration network [115] and recommendation network [130]. When considering the biological system, we can find networks in all scales, like gene regulatory network [38], protein interaction network [28] and metabolic network [9] in a microscopic level, neural networks [144, 143] in mesoscopic level, and food web [11] in macroscopic level.

### 1.2.2 Definition

A graph $[114,24,37]$, or network $G(V, E)$ contains a set $V$ of nodes (also called vertices) and a set $E$ of edges (also called links) connecting pairs of nodes. In general, edges can have direction, sign, and weight. If multiple edges exist for the same pair of nodes, they are called multi-edges. If the two ends of an edge point to the same node, this is called a self-loop. A graph is called a simple graph if there are no self-loops and no multi-edges.

In this dissertation, we will focus on undirected, unweighted, simple networks.

### 1.2.3 Representation

Given a graph $G(V, E)$, we can label the nodes $V=\{1,2, \cdots, N\}$, where $N=|V|$ is the number of nodes. Then the edge set $E$ can be described as a list of edges
$\{(i, j) \in E\}$. This is called edgelist. Equivalently we can define adjacency matrix $A$, where $A_{i j} \neq 0$ if $i$ and $j$ are connected, i.e. $(i, j) \in E$, and $A_{i j}=0$ otherwise. This is a better representation for linear algebra. For undirected graph, $A_{i j}=A_{j i}$. For unweighted graph without multi-edges, $A_{i j} \in\{0,1\}$. For graph with no self-loops, $A_{i i}=0$.

### 1.2.4 Notation

### 1.2.4.1 Degree, degree distribution and degree correlation

The degree $d_{i}$ of a node $i$ is the number of neighbors it connects to. For an undirected simple graph, using the expression of the adjacency matrix, we can write degree as

$$
\begin{equation*}
d_{i}=\sum_{j} A_{i j} \tag{1.1}
\end{equation*}
$$

Degree distribution $P(d)$ is the probability of a node having degree $d$. Degree correlation between different degrees $d_{i}$ and $d_{j}$ can be characterized by the joint probability $P\left(d_{i}, d_{j}\right)$, i.e. the probability that a node of degree $d_{i}$ and a node of degree $d_{j}$ are connected.

### 1.2.4.2 Path and cycle

A path is a sequence of nodes in which every consecutive pair of nodes is connected by an edge. The length of a path is the number of edges traversed along the path. The number of paths of length $r$ from node $i$ to node $j$ is $\left[A^{r}\right]_{i j}$. A path with its end node the same as its starting node is a cycle. The total number of cycles of length $r$
is

$$
\begin{equation*}
\sum_{i}\left[A^{r}\right]_{i i}=\operatorname{Tr}\left(A^{r}\right) \tag{1.2}
\end{equation*}
$$

### 1.2.4.3 Clustering coefficient

Global clustering coefficient, also known as transitivity, describes the probability that node $i$ connects to $j$ given the condition that $i$ connects to $k$ and $k$ connects to $j$,

$$
\begin{equation*}
C C_{g}=\frac{3 N_{\Delta}}{N_{V}} \tag{1.3}
\end{equation*}
$$

where $C C_{g}$ is the global clustering coefficient, $N_{\Delta}$ is number of triangles, and $N_{V}$ is number of connected triples.

A similar definition is local clustering coefficient, which describes the probability that the neighbors of a certain node are connected.

$$
\begin{equation*}
C C_{l}(i)=\frac{\sum_{j, k} A_{i j} A_{i k} A_{j k}}{d_{i}\left(d_{i}-1\right)} \tag{1.4}
\end{equation*}
$$

In this dissertation, we only consider global clustering coefficient.

### 1.2.4.4 Others metrics

There are many other metrics [43] to describe a graph, like node and edge centrality [101], motif [6], community structure [119, 104, 60, 61, 34], connected component, cut set and graph spectrum [123]. While each of them captures the important properties of a graph, they are not the focus of this dissertation.

### 1.3 Random graph generation

### 1.3.1 History and models

### 1.3.1.1 The Erdos-Renyi random graph

A straight forward way to generate random graphs is to connect pairs of nodes randomly. Erdos and Renyi (ER) [57, 23] developed and carefully analyzed a model $G(N, M)$ in which $M$ pairs of nodes are chosen uniformly to be connected from all the $N(N-1) / 2$ possible pairs of nodes. In other words, for all the $\left(\begin{array}{c}\binom{N}{2}\end{array}\right)$ possible graphs having $N$ nodes and $M$ edges, ER model picks up one of them with equal probability. A similar model is the $G(N, p)$ model, which connects any pair of nodes with independent and identical probability $0<p<1$. These two versions of ER model are asymptotically the same if $N$ goes to infinity and $N p$ is fixed. Nowadays both $G(N, M)$ and $G(N, p)$ are called ER model. In this dissertation, we focus on $G(N, p)$ because it is easier to analyze.

Since the elements of the adjacency matrix are independent and identically distributed (i.i.d.), the degree distribution of $G(N, p)$ can be written as [54, 23]

$$
\begin{equation*}
P(d)=\binom{N-1}{d} p^{d}(1-p)^{N-1-d} \tag{1.5}
\end{equation*}
$$

In the limit of large $N$ and fixed $\bar{d}=(N-1) p$, the degree distribution becomes Poisson distribution

$$
\begin{equation*}
P(d)=\frac{\bar{d}^{d}}{d!} e^{-\bar{d}} \tag{1.6}
\end{equation*}
$$

Thus, the ER graphs are sometimes also called Poisson random graphs.

Since each node connects to $\bar{d}$ neighbors randomly, a node can reach around $\bar{d}$ after $l$ hops. Thus, in order to reach any other node in a network of size $N$, only
$L \approx \ln N / \ln \bar{d} \propto \ln N$ is needed $[23,158]$.

Also because of the i.i.d. connection probability, the global clustering coefficient for $G(N, p)$ is just $p$.

An interesting fact of the ER model is the emergence of the giant component [54, 23], as shown in Figure 1.1. For small $p<1 / N$, almost surely (with probability tending to 1 as $N \rightarrow \infty$ ) the graph doesn't contain any component of size bigger than $O(\ln N)$. However, when $p=1 / N$, a component of size $O\left(N^{2 / 3}\right)$ emerges. For $p>1 / N$, there exists a unique giant component having size $O(N)$ and no other component has a size bigger than $O(\ln N)$. As $p$ increases further to $p \geq \ln N / N$, the graph becomes totally connected.

### 1.3.1.2 Small-world phenomena and the Watts-Strogatz model

Many real-world networks have the so-called "small world" property, which means the network is sparse, the typical distance between any pair of nodes is small, and the network has a relatively high clustering coefficient. To be more specific, it requires the average distance $L \propto \ln N$ and the clustering coefficient remains finite as $N \rightarrow \infty$.

While ER graph has a small average shortest distance $L \propto \ln N$, its clustering coefficient $C C_{g}=p=\bar{d} /(N-1) \rightarrow 0$ for fixed $\bar{d}$ and infinite $N$. In order to deal with this problem, Watts and Strogatz (WS) [158] proposed the small-world model. In WS model, the random graph is constructed by first placing $N$ nodes uniformly on a low dimensional lattice and connecting each node with all of its neighbors within certain distance $k$, and then rewiring [158] or adding [121] the edges randomly with certain probability $p$. For $p=0$, the graph is just a lattice with high average shortest distance and high clustering coefficient. For $p=1$, the graph is almost an ER random


Figure 1.1: Average component size $<s>$ excluding giant component (solid line) and size of giant component $S$ (dashed line) as a function of average degree $z$ in ER graph [113, 54]. Reprinted from "The structure and function of complex networks"[113], by M. E. Newman, 2003, SIAM review, 45(2), p. 199. Copyright 2003 by Society for Industrial and Applied Mathematics.
graph with low average shortest distance and low clustering coefficient. However, as $p$ goes from 0 to 1 , the average shortest distance drops quickly while the clustering coefficient remains high [158, 121, 10], as shown in Figure 1.2.

### 1.3.1.3 Scale-free network and the Barabasi-Albert model

Many real-world networks are observed to show the scale-free property [8, 129, 128, 140], i.e. the degree distribution follows power-law $P(d) \propto d^{-\gamma}$, where typically $2<$ $\gamma<3$. Since neither ER model nor WS model has a power-law degree distribution, a lot of new mechanisms, such as the fitness model and the gradient network, are proposed to explain the scale-free property. The most famous one among those is the growth and preferential attachment model, in particular, the Barabasi-Albert (BA) model [8], which mimics the dynamics through which the real world networks are formed.

BA model starts with $m_{0}$ isolated nodes. At each time step, we add a new node and randomly connect it with $m<m_{0}$ old nodes. We keep adding new nodes until there are $N$ nodes in total. The probability of connecting the new node with any old node is linearly proportional to the current degree of the old node.

BA model generates graphs with power-law degree distribution where the exponent $\gamma=3[8,48,94]$. Its average shortest path scales as $L \sim \ln N / \ln \ln N[25]$ and its clustering coefficient scales as $C C_{g} \sim N^{-0.75}$. Many variants [51, 94, 49, 65, 3, 48, $131,75,92$ ] have been proposed to generate more realistic graphs with a wider range of $\gamma$ and larger clustering coefficient.

Another family of models to generate scale-free graphs, inspired by protein interactions, is the node copying model $[142,153]$, which increase the network size by


Figure 1.2: Normalized clustering coefficient $C / C_{\max }$ and normalized average shortest distance $l / l_{\max }$ as a function of rewiring probability $p$ in WS model [113, 158]. Reprinted from "The structure and function of complex networks"[113], by M. E. Newman, 2003, SIAM review, $45(2)$, p. 210. Copyright 2003 by Society for Industrial and Applied Mathematics.
adding a copy of a node (whose neighbors are the same as the original node) and then mutating the copy.

### 1.3.2 Null model

While the WS model, BA model, and their different variants can explain part of the properties we observed in real-world networks, it's difficult to tell which model makes more sense in general. After all, even if a model can reproduce all the properties we measured, it still doesn't mean it is the only possible explanation of the real world data. Instead of assuming the network is explicitly generated from a certain dynamics and worrying about the causation, sometimes we just want to use the information we already have and least extra assumptions to generate random graphs. Once we have this ensemble of random graphs, we can infer the conditional probability distribution of unknown properties. In other words, we need a null model which generates graphs satisfying certain constraints but otherwise as random as possible.

### 1.3.2.1 Dk series

The properties of a graph can range from local properties like degree and degree correlation to global properties like distance and spectrum. A systematic way to describe different levels of constraints is dk-series [125]. A dk-distribution is the joint degree distribution of simple connected subgraphs of size $d$. A dk-graph is a random graph that has same ik-distribution as the original graph for all $i \leq d$. Thus, compared with the original graph, a 0k-graph has the same average degree $\bar{d}$, a 1 k -graph has the same degree distribution $P(d)$, a 2 k -graph has the same joint degree distribution $P_{(i, j) \in E}\left(d_{i}, d_{j}\right)$, and 3 k -graph has the same three body correlation $P_{V}\left(d_{i}, d_{j}, d_{k}\right)$ and
$P_{\Delta}\left(d_{i}, d_{j}, d_{k}\right)$. If $d=N$, then Nk-graph is just the original graph.

0k-graphs are basically ER model $G(N, M)$, which is relatively easy to generate. However, generating 1 k -graph is already a non-trivial task. While there already exists several ways to generate random graphs with certain degree sequence $[16,145,111$, $112,7,35,118,106,154,89,46,88]$, all of them suffer from some problems [91]. The goal of this dissertation is to analyze, compare and improve the performance of those methods. 2k-graphs are more difficult to generate [13], with very few algorithms available, such as link-swap that preserves degree correlation. Even for this algorithm, there is no theoretical bound for the mixing time. For dk-graphs where $d>2$, basically the only available method is simulated annealing, which can be not only slow but also inaccurate [17].

The rest of this chapter gives a brief introduction of different methods to generate random graphs with prescribed degree sequence. Depending on whether we require the constraints to be satisfied exactly or approximately, we can classify those methods into two categories: hard constraint methods and soft constraint methods.

### 1.3.3 Hard constraint methods

Hard constraint method requires every graph generated to have exactly the same degree sequence as the prescribed degree sequence. In analogy to statistical physics, it's similar to micro-canonical ensemble where every state has exactly the same energy.

In order to do statistical inference from this ensemble of random graphs, we prefer the graphs to be sampled uniformly from all possible graphs satisfying the constraints. If uniform sampling is not practical, at least we need to know the relative probability to pick up each graph.

### 1.3.3.1 Graphicality and Erdos-Gallai theorem

Before we look for simple graphs satisfying a specific degree sequence, we want to make sure such graph exits. A degree sequence is called graphical if there exists at least one simple graph that realizes this degree sequence. To verify whether a sequence is graphical, we can use the Erdos-Gallai theorem [56], which says:

A finite non-increasing sequence of non-negative integers $d_{1} \geq d_{2} \geq \cdots \geq d_{N}$ is graphical if and only if $\sum_{i=1}^{N} d_{i}$ is even and

$$
\begin{equation*}
\sum_{i=1}^{k} d_{i}-k(k-1) \leq \sum_{j=k+1}^{N} \min \left(d_{j}, k\right) \tag{1.7}
\end{equation*}
$$

for all $1 \leq k \leq N$.
A related theorem is the Havel-Hakimi theorem [71, 69], which says:
A finite non-increasing sequence of non-negative integers $d_{1} \geq d_{2} \geq \cdots \geq d_{N}$ is graphical if and only if sequence $\left(d_{2}-1, d_{3}-1, \cdots, d_{d_{1}+1}-1, d_{d_{1}+2}, \cdots, d_{N}\right)$ is also graphical.

For a graphical degree sequence, Havel-Hakimi theorem can be used to construct a graph that realizes the degree sequence deterministically.

### 1.3.3.2 Configuration model (CM)

Configuration model $[16,111,120]$ picks up pairs of stubs, or half-edges and connects them randomly. Given a degree sequence $d_{1}, \cdots, d_{N}$, we first create $N$ nodes and for each node $i$ give it $d_{i}$ stubs. Then we randomly pick up two stubs from all the stubs and connect them. We keep doing this until there are no more stubs.

Configuration model generates graph uniformly [111], i.e. with the same probability for all possible graphs having a degree sequence. However, it doesn't guarantee the generated graph to be simple. Since we connect stubs randomly, it's possible that two stubs from the same node are connected (self-loop), or a pair of nodes is connected multiple times (multi-edge). While the proportion of self-loops and multi-edges might be small compared to the total number of edges, it is also unlikely that none of those two situations happens at all [46].

To generate a simple graph, one way is to use configuration model first and delete the self-loops and multi-edges afterward. But then the degree sequence is not preserved. Another way is to revert the last step and do backtracking once a violation of simple graph is detected. However, besides the poor performance of backtracking, the resulting graph is no longer uniformly sampled from the population [109]. Even worse, we lose track of the relative probability of generating that graph. Yet another way is to stop and restart generating a new graph immediately after finding any self-loop or multi-edge. By doing this, the finally generated graph is still sampled uniformly from the population. But since configuration model is unlikely to generate a simple graph, this method could be very slow [20, 16].

### 1.3.3.3 Sequential importance sampling (SIS)

In order to directly construct graphs without backtracking or rejection, [46] and [20] developed a sequential importance sampling algorithm. The idea of this algorithm is, during the construction of a graph, when we connect a pair of stubs, we want to make sure that after this operation the remaining stubs can still realize a graph.

The SIS algorithm works as follows [46]: Given a degree sequence, we first choose
an arbitrary node and refer to it as Hub. Then we find the Allowed Set of this Hub so that after connecting any node in the Allowed Set with the Hub, the residual degree sequence is still graphical. Once we have the Hub and the Allowed Set, we assign non-zero probability to all the nodes in the Allowed Set and pick up one of them randomly to connect with the Hub. For this same Hub, we keep finding Allowed Set and connecting the Hub with a node in the Allowed Set randomly until the Hub's residual degree reaches 0 . Then we can pick up a new Hub and do the same thing. We keep doing this until all the nodes reach zero residual degree.

Define the number of Hubs picked $m$, the residual degree of Hub $i$ when being picked $\tilde{d}_{i}$, and probability for Hub $i$ to connect node $j$ in $i$ 's Allowed Set $p_{i j}$. Then the probability to follow this trajectory is just $\prod_{i=1}^{m} \prod_{j} p_{i j}$. Since for any Hub $i$, there are $\tilde{d}_{i}!$ different orders to connect the same set of neighbors, the probability to reach a certain graph $G$ is

$$
\begin{equation*}
P(G)=\prod_{i=1}^{m} \tilde{d}_{i}!\prod_{j} p_{i j} . \tag{1.8}
\end{equation*}
$$

But different graphs should have same importance as long as they all satisfy the constraints, we should compensate for that with weight

$$
\begin{equation*}
W(G)=\frac{1}{P(G)}=\left(\prod_{i=1}^{m} \tilde{d}_{i}!\prod_{j} p_{i j}\right)^{-1} \tag{1.9}
\end{equation*}
$$

SIS can generate independent random graphs efficiently without backtracking or rejection. However, since the weight is a product of at least $O(M)$ terms, where $M$ is the number of edges, this weight can have a wide distribution for a large system. In the worst case, a single largest weight can dominate the distribution and make the statistics very unstable.

Usually, the largest weight problem in SIS can be mitigated by resampling [52] the ensemble of samples every now and then. In this way, the difference between the
largest and smallest weight can be bounded. However, in graph sampling problem, different samples may choose different Hubs, making it not clear how to do resampling correctly.

### 1.3.3.4 Markov chain Monte Carlo method (MCMC)

Instead of constructing a graph from scratch, we can randomize a graph we already have to get a new random graph. This idea leads us to the Markov chain Monte Carlo method (MCMC) [41, 85, 155].

In general, MCMC works as follows. Our goal is to sample states $s \in S$ with distribution $P(s)$. We can achieve this by walking randomly between different states for a long time. If $S$ is ergodic, i.e. there exist path to go from any state to any other state in $S$ with non-zero probability, and the transition probability $T\left(s \rightarrow s^{\prime}\right)$ satisfies detailed balance $P(s) T\left(s \rightarrow s^{\prime}\right)=P\left(s^{\prime}\right) T\left(s^{\prime} \rightarrow s\right)$ for any pair of states $\left(s, s^{\prime}\right)$, then after enough time steps the probability to reach state $s$ is $P(s)$ regardless of the starting point $s_{0}$.

Here in hard constraint graph sampling, since the constraints are hard, all states connected by valid moves have the same probability. Thus, we can set the transition probability to be 1, i.e. always accept a move.

If the constraint is degree sequence, a valid move can be degree-preserving linkswap. This is done by picking up two edges randomly, say $(a, b)$ and $(c, d)$, cut them, swap the endpoints and reconnect them. Then we have two new edges $(a, d)$ and $(c, b)$. We can do this as long as we don't introduce self-loops or multi-edges. Otherwise, we simply discard the change and pick up two new edges to try to swap. By performing degree-preserving link-swap (link-swap in short), we changed the topology of the
graph while maintaining the degree sequence unchanged.

To sample random graphs using MCMC, we first get an original graph either from real-world data or generated from some direct construction method like Havel-Hakimi [71, 69] algorithm. Then we keep performing link-swaps for $\tau_{e q}$ steps until the system reaches equilibrium. Now we can start sampling by saving graphs every $\tau_{\operatorname{mix}}$ steps to make sure the states are well mixed, and there is no correlation between different samples.

MCMC is widely used in randomizing graphs. However, it has both theoretical and practical problems. Theoretically, we can only get loose bound for the equilibrium time $\tau_{e q}$ and mixing time $\tau_{m i x}$ in a few cases [66, 41]. One general type of fast mixing graph is a type of graph that can be decomposed into a series of split graphs [59, 152] using canonical decomposition [151, 55], which will be discussed in Chapter 5. While we can measure $\tau_{e q}$ and $\tau_{m i x}$ during the simulation, the result from a finite number of time steps can be misleading especially if the state space $S$ has bottlenecks. In practice, depending on the degree sequence, if we simply pick up two edges randomly, it may be unlikely that they can perform link-swap. This can slow down the simulation.

### 1.3.4 Soft constraint methods

Instead of requiring every graph generated satisfies the constraints, we can require the ensemble average of generated graphs to satisfy the constraint. Methods having this property are called soft constraint methods.

If hard constraint methods remind us about the micro-canonical ensemble, then soft constraint methods are more similar to canonical ensemble, where the energy of
individual states can fluctuate but the temperature remains the same.

If we decide to use soft constraint methods, then it's no longer necessary to require the degree sequence to be graphical. This may lead to new phenomena.

### 1.3.4.1 Exponential random graph model (ERGM)

For reader's convenience, this section gives a brief introduction to ERGM. More detailed description can be found in $[145,114,39]$.

We want to generate random graph $G$ from all possible graphs of same size with probability $P_{G}$, whose graph properties $x_{i}(G)$ satisfying some constraints on average. That is, $\forall i, \sum_{G} P_{G} x_{i}(G)=\bar{x}_{i}$ and $\sum_{G} P_{G}=1$.

If we want the graphs generated to be as random as possible, we can maximize the entropy of distribution $S=-\sum_{G} P_{G} \ln P_{G}$ while keeping the constraints satisfied on average. Using Lagrange multipliers, we have

$$
\begin{equation*}
L=-\sum_{G} P_{G} \ln P_{G}+\sum_{i} \beta_{i}\left(\sum_{G} P_{G} x_{i}(G)-\bar{x}_{i}\right)+\alpha\left(\sum_{G} P_{G}-1\right) . \tag{1.10}
\end{equation*}
$$

To maximize $L$, we require $\partial L / \partial P_{G}=0$ for any $G$, thus,

$$
\begin{gather*}
0=\frac{\partial L}{\partial P_{G}}=-\ln P_{G}-1+\sum_{i} \beta_{i} x_{i}(G)+\alpha  \tag{1.11}\\
P_{G}=\frac{e^{\sum_{i} \beta_{i} x_{i}(G)}}{Z} \tag{1.12}
\end{gather*}
$$

where

$$
\begin{equation*}
Z=\sum_{G} e^{\sum_{i} \beta_{i} x_{i}(G)} . \tag{1.13}
\end{equation*}
$$

In this project, we consider simple, unweighted, undirected graph with the degree sequence $\mathcal{D}=\left\{d_{1}, d_{2}, \ldots, d_{N}\right\}$ as constraints. Note that in order for ERGM to get
finite solution, $1<d_{i}<N-1$ for all $i$. Expressing the graph in its adjacency matrix $A=\left\{a_{i j}\right\}$, where $a_{i j}=1$ when node $i$ and node $j$ are connected and $a_{i j}=0$ when they are not, we have $\forall i, d_{i}=\sum_{j \neq i} a_{i j}$. Thus,

$$
\begin{equation*}
P_{G}=P(A)=\frac{e^{\sum_{i} \beta_{i} \sum_{j \neq i} a_{i j}}}{Z}=\frac{e^{\sum_{j \neq i} \beta_{i} a_{i j}}}{Z} . \tag{1.14}
\end{equation*}
$$

Since the graph is simple, the adjacency matrix is symmetric, $a_{i j}=a_{j i}$, thus,

$$
\begin{equation*}
P(A)=\frac{e^{\sum_{i<j}\left(\beta_{i}+\beta_{j}\right) a_{i j}}}{Z}=\frac{\prod_{i<j} e^{\left(\beta_{i}+\beta_{j}\right) a_{i j}}}{Z} \tag{1.15}
\end{equation*}
$$

where

$$
\begin{align*}
Z & =\sum_{a_{i j} \in\{0,1\}} \prod_{i<j} e^{\left(\beta_{i}+\beta_{j}\right) a_{i j}} \\
& =\prod_{i<j}\left(\sum_{a_{i j} \in\{0,1\}} e^{\left(\beta_{i}+\beta_{j}\right) a_{i j}}\right) \\
& =\prod_{i<j}\left(1+e^{\beta_{i}+\beta_{j}}\right) . \tag{1.16}
\end{align*}
$$

Thus,

$$
\begin{equation*}
P(A)=\frac{\prod_{i<j} e^{\left(\beta_{i}+\beta_{j}\right) a_{i j}}}{\prod_{i<j}\left(1+e^{\beta_{i}+\beta_{j}}\right)}=\prod_{i<j} \frac{e^{\left(\beta_{i}+\beta_{j}\right) a_{i j}}}{1+e^{\beta_{i}+\beta_{j}}} . \tag{1.17}
\end{equation*}
$$

Now let's define

$$
\begin{equation*}
p_{i j}=\frac{e^{\beta_{i}+\beta_{j}}}{1+e^{\beta_{i}+\beta_{j}}}=\frac{1}{1+e^{-\left(\beta_{i}+\beta_{j}\right)}}, \tag{1.18}
\end{equation*}
$$

which can be interpreted as the probability that $a_{i j}=1$, then

$$
\begin{equation*}
P(A)=\prod_{i<j} p_{i j}^{a_{i j}}\left(1-p_{i j}\right)^{1-a_{i j}} \tag{1.19}
\end{equation*}
$$

and the constraints are

$$
\begin{equation*}
d_{i}=\sum_{j \neq i} a_{i j}=\sum_{j \neq i} \frac{1}{1+e^{-\left(\beta_{i}+\beta_{j}\right)}} \tag{1.20}
\end{equation*}
$$

for all $i$.

ERGM is mathematically beautiful. However, if we happen to choose a set of properties with non-linear dependencies, then ERGM may suffer from degeneracy problem, i.e. the distribution of a property become bimodal with low probability near the expected value [76]. Luckily up to now, we haven't observed this degeneracy for degree sequence.

### 1.3.4.2 Chung-Lu model

ERGM gives us the probability to connect a pair of nodes in 1.18. In sparse case, $p_{i j} \ll 1$, thus, $p_{i j} \approx e^{\beta_{i}} e^{\beta_{j}}$. For mathematical simplicity, for now, we temporarily allow self-loops. Now $d_{i}=\sum_{j} p_{i j}=e^{\beta_{i}} \sum_{j} e^{\beta_{j}}$. Since $\sum_{j} e^{\beta_{j}}$ is a constant, $e^{\beta_{i}} \propto d_{i}$. Let's define $e^{\beta_{i}}=C d_{i}$. Since $\sum_{i, j} p_{i j}=\sum_{i} d_{i}=2 M$ where $M$ is the number of edges, we have

$$
\begin{equation*}
2 M=\sum_{i, j} C^{2} d_{i} d_{j}=C^{2}\left(\sum_{i} d_{i}\right)^{2}=C^{2}(2 M)^{2} \tag{1.21}
\end{equation*}
$$

Thus, $C^{2}=\frac{1}{2 M}$,

$$
\begin{equation*}
p_{i j}=\frac{d_{i} d_{j}}{2 M} \tag{1.22}
\end{equation*}
$$

This is the Chung-Lu model [36].

Chung-Lu model generates graphs efficiently when the largest degree is small enough. However, if the maximum degree $d_{1}$ exceeds $\sqrt{d} \sqrt{N}$, then the probability to connect two nodes with largest degree $p_{11}>\frac{N \bar{d}}{2 M}=1$. Since a probability should not exceed 1, we should not use Chung-Lu model when $d_{1}$ is larger than $O\left(N^{\frac{1}{2}}\right)$.

This is exactly the case for power-law degree sequence $P(d) \propto d^{-\gamma}$ where $2<\gamma<$ 3. In this range the mean degree is finite but the variance grows as $O\left(N^{3-\gamma}\right)$, and the
maximum degree grows as $O\left(N^{\frac{1}{\gamma-1}}\right)$ [45], which is larger than $O\left(N^{\frac{1}{2}}\right)$.

### 1.3.4.3 Preferred degree extreme dynamics, XIE and GIE

Another way to generate a random graph is to define some kind of node dynamics and let the system evolve [12]. In preferred degree extreme dynamics [168], each node has its preferred degree. At each time step, a random node is chosen to make itself happier, i.e. make its actual degree closer to its preferred degree. If this node has more neighbors than preferred, it cuts one of its edges randomly. If it has fewer neighbors than preferred, it adds a connection with one of the nodes not yet connect to it randomly. If it happens to have the same number of neighbors as preferred, it does nothing. We can then pick up graphs after the system settled in stationary states.

While preferred degree extreme dynamics can be used to generate random graphs, the exact probability of getting a specific graph is only known in XIE [98]. More general cases are yet to be solved. On the other hand, the extreme dynamics itself has some interesting properties.

If there are only two possible degrees, 0 (eXtreme Introverts) and $N-1$ (eXtreme Extroverts), then we have the eXtreme Introvert Extrovert (XIE) dynamics. After a sufficiently long time, the system reaches an equilibrium where all extroverts are connected and all introverts are not connected [98, 169]. Thus, XIE results in split graph [59, 152]. If we use the difference of number between extroverts and introverts as a control parameter, and the number of crosslinks between extroverts and introverts as order parameter, then the system has a mixed order phase transition [14].

If the introverts and extroverts are not so extreme, we have the Generalized Introvert Extrovert (GIE) dynamics. If the preferred degrees are integers, it seems the system can still reach equilibrium. However, if the preferred degrees are non-integers, the system will not reach equilibrium, and there exist probability current between states [58].

### 1.3.5 Digression: Graph sampling in graph simplification

When we talk about graph sampling, we mean sampling random graphs from an ensemble of all possible graphs satisfying certain constraints, for example, properties of a real-world graph. This is also called graph generation in some literature [78]. On the other hand, some literature $[95,78]$ define graph sampling as sampling small subgraphs from an original large graph, so that certain properties of the large graph are preserved [99] in the small subgraphs. While this topic is interesting, it is not the topic we study in this dissertation.

### 1.4 Dissertation organization

The rest of this dissertation is organized as follows. Chapter 2 talks about the improvement of efficiency and stability of the SIS method. This is a paper [164] prepared for publication. Chapter 3 talks about the difference between ensembles generated using hard constraint methods and soft constraint methods. This is also a paper [165] prepared for publication. This work is done in collaboration with Erich McMillan. Chapter 4 talks about degree distribution, cross-link distribution and correlation in XIE model, and equilibrium in GIE model. This is a collaboration project with

Mohammadmehdi Ezzatabadipour and Dr. Royce K. P. Zia. Some of the results in this chapter are published in [170] while others are in preparation for publication. Chapter 5 talks about split graph and nested networks. Those results can potentially improve the performance of MCMC. The work in this chapter is based on previous work by Dr. Zoltán Toroczkai [55]. Chapter 6 is the conclusion.

## Chapter 2

## Sequential importance sampling

### 2.1 Introduction

Ensemble modeling of graphs is a widely used and important technique in Network Science [18]. It is useful in empirical studies when there is limited and/or imperfect knowledge of the structure of the graph [97]. It is also useful in theoretical studies that seek to understand the influence of particular structural constraints on dynamical or other structural properties of graphs [117]. In both cases, statistical analysis of ensembles of graphs that have the known or assumed structural properties, but otherwise vary randomly, is then used to model and predict the behavior of the graph being studied [133, 114, 125]. A common case is to study an ensemble of networks constrained to have prescribed node degrees, which for a graph with $N$ nodes is specified by the degree sequence $\mathcal{D}=\left\{d_{1}, d_{2}, \ldots, d_{N}\right\}$. The number of graphs realized by a given degree sequence, however, typically grows rapidly with $N$. Because of this, taking explicit averages over an ensemble of graphs with prescribed degrees is usually
impossible, even numerically, when $N \gtrsim 10$ [107, 63]. For larger graphs, random samples of graph realizations satisfying the degree constraints are used to calculate ensemble averages. However, generating random graphs with prescribed degrees for this purpose in an unbiased way is a non-trivial problem.

Many kinds of constraints were studied, like degree sequence in undirected graph [46] and directed graph [88], degree correlation [13], and clustering coefficient [125] in undirected graph.

Various methods exist to solve this problem. Soft-constraint methods generate graphs that only satisfy the degree constraints on-average. These include the exponential random graph model (ERGM) [113], and its approximation the Chung-Lu model [36, 35]. Much more difficult hard-constraint methods generate graphs such that each realization precisely satisfies the constraints. Methods in this category include Markov chain Monte Carlo methods (MCMC) [155, 40, 147], and direct construction methods. Among direct construction methods are the configuration model (CM) $[111,113]$, and ones that use sequential importance sampling (SIS) [46, 20, 163].

However, every known method has problems [91]. Soft-constrained methods can generate an ensemble of graphs that have very different, biased average properties than one generated with hard-constrained methods [76]. MCMC generate samples by performing link-swaps to randomize an initial configuration. The graphs thus generated are correlated and the mixing time needed to generate statistically independent samples is generally not known. In fact, the mixing time is known to be "fast", i.e. increase only algebraically with $N$, only for a limited class of degree sequences [66]. The CM assigns a number of stubs to each node, equal to the node's degree, and then connects them randomly to form links. This can result in self-loops and
multi-links. For the generation of simple graphs, this causes dead-ends that must be rejected, otherwise uncontrolled sampling biases will occur. This can cause the CM to be ineffective, even effectively useless [31].

SIS takes a similar approach to the CM model, except that they ensure only links that still allow simple graphs to be generated from the remaining stubs to be formed. Thus, SIS generates each graph independently, and it can do so efficiently, without back-tracking or dead-ends, but in general it does not sample the ensemble uniformly. Nevertheless, the relative probability of generating each particular graph can be calculated in some SIS methods, allowing the ensemble to be uniformly sampled by reweighting the samples. Unfortunately, the weights needed for uniform ensemble sampling are generally log-normally distributed [46]. Because of the slow decay of the tail of the log-normal distribution, the number of samples needed to reliably calculate ensemble averages grows exponentially with $N$. This severely limits the size of the graphs whose ensemble can be reliably sampled.

In this paper, we present methods to improve the efficiency of SIS of simple graphs constrained to have a prescribed degree sequence. As we will see, existing SIS algorithms for this purpose have certain freedoms that can be optimized to improve sampling efficiency. These optimizations can substantially increase the size of the graphs for which ensemble averages can be reliably calculated. Unfortunately, even with these improvements, the size of the graphs whose ensemble can be reliably sampled typically remains limited. For very large graphs, however, we show that a different approach to calculating ensemble averages can be used. In this limit, central limit theorem considerations often allow the joint distribution of the graph properties and the log-weights of the samples to be well approximated as multivariate Gaussian.

When this is true, sampling to estimate the distribution parameters and then calculating the ensemble averages from the estimated distribution rather than directly can produce reliable results.

Depending on the degree sequence $\mathcal{D}$ constraining the ensemble, the efficiency of each of the various random graph generation methods will vary. For particular classes of $\mathcal{D}$ one method may be preferred over another. Although our improvements in SIS and methods of ensemble estimation are expected to be broadly applicable, we focus our efforts in this paper on the especially challenging case of sparse scale-free graphs near their graphicality transition [45]. Scale-free graphs have nodes with degrees that are randomly chosen from a power-law decaying distribution $\rho(d) \propto d^{-\gamma}$ [8]. In the limit of large $N$, graphs can be constructed for such randomly chosen degree sequences only if $\gamma \geq 2$. For large $\gamma$ the CM can be used to generate random graphs efficiently. However, as $\gamma$ gets smaller, and especially for $\gamma<3$, when structural correlations in the graphs become increasingly important [31], the CM becomes increasingly inefficient. In fact, the problems with all known methods, with possibly the exception of SIS, make generating random graphs near the transition at $\gamma=2$ difficult. Even in this case though, our methods enable ensembles of large graphs to be reliably sampled. We will demonstrate this by applying our methods to study the global clustering coefficient in the ensemble of networks constrained to have the same degree sequence as the Youtube user friendship network (YoutubeNet) [110]. This network has over $10^{6}$ nodes with degrees approximately distributed as a power-law with $\gamma \approx 2.3$.

The remainder of the paper is organized as follows: Section II gives a brief introduction of SIS and the difficulties we may encounter when using it. Section III
introduces efficient stub sampling, an improvement to the original SIS method. Section IV shows a new way to estimate the ensemble average by measuring the joint distribution parameters. Section V demonstrates the strength of our methods by applying them to a large real-world network, i.e. YoutubeNet, with more than 1 million nodes.

### 2.2 Sequential importance sampling

SIS algorithms for constructing random simple graphs constrained to have a prescribed degree sequence $\mathcal{D}$ work by directly constructing the graph. They first assign $d_{i}$ stubs to each node $i$ and then connect pairs of them sequentially to form links until a graph is fully constructed. This can be done by choosing any node, called a "hub", and connecting all of its stubs first, then choosing any other node as hub and connecting all of its unlinked stubs, and repeating until the graph is complete [46]. As long as $\mathcal{D}$ is graphical, i.e. as long as some graph can be constructed with degree sequence $\mathcal{D}$, then the algorithm can be sure to complete construction of a graph, without backtracking. This is accomplished by requiring that the construction of a simple graph can still be completed each time a pair of stubs are connected. This requirement restricts the set of nodes that the hub can connect to. The set of nodes that the hub is allowed to connect to is called the "Allowed Set." The Allowed Set can be efficiently determined by applying a type of Erdős-Gallai graphicality test on the residual degree sequence $\mathcal{D}^{\prime}=\left\{d_{1}^{\prime}, d_{2}^{\prime}, \ldots, d_{N}^{\prime}\right\}$ that lists the number of unconnected stubs each node has. This test is an extension of the original Erdős-Gallai test [56] that also works when some of the hub's stubs have already been connected. The test can be completed in a worst case algorithmic complexity of $\mathcal{O}(N)$. The formation of
each link can also be completed in a worst case algorithmic complexity of $\mathcal{O}(N)$. The construction of each complete graph can be completed in a worst case algorithmic complexity of $\mathcal{O}(N M)$, where $M$ is the number of links.

At least for finite $N$, if the node chosen to connect the hub to is picked randomly from the Allowed Set and each node in the Allowed Set has a finite probability of being picked, then every member of the ensemble of graphs that realize the prescribed degree sequence $\mathcal{D}$ has a finite probability of being constructed. Thus, the ensemble will be sampled ergodically. However, generally it will not be sampled uniformly. The probability of constructing the graphs in the ensemble is not uniform. Fortunately, it can be made uniform by weighting the samples. Note that the relative probability of constructing a particular graph $g$ is

$$
\begin{equation*}
P_{g}=\prod_{i=1}^{m} \bar{d}_{i}!\prod_{j=1}^{\bar{d}_{i}} p_{i j} \tag{2.1}
\end{equation*}
$$

where $m$ is the number of hub nodes used in the construction, $\bar{d}_{i}$ is the residual degree of hub node $i$ when it is chosen as a hub node, and $p_{i j}$ is the probability of choosing node $j$ from the Allowed Set when it is picked to connect to hub $i$. Therefore, an unbiased estimator of an observable $Q$ from $n$ randomly generated samples $\left\{s_{1}, s_{2}, \ldots, s_{n}\right\}$ is

$$
\begin{equation*}
\langle Q\rangle=\frac{\sum_{i=1}^{n} w_{s_{i}} Q\left(s_{i}\right)}{\sum_{i=1}^{n} w_{s_{i}}} \tag{2.2}
\end{equation*}
$$

where $w_{s_{i}}=P_{s_{i}}^{-1}$ are weights for each sample, and the denominator is a normalization factor. In the limit of large $n,\langle Q\rangle$ is equivalent to the ensemble average of $Q$.

The generation of the sample weights is a random multiplicative process. As such, by central limit theorem arguments, for large graphs at least, they nominally have a


Figure 2.1: Running weighted average of the global clustering coefficient $C C_{g}$ using SIS. Results of 10 different runs for average of an ensemble of graphs with the same prescribed degree sequence are shown. The sequence is of length $N=100$ and the degrees were chosen randomly from a power-law distribution with $\gamma=2$.
log-normal distribution [46]

$$
\begin{equation*}
P(w)=\frac{1}{\sigma \sqrt{2 \pi} w} e^{-(\ln (w)-\mu)^{2} /\left(2 \sigma^{2}\right)} \tag{2.3}
\end{equation*}
$$

Here, $\mu$ and $\sigma$ are the mean and standard deviation of the log-weights, respectively. Both $\mu$ and $\sigma^{2}$ are expected to scale proportionally with $M$. Unfortunately, a lognormal distribution decays very slowly, more slowly than an exponential, and thus has a "fat tail." Because of the slow decay, sample weights can vary by many orders of magnitude in a typical run for even a modest size network with tens of nodes. This spread of sample weights presents problems for convergence of ensemble averages.

For example, Figure 2.1 shows ten different runs that calculate the running weighted average of the global clustering coefficient, $C C_{g}$, for an ensemble of graphs with the same prescribed degree sequence. The $C C_{g}$ is also known as the transitivity. It is defined as $C C_{g}=\frac{\text { (number of triangles) } \times 3}{(\text { number of connected triples })}$, where a "connected triple" means three nodes uvw connected with links $(u, v)$ and $(v, w)$. The link $(u, w)$ may or may not be present. The factor of three in the numerator prevents over-counting as each triangle gets counted three times when the possible connected triples are counted. The triangle $u v w$ for instance contains the triples $u v w, v w u$, and $w u v$ [114]. The $C C_{g}$ measures how likely that "the friend of my friend is also my friend."

From the figure, clearly, it is difficult to know if and when convergence has occurred, because the running average of an observable can jump when a sample with large weight is suddenly included. In order to ensure convergence a large number of samples $n$ are required. To help estimate the error in a weighted average with sample size $n$ and weights $\left\{w_{i} ; i=1,2, \ldots, n\right\}$, Kish's Effective Sample Size $n_{e f f}=\frac{\left(\sum_{i=1}^{n} w_{i}\right)^{2}}{\sum_{i=1}^{n} w_{i}^{2}}$ can be used to estimate the equivalent number of independent unweighted samples [90]. For SIS, assuming a log-normal distribution of sample weights, Eq. 2.3, the
expected moments of the weight distribution are [82]

$$
\begin{equation*}
E\left[w^{s}\right]=e^{s \mu+\frac{1}{2} s^{2} \sigma^{2}} \tag{2.4}
\end{equation*}
$$

and the expected effective sample size is

$$
\begin{equation*}
E\left[n_{e f f}\right]=\frac{n^{2} E[w]^{2}}{n E\left[w^{2}\right]}=\frac{n^{2} e^{2\left(\mu+\frac{1}{2} \sigma^{2}\right)}}{n e^{2 \mu+2 \sigma^{2}}}=\frac{n}{e^{\sigma^{2}}} \tag{2.5}
\end{equation*}
$$

Since $\sigma^{2} \sim M, E\left[n_{e f f}\right] \sim n / e^{M}$. That is, the number of samples required to calculate reliable ensemble averages increases exponentially with the number of links $M$. This limits the size of graphs that can be effectively sampled with SIS [91].

### 2.3 Optimized sequential importance sampling

Although the biased nature of SIS graph construction limits the size of graphs that can be reliably sampled, by optimizing the sampling, it becomes possible to reliably sample significantly larger ones. Since by Eq. 2.5 the estimated effective sample size is $\frac{n}{e^{\sigma^{2}}}$, the smaller the variance of log-weight, the larger the effective sample size and the more efficient the algorithm is. Thus, SIS is optimized when $\sigma$ is minimal.

Note that the SIS algorithm described in Section 2.2 has two freedoms. The first is that when choosing a hub, any node can be picked. The second is that probabilities of picking the various nodes in the Allowed Set to connect the hub to can be set arbitrarily, as long as every node in the Allowed Set has a non-zero probability of being chosen. Different choices for these two freedoms typically produce different sample weight distributions. The ideal choices will minimize the variance of the weight distribution.

The optimal choices may depend on the prescribed degree sequence $\mathcal{D}$. Here we focus on the difficult case of sequences with power-law distributed degrees $\rho(d) \propto d^{-\gamma}$


Figure 2.2: Comparison of standard deviation $\sigma$ of the log-weight distribution for different freedom choices in SIS sampling. Each red dot shows the results for one random power-law distributed degree sequence with $N=1000$ nodes. A: node sampling with choosing the smallest vs. largest nodes as hubs; B: stub Sampling with choosing the smallest vs. largest nodes as hubs; C: node sampling with smallest nodes as hub vs. stub sampling with largest nodes as hubs; D: efficient stub sampling vs. stub sampling with largest node chosen as hubs in both cases.
with $\gamma=2$ and no artificial degree cutoff [31], so that the maximum degree possible is $N-1$, the maximum for a simple graph. We have numerically explored a variety of options for both of the freedoms. For choosing the hub node, we have explored either choosing a node with the largest residual degree or one with the smallest residual degree at the time of choosing during the graph construction process. For choosing nodes in the Allowed Set to connect the hub to, we have also explored a number of methods. Here we will discuss results for three: node sampling, where each node in the allowed set is equally likely to be chosen, stub sampling, where each node has a probability proportional to its residual degree $d_{i}^{\prime}$ to be chosen, and efficient stub sampling, where each node in the allowed set has a probability of being chosen according to

$$
\begin{equation*}
p_{i j} \propto\left(1+\frac{\bar{d}^{\prime}\left(N^{\prime}-1-d_{i}^{\prime}\right)\left(N^{\prime}-1-d_{j}^{\prime}\right)}{d_{i}^{\prime} d_{j}^{\prime}\left(N^{\prime}-1-\bar{d}^{\prime}\right)}\right)^{-1} \tag{2.6}
\end{equation*}
$$

For efficient stub sampling, $d_{i}^{\prime}$ is the residual degree of the chosen node in the Allowed Set, $d_{j}^{\prime}$ is the residual degree of the hub node, $N^{\prime}$ is the number of nodes left that still have stubs to be connected, and $\bar{d}^{\prime}$ is the average degree of the nodes left. All of these choices can be implemented so that the SIS algorithm has a worst-case computational complexity of $\mathcal{O}(N M)$.

Node sampling and stub sampling are obvious, simple choices. Node sampling combined with choosing the largest residual degree node as hubs was suggested in [46], while stub sampling combined with choosing the smallest residual degree node as hubs was suggested in [20]. Efficient stub sampling is inspired by the probability of connecting a pair of nodes in a soft-constrained exponential random graph model (ERGM) with prescribed degrees [39]. The specific form in Eq. 2.6 is derived by finding approximate solutions of ERGM using mean-field approach. More details can be found in the appendix. We have also explored using probabilities for choosing
nodes from the Allowed Set, including ones that are proportional to a power of the residual degree and ones that are an exponential function of the residual degree. Results for these various methods are given in the supplemental information. The most optimal choice we have found is efficient stub sampling.

To compare the different choices, we considered 1000 randomly chosen powerlaw distributed degree sequences for $N=1000$ nodes. We generated 1000 graphs for each sequence using different algorithmic freedom choices and calculated the standard deviation of the logarithm of the sample weights resulting from each different choice. Figure 2.2 shows the results. Figure 2.2A compares choosing smallest vs. largest nodes for hubs when using node sampling. Each of the red dots represents the results from one degree sequence. When a dot lies below the diagonal line the standard deviation of the log-weight of samples generated by choosing smallest hubs is less that of those generated by choosing largest hubs. As almost all of the dots lie below the diagonal, choosing the smallest hubs is generally better than choosing the largest hubs for node sampling. Choosing the smallest hubs and node sampling gives an assortative preference of connecting pairs of nodes with smaller residual degrees. This result indicates that an assortative preference for link formation leads to a smaller log-weight variance of the samples.

A similar analysis comparing choosing smallest vs. largest nodes for hubs when using stub sampling is shown in Figure 2.2B. In this case, almost all of the dots lie above the diagonal, indicating that choosing the largest hubs is generally better than choosing the smallest hubs for stub sampling. This result also indicates that an assortative preference for link formation leads to a smaller log-weight variance of the samples, as choosing the largest hubs and stub sampling gives an assortative preference of connecting pairs of nodes with larger residual degrees.


Figure 2.3: Weighted average of the global clustering coefficient $C C_{g}$ for 10 different random power-law distributed degree sequences with $N=1000$ nodes, calculated directly, using different sampling methods. Results are shown in black for node sampling with smallest nodes as hubs, blue for stub sampling with largest nodes as hubs, and red for efficient stub sampling with largest nodes as hubs. Purple shows the results for MCMC. (Error bars are $95 \%$ confidence interval calculated using bootstrapping method. [64, 44])

Figure 2.2C analogously compares the best choices from Figure 2.2A and Figure 2.2B: choosing smallest nodes for hubs when using node sampling vs. choosing largest nodes for hubs when using stub sampling. Almost all of the dots lie above the diagonal, indicating that stub sampling generally has a smaller log-weight variance and is better than node sampling. Simple stub sampling is, however, not the optimal choice. Figure 2.2D compares efficient stub sampling vs. stub sampling when choosing largest nodes for hubs. For all of the sequences studied the dots clearly lie below the diagonal, indicating that efficient stub sampling is better than simple stub sampling. Choosing largest nodes as hub combined with efficient stub sampling is the most optimal method of SIS graph construction for power-law distributed sequences we have found.

The improvement in sampling reliability that can be obtained by using efficient stub sampling is shown by example in Figure 2.3. In the figure, ensemble averages for the $C C_{g}$ for ten different power-law distributed degree sequences calculated using different sampling methods are compared. The sequences each have $N=1000$ nodes. Results for SIS sampling using three different freedom choices are shown. For each sequence, 1000 samples were generated, and weighted averages were calculated. Error bar for each sequence is $95 \%$ confidence interval of the weighted average, calculated using bootstrapping method. [64, 44]

To provide a comparison for the SIS results, we also used link-swap MCMC [149] to calculate the $C C_{g}$ of the sequences. Simulation runs consisting of $1000 \times 2 M$ link-swaps were performed for each sequence. Each run began with a Havel-Hakemi graph [71, 69], but the use of other types of initial graphs was explored and found to be statistically irrelevant to the sampling results. Graphs were sampled at intervals of $2 M$ link-swaps during the runs, producing 1000 samples for each sequence. The
mean and its standard error of the $C C_{g}$ for the 1000 were then calculated and are shown in the figure.

In theory, all SIS methods will converge to same, correct result as long as there are enough samples [46]. However, in practice, the number of samples that can be generated is limited. The method that can give the most accurate result for a given number of samples is, thus, preferred. Assuming that MCMC gives the correct result, Figure 2.3 indicates that node sampling tends to underestimate the $C C_{g}$, while stub sampling tends to overestimate it. Efficient stub sampling, however, gives results that are consistent with those of MCMC. The bias that the different sampling methods demonstrate may, of course, be different for another quantity, but, at least for the $C C_{g}$, efficient stub sampling appears to give unbiased results that allow accurate estimation for sequences as large as several thousand nodes.

In order to more accurately estimate the size of graphs that can be feasibly sampled with the different SIS methods, the distribution of the standard deviation of the logweights for different degree sequence lengths must be known. For each SIS method and sequence length, we generated 1000 random sequences and 1000 graph samples for each sequence. From these results, the standard deviation of the log-weights $\sigma$ was calculated for each sequence, and the distribution of $\sigma$ for each $N$ and SIS method compiled. Figure 2.4 shows the results. Generally, as expected, for all $N$, efficient stub sampling performs best, followed by stub sampling, and then node sampling worst. The dashed grey line indicates the value of $\sigma=2.6$ for which 1000 weighted samples have an effective sample size of unity, according to Eq. 2.5 where the effective sample size is $E\left[n_{e f f}\right]=n / e^{\sigma^{2}}=1000 / e^{2.6^{2}} \approx 1$. This line provides a rough estimation of the limits of the feasibility of SIS sampling. For node sampling, the maximum length of sequences that can feasibly be sampled is only about 30. With stub sampling,


Figure 2.4: Distribution range of the standard deviation of log-weight for SIS using different freedom choices. Black is for node sampling, blue is for stub sampling, and red is for efficient stub sampling. For each sequence length $N$ and for each method, the minimum (bottom of bar), $25 \%$ quantile (lower wide error bar), median (circle), $75 \%$ quantile (upper wide error bar) and maximum (top of bar) of distribution is shown. The dashed grey line indicates where 1000 samples would produce one effective unweighted sample.


Figure 2.5: Minimum sample size $n$ that the largest weight no longer dominates. (sample size that the expected largest weight equals to half the expected total weight.) Red dots are the minimum sample sizes. Blue line is a linear fit with formula $\log _{10} n=$ $0.076 \sigma^{2}+1.009$.
perhaps sequences with $N \leq 100$ can be sampled. While for efficient stub sampling, maybe sequences with $N \approx 300$ can be feasibly sampled. Note that this estimate is smaller than what the results in Figure 2.3 for the $C C_{g}$ indicate. Perhaps for certain measurables, estimates can be feasibly made for longer degree sequences. However, as Figure 2.4 shows, the distribution of $\sigma$ is quite broad and can be very large for a given sequence, even for smaller $N$. This suggests that caution must be used when using SIS regardless of sequence length.

### 2.4 Sampling large graphs

Despite the significant improvement in the size of graphs that can be feasibly sampled when efficient stub sampling is used, it is still not possible to use it to directly study large graphs. This is due to the slow decay of the distribution of the sample weights. The weight of a sample is inversely proportional to the relative probability of generating a particular graph, Eq. 2.1, which due to the random multiplicative nature of the graph construction process, according to the central limit theorem [19], is generally expected to have a log-normal distribution in the limit of large graphs [46]. The logarithm of the weights are normally distributed. As argued in Section 2.2, an exponentially large number of samples is therefore required for direct weighted averages of measurable quantities to reliably converge to their ensemble averages. This makes using weighted sample averages to estimate ensemble averages impossible for large graphs. A completely different approach is required to calculate ensemble averages for large graphs.

Here we show that the knowledge that the sample weight distribution has a lognormal form can be used advantageously to calculate ensemble averages for large


Figure 2.6: Joint distribution of the logarithm of the sample weights (log-weights) and the $C C_{g}$ of an ensemble for a prescribed degree sequence with $N=1000$. Note the approximate bivariate normal form of the joint distribution shown in the central plot and the approximate normal form of the marginal distributions of the log-weights and of the $C C_{g}$ shown as projections at the edges of the figure.
graphs. That is, when the graph is large enough to assume that the sample weight distribution is log-normal and that the joint distribution of the sample log-weights and a measurable quantity of interest $Q$ is a bivariate normal distribution, ensemble averages can be estimated reliably indirectly, by using the graph sampling to first estimate the parameters of the multivariate distribution and then using the estimated distribution to make the ensemble average estimates. The validity of the bivariate normal distribution assumption can be seen by example in Figure 2.6. The figure shows the joint distribution of the sample log-weights and the $C C_{g}$ for the first degree sequence studied in Figure 2.3. Although the degree sequence has only $N=1000$, the joint distribution has an approximate bivariate normal form. This can be clearly seen by the form of the marginal distributions for the log-weights and the $C C_{g}$ that are also shown in the figure.

Of course, the central limit only applies in the limit of large sequences. For a finite length sequence, the joint probability distribution of sample log-weight and $Q$ need not have a bivariate normal form. However, as $N$ increases, the likelihood that it does have a bivariate normal distribution increases. Figure 2.7 shows this is true when $Q=C C_{g}$. In the figure, for each value of $N, 1000$ different power-law distributed degree sequences were considered. For each sequence, 1000 sample graphs were generated and the joint probability distribution (JPD) of the sample log-weight and the $C C_{g}$ were calculated. The resulting JPDs were then tested to determine if they had a bivariate normal form using Henze-Zirkler test [72], Royston test [135] and Mardia test [105]. All tests were applied using a significance threshold of 0.05 for deviation from bivariate normal form. Error bars correspond to one $\sigma$ standard statistical error. As anticipated, the fraction of sequences with bivariate normal JPDs increases toward unity with $N$. It should be noted, however, that for a given


Figure 2.7: Probability that the joint probability distribution of sample log-weight and $C C_{g}$ has a bivariate normal form as a function of prescribed degree sequence length. Fraction of sequences satisfying the Henze-Zirkler test [72], the Royston test [135] and Mardia test [105] are shown in blue, red, and gold respectively. (Error bars show $95 \%$ confidence interval. For each system size $N 1000$ degree sequences are tested and 1000 graphs per sequence are generated.)


Figure 2.8: Bivariate normal probability of a sequence with different sample size. Blue for Henze-Zirkler test, red for Royston Test, and gold for Mardia test. It seems that as the sample size increases, it is less and less likely that the joint distribution passes the bivariate normal test. (For this specific degree sequence with 1000 nodes, a pool of $10^{6}$ graphs are generated and for each sample size $n$ we resampled 100 times from this pool.)
prescribed degree sequence, as the number of samples increases, the probability that its JPD will be bivariate normal will decrease as the precision of the measurement of the JPD begins to reveal deviation from bivariate normal form. JPDs are thus typically found to be bivariate normal for a moderate number of samples. Whether or not particular JPD is approximately bivariate normal should be tested.

If the JPD is assumed to be bivariate normal, then it is completely characterized by five independent parameters: the mean $\bar{Q}$ and variance $\sigma_{Q}^{2}$ of sampled value of the measurable $Q$, the mean $\bar{y}$ and variance $\sigma_{y}^{2}$ of the sample $\log$-weight $y \equiv \ln w$, and $V_{Q y}$ the covariance of $Q$ and $y$. Each of these parameters can be estimated by simple, unweighted sample averages:

$$
\begin{gather*}
\bar{Q}=\frac{1}{n} \sum_{i=1}^{n} Q\left(s_{i}\right)  \tag{2.7}\\
\sigma_{Q}^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left[Q\left(s_{i}\right)-\bar{Q}\right]^{2}  \tag{2.8}\\
\bar{y}=\frac{1}{n} \sum_{i=1}^{n} \ln w_{s_{i}}  \tag{2.9}\\
\sigma_{y}^{2}=\frac{1}{n-1} \sum_{i=1}^{n}\left(\ln w_{s_{i}}-\bar{y}\right)^{2} \tag{2.10}
\end{gather*}
$$

and

$$
\begin{equation*}
V_{Q y}=\frac{1}{n-1} \sum_{i=1}^{n}\left[Q\left(s_{i}\right)-\bar{Q}\right]\left[\ln w_{s_{i}}-\bar{y}\right] . \tag{2.11}
\end{equation*}
$$

In terms of these parameters, the JPD can be written [87]

$$
\begin{equation*}
P(Q, y)=\frac{1}{2 \pi \sigma_{Q} \sigma_{y} \sqrt{1-\rho^{2}}} e^{-z /\left[2\left(1-\rho^{2}\right)\right]} \tag{2.12}
\end{equation*}
$$

where

$$
\begin{equation*}
z=\frac{(Q-\bar{Q})^{2}}{\sigma_{Q}^{2}}-\frac{2 \rho(Q-\bar{Q})(y-\bar{y})}{\sigma_{Q} \sigma_{y}}+\frac{(y-\bar{y})^{2}}{\sigma_{y}^{2}} \tag{2.13}
\end{equation*}
$$

and correlation

$$
\begin{equation*}
\rho=\operatorname{cor}(Q, y)=\frac{V_{Q y}}{\sigma_{Q} \sigma_{y}} \tag{2.14}
\end{equation*}
$$

From estimates of these parameters, an estimate of $\langle Q\rangle$, the ensemble average of $Q$, can be made. To do so note that $\langle Q\rangle$ is the weighted average of $Q$. The weight of a point $(Q, y)$ is $e^{y}$, where $y$ is a log-weight. Thus, the weighted distribution of $Q$ is

$$
\begin{equation*}
P_{w}(Q)=\frac{\int P(Q, y) e^{y} d y}{\iint P(Q, y) e^{y} d Q d y} \tag{2.15}
\end{equation*}
$$

in which

$$
\begin{equation*}
\int P(Q, y) e^{y} d y=e^{\mu_{y}+\sigma_{y}^{2} / 2} \frac{1}{\sqrt{2 \pi} \sigma_{Q}} e^{-\left(Q-\left(\bar{Q}+\rho \sigma_{Q} \sigma_{y}\right)\right)^{2} /\left(2 \sigma_{Q}^{2}\right)} \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\iint P(Q, y) e^{y} d Q d y=e^{\mu_{y}+\sigma_{y}^{2} / 2} \tag{2.17}
\end{equation*}
$$

thus,

$$
\begin{equation*}
P_{w}(Q)=\frac{1}{\sqrt{2 \pi} \sigma_{Q}} e^{-\left(Q-\left(\bar{Q}+\rho \sigma_{Q} \sigma_{y}\right)\right)^{2} /\left(2 \sigma_{Q}^{2}\right)} \tag{2.18}
\end{equation*}
$$

Thus, the weighted distribution of $Q$ is a normal distribution. Its mean is the ensemble average

$$
\begin{equation*}
\langle Q\rangle=\bar{Q}+\rho \sigma_{Q} \sigma_{y}=\bar{Q}+V_{Q y} \tag{2.19}
\end{equation*}
$$

The ensemble average of $Q$ is thus a function of not only the unweighted average of $Q$ but also of the covariance of $Q$ and $y$. To determine the statistical error in the estimation of $\langle Q\rangle$, note that since $\bar{Q}$ and $V_{Q y}$ are independent

$$
\begin{equation*}
\operatorname{Var}(\langle Q\rangle)=\operatorname{Var}(\bar{Q})+\operatorname{Var}\left(V_{Q y}\right) \tag{2.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{Var}\left(V_{Q y}\right)=\sigma_{Q}^{2} \sigma_{y}^{2}\left(1+\rho^{2}\right) \tag{2.21}
\end{equation*}
$$



Figure 2.9: Weighted average of the global clustering coefficient $C C_{g}$ for the same 10 random power-law distributed degree sequences with $N=1000$ nodes considered in Figure 2.3, calculated by assuming a bivariate normal form of the $C C_{g}$-log-weight joint probability distribution $J P D$ and estimating the parameters of the JPD by using different sampling methods. Results are shown in black for node sampling with smallest nodes as hubs, blue for stub sampling with largest nodes as hubs, and red for efficient Stub sampling with largest nodes as hubs. Purple shows the results for MCMC. (Error bars show 95\% confidence interval.)
since covariance matrices of multivariate normal distributions have Wishart distributions [160]. Thus, the standard error in estimating $\langle Q\rangle$ is

$$
\begin{equation*}
S E(\langle Q\rangle)=\sqrt{\frac{\sigma_{Q}^{2}+\sigma_{Q}^{2} \sigma_{y}^{2}\left(1+\rho^{2}\right)}{n}} . \tag{2.22}
\end{equation*}
$$

Since typically $\sigma_{y} \gg 1$, the relative error

$$
\begin{equation*}
z=\frac{S E(\langle Q\rangle)}{\sigma_{Q}}=\sqrt{\frac{1+\sigma_{y}^{2}\left(1+\rho^{2}\right)}{n}} \sim \frac{\sigma_{y}}{\sqrt{n}} . \tag{2.23}
\end{equation*}
$$

Thus, given $z$, the number of samples required will be $n \sim \frac{\sigma_{y}^{2}}{z^{2}}$, which is more scalable than $e^{\sigma_{y}^{2}}$ in Eq. 2.5.

All of the independent parameters that characterize the JPD depend most strongly on the center part of the distribution, and not on its tails. Thus, they can be accurately estimated with a relatively small number of samples. Accurate estimates of ensemble averages and their statistical error can then be made using Eqs. 2.19 and 2.22. Figure 2.9 shows results for ensemble average of the $C C_{g}$ calculated in this way for the same 10 prescribed sequences studied in Figure 2.3. Again, results for SIS sampling using three different freedom choices are shown. For each sequence and each freedom choice, the same 1, 000 samples used for Figure 2.3 were reanalyzed, and the mean and $95 \%$ confidence interval are shown. For each sequence improved results are shown. The JPD for every set of samples, except those for sequence 6 , were found to be bivariate normal using both the Henze-Zirkler test and the Royston test.

The difference between calculating an ensemble average by a direct weighted average and by estimating the parameters of the bivariate normal JPD are shown in Figure 2.10. The figure shows the running ensemble average $C C_{g}$, calculated with both methods, in twenty different runs for sequence 1 in Figure 2.3 and Figure 2.9. Efficient stub sampling was used in all runs. The figure shows that the


Figure 2.10: Running ensemble average of the $C C_{g}$ for a prescribed random powerlaw distributed sequence. Results for twenty independent runs of $n=1000$ samples are shown. Direct weighted averages are shown in blue and distribution estimation averages are shown in red. MCMC results are shown in purple at the right edge for comparison.


Figure 2.11: Quantile of ensemble average for different sample size using bivariate normal assumption. Black lines are theoretical results. Grey dash lines are MCMC result with $95 \%$ confidence interval. The quantiles are the same as quantiles for standard normal distribution with $\{-2,-1,0,1,2\}$ standard deviations, i.e. approximately $\{0.02,0.16,0.5,0.84$, and 0.98$\}$.


Figure 2.12: Quantile of ensemble average for different sample size using direct average when the underlying joint distribution is actually bivariate normal. Black lines are theoretical results. Grey dash lines are MCMC result with $95 \%$ confidence interval. The quantiles are the same as quantiles for standard normal distribution with $\{-2$, $-1,0,1,2\}$ standard deviations, i.e. approximately $\{0.02,0.16,0.5,0.84$, and 0.98$\}$.
direct weighted running averages have many step-like jumps as sample size increases and converge slowly, while the bivariate normal JPD parameter estimation running averages converge quickly around the MCMC value. The mean value of the twenty runs after $n=1000$ samples and the standard error of those twenty independent measurements is $5.407 \times 10^{-2} \pm 1.07 \times 10^{-3}$ for direct weighted averages and is $5.378 \times 10^{-2} \pm 1.7 \times 10^{-4}$ for averages using JPD parameter estimation. Using MCMC the result was $5.388 \times 10^{-2} \pm 5 \times 10^{-5}$.

### 2.5 An example with $10^{6}$ nodes

In order to demonstrate the usefulness of our sampling methods in a practical realworld problem involving a large graph, consider the Youtube user friendship network (YoutubeNet) [96, 110]. Is the structure of this network somehow special, perhaps due to some self-organizing process? Or, is it random? YoutubeNet is an undirected graph with 1,134,890 nodes and 2,987,624 edges. As Figure 2.13 shows, it has a degree distribution that decays approximately as a power-law with exponent $\gamma \approx 2.3$. The global clustering coefficient the graph is $C C_{g}=0.00622$. How random is the clustering of the YoutubeNet? This is partially answered by determining how unusual it is for a graph to have the $C C_{g}$ value that YoutubeNet has within the ensemble of graphs that have the same degree sequence.

Using efficient stub sampling we constructed 1000 random graphs with the same degree sequence as the YoutubeNet. We used the degree sequence of YoutubeNet to generate random graphs using efficient stub sampling and link-swap method. Then we analyze the data of ESS using directed weighted average and bivariate normal assumption after verifying the (CCg, log-weight) JPD is really bivariate normal. Since


Figure 2.13: Degree distribution of the YoutubeNet. The red line is a decaying power-law function with exponent 2.3.
the standard deviation of log-weight for this 1000 random graphs is around 9, according to Eq. 2.23, $z \sim 9 / \sqrt{1000} \approx 0.3$. Thus, with 1000 samples, we can expect estimation using bivariate normal assumption reasonably close to the actual result.

Figure 2.14 shows the CCg distribution. Note that the direct weighted distribution has sharp peaks. This may be caused by outliers with extremely large weights. On the other hand, the weighted distribution using bivariate normal assumption is closer to the distribution using link-swap.

Table 2.1: Statistics for different methods and corresponding z-score of YoutubeNet

| method | mean CCg | sd of CCg | z-score |
| :---: | :---: | :---: | :---: |
| ESS-direct | $3.69(1) \times 10^{-3}$ | $3(3) \times 10^{-6}$ | 791 |
| ESS-normal | $3.702(6) \times 10^{-3}$ | $2.04(4) \times 10^{-5}$ | 123 |
| Link-swap | $3.708(1) \times 10^{-3}$ | $2.01(4) \times 10^{-5}$ | 125 |

The number in the parentheses shows uncertainty of one standard error and applies to least significant digit. In order to be consistent, uncertainty for different methods are all calculated using bootstrapping method.

As shown in Table 2.1, all three methods give similar mean. This suggests that they all converge to the real value. Efficient stub sampling with bivariate normal assumption gives similar variance as link-swap. However, variance using direct weighted method is much smaller than the other two methods and has very large uncertainty. We believe this is because the largest weight dominates the distribution. Also note that the z-score is very large in all three cases, which means the structure of YoutubeNet cannot be explained by its degree sequence only.


Figure 2.14: Weighted distribution of the global clustering coefficient $P_{w}\left(C C_{g}\right)$ for graphs with the degree sequence of the YoutubeNet. Graphs were sampled using efficient stub sampling, and then analyzed directly as a weighted sum (blue circles) and with distribution estimation (red line). The distribution was also calculated for link-swap, analyzing the results directly as an unweighted sum (black squares). The line connecting the blue circles and the one connecting the black squares are simply guides to the eye. The red line is a Gaussian function. Inset shows the same data, but plots density in log-scale.

### 2.6 Discussion

In this paper, we found that using efficient stub sampling in Eq. 2.6 with large hub first is an optimized way to assign probabilities to nodes in the allowed set for SIS [46] algorithm.

If we further assume the measured property and log-weight JPD to be bivariate normal, we can express the weighted average of this property in JPD parameters using Eq. 2.19 and its standard error using Eq. 2.22. For log-normal weight distribution, estimating distribution parameters is more stable than doing weighted average directly on weights with large fluctuation. Thus, by estimating JPD parameters, the sample size required to estimate the weighted average would grow linearly as system size grows, instead of exponentially when doing weighted average directly.

We also compared our method with MCMC. The fact that two independent methods converge to the same result indicates that both methods work, and the converged value should be close to the real value.

Some ways might improve the current method. One is to get a more accurate estimation of the number of possible graphs for a given residual degree sequence with star constraint. This may help reduce the variance of log-weight [63]. Another way is to run many simulations at the same time and use resampling at every hub-choosing step. This may help control the variance of log-weight, preventing it from growing too fast [109].

Also, it might be useful to use SIS and MCMC together. For example, we can use SIS with different order to choose hub and different probability to connect nodes in the Allowed Set to generate different initial graphs for MCMC [124]. Then we can
use MCMC to randomize those graphs. In this way, we can explore different parts of the configuration space. And we can be more confident if MCMC results from all different initial graphs converge.

In this paper we concentrate on degree sequence. But there is still a lot to explore for the graph sampling problem in general. For example, it might be interesting to sample random geometric graphs satisfying some constraint, or random graphs satisfying some global constraint like spectrum [123].
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### 2.8 Derivation of Eq. 2.6

We want to solve the Lagrange multipliers $\left\{\beta_{i}\right\}$ in Eq. 1.20. Since these equations are difficult to solve analytically in general, we need to make some assumptions to simplify the equations and get some idea of the relation between $d_{i}$ and $\beta_{i}$.

In the simplest case, assuming $\beta_{i}$ has a sharp distribution centered at $\bar{\beta}$, then using $\bar{\beta}$ to represent all $\beta_{j}$ where $j \neq i$, we have

$$
\begin{equation*}
d_{i} \approx \frac{N-1}{1+e^{-\left(\beta_{i}+\bar{\beta}\right)}}, \tag{2.24}
\end{equation*}
$$

thus,

$$
\begin{equation*}
\beta_{i} \approx \ln \left(\frac{d_{i}}{N-1-d_{i}}\right)-\bar{\beta} \tag{2.25}
\end{equation*}
$$

Then if we define $\bar{\beta}$ as the arithmetic mean of $\beta_{i}$, we have

$$
\begin{gather*}
\bar{\beta}=\frac{1}{N} \sum_{i} \beta_{i} \approx \frac{\sum_{i} \ln \frac{d_{i}}{N-1-d_{i}}}{N}-\frac{\sum_{i} \bar{\beta}}{N}=\frac{\sum_{i} \ln \frac{d_{i}}{N-1-d_{i}}}{N}-\bar{\beta}  \tag{2.26}\\
\bar{\beta} \approx \frac{\sum_{i} \ln \frac{d_{i}}{N-1-d_{i}}}{2 N}=\frac{1}{2} \ln \left(\prod_{i} \frac{d_{i}}{N-1-d_{i}}\right)^{1 / N}  \tag{2.27}\\
e^{2 \bar{\beta}} \approx\left(\prod_{i} \frac{d_{i}}{N-1-d_{i}}\right)^{1 / N} \tag{2.28}
\end{gather*}
$$

where the right hand side is geometric mean of $\frac{d_{i}}{N-1-d_{i}}$.
In sequential importance sampling, it's easier to update arithmetic mean degree $\bar{d} \equiv \sum_{i} d_{i} / N$ than to update geometric mean Eq. 2.28, so let's assume

$$
\begin{equation*}
e^{2 \bar{\beta}} \approx \frac{\bar{d}}{N-1-\bar{d}} \tag{2.29}
\end{equation*}
$$

In ERGM, the probability of connecting a pair of nodes $i$ and $j$ is 1.18. Substituting Eq. 2.25 and Eq. 2.29 into Eq. 1.18, we have

$$
\begin{equation*}
p_{i j} \approx\left(1+\frac{\bar{d}\left(N-1-d_{i}\right)\left(N-1-d_{j}\right)}{(N-1-\bar{d}) d_{i} d_{j}}\right)^{-1} \tag{2.30}
\end{equation*}
$$

Now let's consider a few example cases:

- For regular graph, $\forall i, d_{i}=d$, thus, $\bar{d}=d$,

$$
\begin{equation*}
p_{i j}=\left(1+\frac{d(N-1-d)^{2}}{(N-1-d) d^{2}}\right)^{-1}=\frac{d}{N-1} \tag{2.31}
\end{equation*}
$$

which gives us the correct probability.

- For very small $d_{i}, d_{j}, \bar{d} \ll N, \frac{d}{N-1-d} \ll 1$ for all $d_{i}, d_{j}$ and $\bar{d}$,

$$
\begin{equation*}
p_{i j} \approx\left(\frac{\bar{d}\left(N-1-d_{i}\right)\left(N-1-d_{j}\right)}{(N-1-\bar{d}) d_{i} d_{j}}\right)^{-1} \approx \frac{d_{i} d_{j}}{(N-1) \bar{d}} \tag{2.32}
\end{equation*}
$$

which is the same as Chung-Lu model [35, 36].

- For very large $d_{i}, d_{j}, \bar{d} \sim N, \frac{d}{N-1-d} \gg 1$ for all $d_{i}, d_{j}$ and $\bar{d}$,

$$
\begin{equation*}
p_{i j} \approx 1, p_{i j}<1 \tag{2.33}
\end{equation*}
$$

which solves the Chung-Lu model's problem that connection probability for a pair of nodes can exceed 1 if the degrees of the nodes are too large.

Thus, Eq. 2.30 is a qualitatively reasonable probability of connecting a pair of nodes.

If we change the variables in Eq. 2.30 to residual degree so that it is compatible with sequential importance sampling, we can get Eq. 2.6.

## Chapter 3

## Comparison between hard and soft constraint methods

### 3.1 Introduction

Complex systems are often modeled as networks. Networks contain a set of connections (edges) linking a set of points (nodes), where degree measures the number of edges per node [114, 4, 113]. The number of edges which link to a node is known as its degree. The empirical study of networks is confounded by incomplete knowledge, which results from the network's: size, non-static nature, or even privacy concerns [97]. Perhaps only one metric of the system, typically the degree, can be easily measured. However, the way in which the network is connected remains unknown. In graph enumeration problem, it is known that the number of configurations for regular random graph with $n$ nodes and $k$ neighbors for each node is asymptotically $\Omega(n, k)=\frac{(n k)!}{(n k / 2)!2^{n k / 2}(k!)^{n}} \exp \left(-\frac{k^{2}-1}{4}-\frac{k^{3}}{12 n}+O\left(k^{2} / n\right)\right)$ if $k=o\left(n^{1 / 2}\right)$
[107]. Using this formula, a reasonably small regular graph with $N=30$ and $k=3$ has $2 \times 10^{44}$ configurations. Thus, in general it's not practical to generate all possible configurations, and sampling method must be used. Sampling possible configurations from this set can be accomplished using network modeling methods (null models) [114, 111, 46, 1, 159, 33, 88]. Methods including Sequential Importance Sampling (SIS) [46, 13], Degree-Preserving Link-Swap (link-swap) [46], Chung-Lu [1, 139, 159], and the Exponential Random Graph Model (ERGM) [114, 32] are widely used in graph sampling and fall into two main categories: soft-constraint methods (SC) and hard-constraint methods (HC). Both use known information about the system as guidelines (constraints) to generate graphs. HC meets these constraints with each graph generated [132], while SC meets constraints on average over an ensemble of graphs $[45,114,1]$.

Despite the variance of individual graphs, SC are preferred for their speed and simplicity for theoretical treatment as HC can be slow and difficult to analyze due to their discrete nature [46, 159, 137]. HC's main strength is they produce only graphs which reflect possible configurations of the original system, while ensemble bias introduced by SC is not well understood. Known problems with SC include degeneracy in which the prescribed value is met on average, but values are not distributed around the mean, and instead separate into two or more clusters of micro-states none of which reflect the expected value $[76,62,114]$. A well-known example is the star triangle problem $[114,76]$

Our research focuses on network sampling methods on systems with scale-free distributions. Scale-free network's degree distribution conforms to $P(k) \sim k^{-\gamma}$. Examples of such degree distribution include: some social networks, protein-protein interactions and disease transmission $[4,114,139]$. Several major scale-free systems
notably the Internet have $2<\gamma<3$ [116]. In this region, scale-free networks have several known graphical and structural constraints [45, 116, 77].

It was previously unclear what structural bias SC methods exhibit when used to generate scale-free networks in the range $2<\gamma<3$. Previous research indicates that many SC methods do not capture community structure well [139]. We observe a bias toward higher transitivity when utilizing SC for scale-free sequences. Further study of SC on regular graphs as the degree $k$ approaches its maximum possible value $N-1$ hints that SC may not perform as expected on many other types of graphs.

### 3.2 Methods

The main SC method used, ERGM, allows for great flexibility in the application of constraints to the set of possible graphs [114, 150]. In the case where a prescribed degree sequence $k_{i}$ is given, the constraints on the ensemble become,

$$
\begin{equation*}
\left\langle k_{i}\right\rangle=\sum_{G} P(G) k_{i}(G) . \tag{3.1}
\end{equation*}
$$

Maximizing the entropy of the set of possible graphs minimizes the bias in the resulting ensemble. The derivation of this minimization is explained by Newman [114]. The derivation includes a set of Lagrange multipliers, $\beta_{i}$, for each constraint applied to the system. Utilizing a prescribed degree sequence $k_{i}$ as a constraint, and restricting the model to simple, undirected networks with no self-links, gives a non-linear system of size N with the form,

$$
\begin{equation*}
\left\langle k_{i}\right\rangle=\sum_{j \neq i} \frac{1}{1+e^{-\left(\beta_{i}+\beta_{j}\right)}} . \tag{3.2}
\end{equation*}
$$

For a network whose largest degree is small than $O\left(N^{1 / 2}\right)$,

$$
\begin{equation*}
\left\langle k_{i}\right\rangle=\sum_{j} e^{\beta_{i}} e^{\beta_{j}}, \text { if }: e^{-\left(\beta_{i}+\beta_{j}\right)} \gg 1 \tag{3.3}
\end{equation*}
$$

enabling the $\beta$ values to be estimated using,

$$
\begin{equation*}
\beta_{i}=\ln \left(\frac{k_{i}}{\sqrt{\sum_{j} k_{j}}}\right) \tag{3.4}
\end{equation*}
$$

Here, the Chung-Lu model could be used as a simplification to avoid solving the non-linear system of equations involving $\beta_{i}[114]$. However, Chung-Lu is incapable of producing networks where $2<\gamma<3$ [22,31] if we do not set an artificial cutoff for maximum degree [113, 1, 159].

For ERGM, using the degree sequence as the constraint, the exact solutions can be numerically evaluated; in many situations with more complex constraints these values must be estimated using maximum likelihood estimation using Markov chain Monte Carlo [79, 141, 73], although new methods are available that outperform Markov chain methods [29].

Figure 3.1 shows the approximations in Eq. 3.4 and the numerical solutions to Eq. 3.2. For large power-law exponents Eq. 3.4 can be used to estimate the Lagrange multipliers, however for $2<\gamma<3$ they must be numerically solved for the correct solution.

The HC method used in this paper is Markov chain Monte Carlo method (MCMC), i.e. degree-preserving link-swap method and sequential importance sampling (SIS) [46, 164]. Before we decided to choose those methods, we also tested the configuration model (CM) [114], which connects pairs of stubs, i.e. half-edges randomly. Theoretically, CM can sample independent graphs uniformly. However, in practice, CM is not


Figure 3.1: Approximations and numerical solutions of Lagrange multipliers $\beta_{i}$ for exponential random graph model for scale-free degree sequences from various exponents $\gamma$. Network size is 316. The panels show the approximate values in Eq. 3.4 (black dashed) and the numerical solutions of Eq. 3.2 (blue) at different $\gamma$ values.
efficient when generating scale-free simple graphs with $\gamma<3$ due to self-loops and multi-edges.

In order to use MCMC [40] or link-swap in simulation, deciding how many steps we need to run for each sample is an important factor. That is, knowing the equilibrium time and correlation time is useful. However, this is a difficult theoretical question, and we were unable to find any useful theoretical upper bound of correlation time for our problem. So we make the step number to be the total degree for a degree sequence and tried different hard-constraint methods (CM, SIS, and link-swap with different initial configuration) on test sequences. We find that distributions from the different methods converge, which suggests that the step number we choose for link-swap is enough for our problem.

### 3.3 Results for scale-free networks

We examine the effectiveness of SC methods at reproducing the structural characteristics of simple undirected scale-free graphs by comparing the results to HC methods. Global clustering coefficient, also known as transitivity [116, 113, 114], a feature of much interest in many graphs, is the measurement we examine. Transitivity is a measure of the connectivity of a graph, or a probability that if person X is friends with persons Y and Z that Y and Z are likewise friends. The transitivity of a graph may be measured as,

$$
\begin{equation*}
C C_{g}=\frac{\text { number of closed triplets }}{\text { number of connected triplets }}=\frac{3 \times(\text { number of triangles })}{\text { number of connected triples }} . \tag{3.5}
\end{equation*}
$$

HC methods are used as a benchmark for transitivity because the graphs they produce accurately reflect possible configurations of the given constraints $[46,13]$.

We choose scale-free graphs $P(k) \propto k^{-\gamma}$ due to structural transitions at $\gamma=3$ and graphical transition at $\gamma=2$ [45]. Following [114],

$$
\begin{equation*}
C C_{g}=\frac{1}{N} \frac{\left[\left\langle k^{2}\right\rangle-\langle k\rangle\right]^{2}}{\langle k\rangle^{3}} . \tag{3.6}
\end{equation*}
$$

Since for scale-free degree sequence,

$$
\begin{align*}
& 1 \approx \int_{1}^{N} P(k) d k \Rightarrow P(k) \approx \frac{\gamma-1}{1-N^{1-\gamma}} k^{-\gamma},  \tag{3.7}\\
& \langle k\rangle \approx \int_{1}^{N} k P(k) d k \approx \frac{\gamma-1}{\gamma-2} \frac{1-N^{2-\gamma}}{1-N^{1-\gamma}}  \tag{3.8}\\
& \left\langle k^{2}\right\rangle \approx \int_{1}^{N} k^{2} P(k) d k \approx \frac{\gamma-1}{\gamma-3} \frac{1-N^{3-\gamma}}{1-N^{1-\gamma}} \tag{3.9}
\end{align*}
$$

For graphs where $\gamma \geq 3, \frac{\left[\left\langle k^{2}\right\rangle-\langle k\rangle\right]^{2}}{\langle k\rangle^{3}}$ is finite, $C C_{g} \sim O\left(N^{-1}\right)$, thus, asymptotically no clustering is expected [114] and the network is connected in a locally tree-like structure. However, it was previously unclear what effect structural correlations, specifically those where $2<\gamma<3$, would have on $C C_{g}$.

We show that for two common graph types, SC methods are biased toward higher transitivity and spread than is expected by HC results.

Figure 3.2 shows the SC and HC transitivity cumulative density functions. We observe that for $\gamma=2.0$ or 2.5 , SC is biased toward much higher transitivity as much as $18 \%$ higher (an order of $10^{-2}$ larger) than the HC value. As $\gamma=3.0$ or 3.5 , this bias drops significantly to an order of $10^{-3}$ as the network becomes uncorrelated. Although the exact transition point for structural correlation occurs at $\gamma=3.0$, this is only true in the limit of large network size [45]. For our results, a network size of

316 was too small to observe this transition cleanly, and we expect that in the limit of large $N$ and $\gamma$ that SC will agree more closely with HC.

The probability density functions for the scale-free results are shown in Figure 3.3 and further displays the differences between SC and HC transitivity distributions. For each $\gamma$ the distributions between SC and HC differ, for larger values of $\gamma$ transitivity values are small, and a large majority of values are 0 . This trend, which is expected for scale-free networks will be more pronounced for larger $\gamma$ and bigger networks. Although the mean values for HC and SC appear to converge to zero, the HC and SC distributions are still quite different in the shape of the tail for $\gamma=3.5$, indicating that SC may never exactly match the distribution of HC. Of particular interest in both Figure 3.2 and Figure 3.3 is that for $\gamma=2.0$ and 2.5 the SC distribution has a larger spread than HC , however the opposite is true where $\gamma=3.0$ and 3.5. $\gamma=3.0$ appears to be the transition point where the spread of HC and SC are equal. Why this occurs is unclear and should be the topic of further research.

As shown in Figure 3.4, when measuring the bias using z-score defined as $z=$ $\left(\mu_{C C_{g}}^{s o f t}-\mu_{C C_{g}}^{h a r d}\right) / \sigma_{C C_{g}}^{\text {hard }}$, the bias remains as system size increases and gets worse as $\gamma \rightarrow 2$.

In Figure 3.5, we also measured the z-score $z_{j k}=\left(p_{j k}^{\text {hard }}-p_{j k}^{\text {soft }}\right) / \sigma_{j k}^{\text {soft }}$ of degree mixing matrix, which shows the probability of an edge connecting two nodes with degree $d_{i}$ and $d_{j}$. As Figure 3.5 shows, the connecting patterns between very large degree and very small degree are quite different between HC and SC.

A qualitative explanation why SC overestimates $C C_{g}$ is that the large number of nodes with small expected degree in scale-free sequences may have 0 actual degree.


Figure 3.2: Cumulative distribution function (CDF) of transitivity for scale-free graphs with various exponents, $\gamma$ and network size 316. The figures show transitivity distributions generated by SC (blue dashed) and predicted by HC (red) for different $\gamma$ values.


Figure 3.3: Probability density function (PDF) of transitivity for scale-free graphs with various exponents, $\gamma$ and network size 316 . The figures show transitivity distributions generated by SC (blue dashed) and HC (red points) for different $\gamma$ values.
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Figure 3.4: z-score distribution for different system size and exponents. Here $z=\left(\mu_{C C_{g}}^{\text {soft }}-\mu_{C C_{g}}^{\text {hard }}\right) / \sigma_{C C_{g}}^{\text {hard }}$. In order to compare different parameters in same scale, distribution is truncated so that only bulk part is shown.


Figure 3.5: z-score of degree mixing matrix. $z_{j k}=\left(p_{j k}^{\text {hard }}-p_{j k}^{\text {soft }}\right) / \sigma_{j k}^{\text {soft }}$ To reduce noise, only elements with $|z|>6$ are shown. $N=1000, \gamma=2.0$

Because SC does not fix the prescribed constraint for every graph, a node with expected degree 1 could take on an actual degree of $0,1,2$ or more. If the node has actual degree 0 , then the edge must be distributed elsewhere. The remaining part of the graph must become denser, thus, increasing the clustering of the whole graph, as shown in Figure 3.6. To determine whether this explains the difference between SC and HC , we examine graphs whose prescribed degree is much larger than 1 and therefore avoid this "pitfall". As we show in regular random graphs, SC still predicts higher transitivity for graphs where the prescribed degree is much larger than 1.


Figure 3.6: Graphs with same expected degree sequence but generated with different methods. $N=316, \gamma=2.0$

### 3.4 Result for regular random graphs

Simple undirected k-regular graph requires all nodes have same prescribed degree $d$. This provides a model where the prescribed degree can be set to much larger than 1 . We limit our study to networks of size 316. As Figure 3.7 shows, the distributions of transitivity for various prescribed degrees differ greatly for SC and HC. While SC has a large spread, HC has a much lower standard deviation, especially for larger prescribed degrees. The two methods also are not centered around the same value with SC predicting higher transitivity.

Figure 3.8 shows the mean and standard deviation of $C C_{g}$ from SC (blue) and HC (red) methods, and their predicted values for a random graph of size 316 with prescribed degree $d$ using Table 3.1.

Table 3.1: Comparison between hard and soft constraint methods on regular random graphs

|  | hard constraint | soft constraint |
| :---: | :---: | :---: |
| $\mu_{\Delta}$ | $\frac{N(N-1)}{(N-2)^{2}} \frac{(d-1)^{3}}{6}$ | $N(N-1)(N-2) p^{3} / 6$ |
| $\sigma_{\Delta}^{2}$ | $\frac{(d-1)^{3}(N-2-d)^{3}}{6(N-4)^{3}} *$ | $\sim N^{4} p^{5}(1-p) / 2$ |
| $\mu_{V}$ | $N d(d-1) / 2$ | $N(N-1)(N-2) p^{2} / 2$ |
| $\sigma_{V}^{2}$ | 0 | $\sim 2 N^{4} p^{3}(1-p)$ |
| $\rho$ | - | observation: 1 for large $p$ |
| $\mu_{C C_{g}}$ | $\frac{N-1}{(N-2)^{2}} \frac{(d-1)^{2}}{d}$ | $p$ |
| $\sigma_{C C_{g}}^{2}$ | $\frac{3^{2} \sigma_{\Delta}^{2}}{\mu_{V}^{2}}$ | $\frac{\sigma_{x / y}^{2}}{\mu_{x / y}^{2}}=\frac{\sigma_{x}^{2}}{\mu_{x}^{2}}+\frac{\sigma_{y}^{2}}{\mu_{y}^{2}}-2 \rho \frac{\sigma_{x}}{\mu_{x}} \frac{\sigma_{y}}{\mu_{y}}$ |

Here we use a HC which produces identical results to link-swap, known as sequential importance sampling [46, 164] because for dense graphs link-swap becomes prohibitively slow. Using link-swap, we were able to reach $k=273$, and results were identical to sequential importance sampling up to this point. The standard deviations


Figure 3.7: PDF for transitivity measured on regular random graphs with degree, k , and size 316. Figures display various k, and the resulting SC (blue dashed) and HC (red) distributions.


Figure 3.8: $C C_{g}$ minus baseline $p=d /(N-1)$ for regular random graph with number of nodes $N=316$ and degree $d$ using hard (red) and soft (blue) constraint methods. Thick colored lines are the mean value. Thin colored lines show standard deviation of the $C C_{g}$ distribution. Black continuous lines show theoretical prediction using Table 3.1. Black dashed line is from Eq. 3.25. The inset figure shows mean $C C_{g}$ instead of $C C_{g}-p$.
for each k are also shown.

As shown in Figure 3.8, theoretical results in Table 3.1 agree with the data pretty well. In next section we'll explain the theory and argument behind Table 3.1.

### 3.5 Theoretical explanation of Table 3.1 for regular random graphs

For regular graph with number of nodes $N$ and degree of each node $d \geq 2$, define $p=$ $d /(N-1)$. For number of triangles $N_{\Delta}$ and number of connected triples $N_{V}$, we want to estimate their mean $\mu$, variance $\sigma^{2}$ and correlation $\rho$, and use those distribution parameters to calculate the mean and variance of global clustering coefficient $C C_{g}$.

### 3.5.1 Theory for hard constraint methods

According to Corollary 2.19 in [23], the number of $i$-cycles in a random graph with node number $N$ and degree $d$ are asymptotically independent Poisson random variables with mean and variance $\lambda_{i}=(d-1)^{i} /(2 i)$.

For $i=3, \lambda_{3}=(d-1)^{3} / 6$. If $d=N-1, \lambda_{3}=(N-2)^{3} / 6$.

However, for complete graph $d=N-1$ the number of triangles $\mu_{\Delta}(N-1)=$ $\binom{N}{3}=N(N-1)(N-2) / 6 \neq(N-2)^{3} / 6=\lambda_{3}$.

In order to resolve this inconsistency, we can try to multiply $\lambda_{3}$ by a finite size correction factor $N(N-1) /(N-2)^{2}$.

Thus, the mean of number of triangles $\mu_{\Delta}$ is

$$
\begin{equation*}
\mu_{\Delta}(d)=\frac{N(N-1)}{(N-2)^{2}} \frac{(d-1)^{3}}{6} . \tag{3.10}
\end{equation*}
$$

To estimate the variance of number of triangles $\sigma_{\Delta}^{2}(d)$, we need to make use of the symmetry that $\sigma_{\Delta}^{2}(d)=\sigma_{\Delta}^{2}(N-1-d)$.

Based on the expression of $\lambda_{3}, \sigma_{\Delta}^{2}(d) \propto(d-3)^{3}$. Using the symmetry above, $\sigma_{\Delta}^{2}(d) \propto(d-1)^{3}(N-1-d-1)^{3}=(d-1)^{3}(N-2-d)^{3}$. Define $\sigma_{\Delta}^{2}(d)=(d-1)^{3}(N-$ $2-d)^{3} B$ where $B$ is an unknown factor.

For small $d, \sigma_{\Delta}^{2}(d)$ and $\lambda_{3}(d)$ shouldn't be too different. Assuming for $d=2$, $\sigma_{\Delta}^{2}(d)=\lambda_{3}(d)$, we have $(2-1)^{3}(N-2-2)^{3} B=(2-1)^{3} / 6$. Thus, $B=\frac{1}{6(N-4)^{3}}$ and the variance of number of triangles:

$$
\begin{equation*}
\sigma_{\Delta}^{2}(d)=\frac{(d-1)^{3}(N-2-d)^{3}}{6(N-4)^{3}}, \tag{3.11}
\end{equation*}
$$

where $d<N-1$.

For regular random graph with degree $d$ the same for every node, the number of connected triples is $N\binom{d}{2}=N d(d-1) / 2$. Thus, the mean $\mu_{V}(d)$ and variance $\sigma_{V}^{2}(d)$ are

$$
\begin{equation*}
\mu_{V}(d)=N d(d-1) / 2 \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma_{V}^{2}(d)=0 \tag{3.13}
\end{equation*}
$$

Since $\sigma_{V}^{2}(d)=0$, the correlation $\rho$ between number of triangles $N_{\Delta}$ and number of connected triples $N_{V}$ is undefined.

Since the global clustering coefficient is defined as $C C_{g}=3 N_{\Delta} / N_{V}$, the mean of
global clustering coefficient $\mu_{C C_{g}}$ is

$$
\begin{equation*}
\mu_{C C_{g}}(d)=\frac{3 \mu_{\Delta}(d)}{\mu_{V}(d)}=3 \frac{N(N-1)}{(N-2)^{2}} \frac{(d-1)^{3}}{6} \frac{2}{N d(d-1)}=\frac{N-1}{(N-2)^{2}} \frac{(d-1)^{2}}{d} . \tag{3.14}
\end{equation*}
$$

Since $\sigma_{V}^{2}=0$, the variance of global clustering coefficient $\sigma_{C C_{g}}^{2}$ can be calculated using

$$
\begin{equation*}
\sigma_{C C_{g}}^{2}(d)=\frac{3^{2} \sigma_{\Delta}^{2}(d)}{\mu_{V}(d)^{2}}=\frac{9 \times 4}{N^{2} d^{2}(d-1)^{2}} \frac{(d-1)^{3}(N-2-d)^{3}}{6(N-4)^{3}}=\frac{6(d-1)(N-2-d)^{3}}{d^{2} N^{2}(N-4)^{3}} . \tag{3.15}
\end{equation*}
$$

### 3.5.2 Theory for soft constraint methods

Generating random regular graphs using soft constraint method is the same as generating random graphs using Erdos-Renyi model, where each pair of nodes is independently connected with identical probability $p=d /(N-1)$.

For any three nodes $i, j, k$ randomly chosen from all $\binom{N}{3}$ combinations, in order for $i, j, k$ to form a triangle, the elements of adjacency matrix $A_{i j}=1, A_{j k}=1, A_{k i}=1$. Since they are connected independently, the probability for all three edges to be connected is $P\left(A_{i j}=1, A_{j k}=1, A_{k i}=1\right)=p^{3}$. Thus, the expected value, or mean of number of triangles $\mu_{\Delta}(p)$ is

$$
\begin{equation*}
\mu_{\Delta}(p)=\binom{N}{3} p^{3}=N(N-1)(N-2) p^{3} / 6 \tag{3.16}
\end{equation*}
$$

From now on we'll skip the $(p)$ notation and simply write $\mu_{\Delta}, \sigma_{\Delta}^{2}$, etc. Just remember those are functions of $p$.

Following the method in [74, 136], define $Y_{i j k}=1$ if $i, j, k$ forms a triangle and $Y_{i j k}=0$ if they don't. Then the number of triangles $N_{\Delta}=\sum_{i, j, k} Y_{i j k}$. The
variance $\sigma_{\Delta}^{2}=E\left(N_{\Delta}^{2}\right)-\mu_{\Delta}^{2}$, where $E\left(N_{\Delta}^{2}\right)$ is the expected value of $N_{\Delta}^{2} \cdot N_{\Delta}^{2}=$ $\sum_{i j k, i^{\prime} j^{\prime} k^{\prime}} Y_{i j k} Y_{i^{\prime} j^{\prime} k^{\prime}}$.

To compute the expected value of $Y_{i j k} Y_{i^{\prime} j^{\prime} k^{\prime}}$, we need to consider the probability $P\left(Y_{i j k}=1, Y_{i^{\prime} j^{\prime} k^{\prime}}=1\right)$. But since $i j k$ and $i^{\prime} j^{\prime} k^{\prime}$ are not necessarily different, we need to consider different situations.

If $i j k$ and $i^{\prime} j^{\prime} k^{\prime}$ share 3 nodes, then $P\left(Y_{i j k}=1, Y_{i^{\prime} j^{\prime} k^{\prime}}=1\right)=p^{3}$, and there is $\binom{N}{3}\binom{3}{3}=1\binom{N}{3}$ case.

If $i j k$ and $i^{\prime} j^{\prime} k^{\prime}$ share 2 nodes, then $P\left(Y_{i j k}=1, Y_{i^{\prime} j^{\prime} k^{\prime}}=1\right)=p^{5}$, and there are $\binom{N}{4}\binom{4}{2}\binom{2}{1}\binom{1}{1}=12\binom{N}{4}$ cases.

If $i j k$ and $i^{\prime} j^{\prime} k^{\prime}$ share 1 node, then $P\left(Y_{i j k}=1, Y_{i^{\prime} j^{\prime} k^{\prime}}=1\right)=p^{6}$, and there are $\binom{N}{5}\binom{5}{2}\binom{3}{2}\binom{1}{1}=30\binom{N}{5}$ cases.

If $i j k$ and $i^{\prime} j^{\prime} k^{\prime}$ share 0 nodes, then $P\left(Y_{i j k}=1, Y_{i^{\prime} j^{\prime} k^{\prime}}=1\right)=p^{6}$, and there are $\binom{N}{6}\binom{6}{3}\binom{3}{3}=20\binom{N}{6}$ cases.

Thus, the variance of number of triangles

$$
\begin{equation*}
\sigma_{\Delta}^{2}=E\left(N_{\Delta}^{2}\right)-\mu_{\Delta}^{2}=\binom{N}{3} p^{3}+12\binom{N}{4} p^{5}+30\binom{N}{5} p^{6}+20\binom{N}{6} p^{6}-\binom{N}{3}^{2} p^{6} . \tag{3.17}
\end{equation*}
$$

Since

$$
\begin{aligned}
& 30\binom{N}{5}+20\binom{N}{6}-\binom{N}{3}^{2} \\
= & N(N-1)(N-2)(N-3)(N-4) / 4 \\
& +N(N-1)(N-2)(N-3)(N-4)(N-5) / 36 \\
& -N^{2}(N-1)^{2}(N-2)^{2} / 36 \\
= & N^{5} / 4-(1+2+3+4) N^{4} / 4+O\left(N^{3}\right) \\
& +N^{6} / 36-(1+2+3+4+5) N^{5} / 36 \\
& +(2+3+4+5+6+8+10+12+15+20) N^{4} / 36+O\left(N^{3}\right) \\
& -N^{2}\left(N^{2}-3 N+2\right)^{2} / 36 \\
= & N^{5} / 4-5 N^{4} / 2+N^{6} / 36-15 N^{5} / 36+85 N^{4} / 36+O\left(N^{3}\right) \\
& -N^{2}\left(N^{4}+9 N^{2}-6 N^{3}+4 N^{2}+O(N)\right) / 36 \\
= & N^{5} / 4-5 N^{4} / 2+N^{6} / 36-15 N^{5} / 36+85 N^{4} / 36-N^{6} / 36+N^{5} / 6-13 N^{4} / 36+O\left(N^{3}\right) \\
= & -N^{4} / 2+O\left(N^{3}\right),
\end{aligned}
$$

for large $N$ and not too small $p$, ignoring $O\left(N^{3}\right)$ terms, $\sigma_{\Delta}^{2}$ can be simplified as

$$
\begin{equation*}
\sigma_{\Delta}^{2} \approx N^{4}\left(p^{5}-p^{6}\right) / 2=N^{4} p^{5}(1-p) / 2 . \tag{3.18}
\end{equation*}
$$

Using same method, we can calculate the number of connected triples $N_{V}$. Define $L_{i j k}$ the number of connected triples formed by 3 randomly chosen nodes $i, j, k$. Then $N_{V}=\sum_{i, j, k} L_{i j k} . L$ can take values 0,1 and 3 . The expected value $E\left(L_{i j k}\right)=$ $\binom{3}{2} p^{2}(1-p)+3\binom{3}{3} p^{3}=3 p^{2}$.

Thus, the mean of number of connected triples:

$$
\begin{equation*}
\mu_{V}=\binom{N}{3} E(L)=N(N-1)(N-2) p^{2} / 2 . \tag{3.19}
\end{equation*}
$$

To calculate the variance $\sigma_{V}^{2}=E\left(N_{V}^{2}\right)-\mu_{V}^{2}$, where $N_{V}^{2}=\sum_{i j k, i^{\prime} j^{\prime} k^{\prime}} L_{i j k} L_{i^{\prime} j^{\prime} k^{\prime} k^{\prime}}$, we need to consider the probability $P\left(L_{i j k}=1, L_{i^{\prime} j^{\prime} k^{\prime}}=1\right)$.

If $i j k$ and $i^{\prime} j^{\prime} k^{\prime}$ share 3 nodes $i, j, k$, then $E\left(L_{i j k}\right)=3 p^{2}$.

If $i j k$ and $i^{\prime} j^{\prime} k^{\prime}$ share 2 nodes $i, j$, then

$$
\begin{aligned}
E\left(L_{i j k} L_{i j k^{\prime}}\right) & =P\left(A_{i j}=1\right) E\left(L_{i j k} \mid A_{i j}=1\right)^{2}+P\left(A_{i j}=0\right) E\left(L_{i j k} \mid A_{i j}=0\right)^{2} \\
& =p\left(2 p(1-p)+3 p^{2}\right)^{2}+(1-p)\left(p^{2}\right)^{2} \\
& =p^{3}\left(p^{2}+4 p+4\right)+p^{4}-p^{5} \\
& =5 p^{4}+4 p^{3} .
\end{aligned}
$$

If $i j k$ and $i^{\prime} j^{\prime} k^{\prime}$ share 1 node $i$, then $E\left(L_{i j k} L_{i j^{\prime} k^{\prime}}\right)=E\left(L_{i j k}\right) E\left(L_{i j^{\prime} k^{\prime}}\right)=9 p^{4}$.

If $i j k$ and $i^{\prime} j^{\prime} k^{\prime}$ share 0 nodes, then $E\left(L_{i j k} L_{i^{\prime} j^{\prime} k^{\prime}}\right)=E\left(L_{i j k}\right) E\left(L_{i^{\prime} j^{\prime} k^{\prime}}\right)=9 p^{4}$.
Thus, the variance of number of connected triples:

$$
\begin{equation*}
\sigma_{V}^{2}=E\left(N_{V}^{2}\right)-\mu_{V}^{2}=\binom{N}{3} 3 p^{2}+12\binom{N}{4}\left(5 p^{4}+4 p^{3}\right)+\left(30\binom{N}{5}+20\binom{N}{6}-\binom{N}{3}^{2}\right) 9 p^{4} . \tag{3.20}
\end{equation*}
$$

For large $N$ and not too small $p$,

$$
\begin{equation*}
\sigma_{V}^{2} \approx N^{4}\left(5 p^{4}+4 p^{3}-9 p^{4}\right) / 2=2 N^{4} p^{3}(1-p) \tag{3.21}
\end{equation*}
$$

We observed that correlation $\rho$ between number of triangles $N_{\Delta}$ and number of connected triples $N_{V}$ approaches 1 for sufficiently large $p$.

Thus, the mean of global clustering coefficient

$$
\begin{equation*}
\mu_{C C_{g}}=\frac{3 \mu_{\Delta}}{\mu_{V}}=\frac{3 N(N-1)(N-2) p^{3} / 6}{N(N-1)(N-2) p^{2} / 2}=p \tag{3.22}
\end{equation*}
$$

and the variance of global clustering coefficient can be calculated using

$$
\begin{equation*}
\frac{\sigma_{x / y}^{2}}{\mu_{x / y}^{2}}=\frac{\sigma_{x}^{2}}{\mu_{x}^{2}}+\frac{\sigma_{y}^{2}}{\mu_{y}^{2}}-2 \rho \frac{\sigma_{x}}{\mu_{x}} \frac{\sigma_{y}}{\mu_{y}} . \tag{3.23}
\end{equation*}
$$

For large $N$ and not too small $p$, we can use the approximations $\mu_{\Delta} \approx N^{3} p^{3} / 6$, $\sigma_{\Delta}^{2} \approx N^{4} p^{5}(1-p) / 2, \mu_{V} \approx N^{3} p^{2} / 2, \sigma_{V}^{2} \approx 2 N^{4} p^{3}(1-p)$, and $\rho \approx 1$.

Then

$$
\begin{aligned}
\frac{\sigma_{\Delta / V}^{2}}{\mu_{\Delta / V}^{2}} & =\frac{\sigma_{\Delta}^{2}}{\mu_{\Delta}^{2}}+\frac{\sigma_{V}^{2}}{\mu_{V}^{2}}-2 \rho \frac{\sigma_{\Delta}}{\mu_{\Delta}} \frac{\sigma_{V}}{\mu_{V}} \\
& \approx \frac{N^{4} p^{5}(1-p) / 2}{N^{6} p^{6} / 36}+\frac{2 N^{4} p^{3}(1-p)}{N^{6} p^{4} / 4}-2 \frac{\sqrt{N^{4} p^{5}(1-p) / 2 \times 2 N^{4} p^{3}(1-p)}}{N^{3} p^{3} / 6 \times N^{3} p^{2} / 2} \\
& =\frac{18(1-p)}{N^{2} p}+\frac{8(1-p)}{N^{2} p}-\frac{24(1-p)}{N^{2} p}=\frac{2(1-p)}{N^{2} p} .
\end{aligned}
$$

Thus,

$$
\begin{gather*}
\sigma_{\Delta / V}^{2} \approx \frac{2(1-p)}{N^{2} p} \mu_{\Delta / V}^{2}=\frac{2(1-p)}{N^{2} p}\left(\frac{N^{3} p^{3} / 6}{N^{3} p^{2} / 2}\right)^{2}=\frac{2 p(1-p)}{9 N^{2}},  \tag{3.24}\\
\sigma_{C C_{g}}^{2}=\sigma_{3 \Delta / V}^{2}=3^{2} \sigma_{\Delta / V}^{2} \approx \frac{2 p(1-p)}{N^{2}} . \tag{3.25}
\end{gather*}
$$

This expression successfully captures the behaviour of $\sigma_{C C_{g}}^{2}$ at large $p$ but fails at small $p$. So it is recommended to use the complete expression instead of the approximation.

### 3.6 Conclusion

In conclusion, we show that the SC methods are biased toward networks with higher transitivity on structurally constrained graphs when compared to HC methods. By comparing the transitivity of graphs generated from scale-free degree sequences using the exponential random graph model and link-swap; we observe divergence in the structural characteristics. For scale-free degree sequences this divergence occurs when
$2<\gamma<3$, a region where known structural constraints come into play [45]. Similar results on k-regular graphs show that SC systematically overestimates transitivity compared with HC. In conjunction with other known disadvantages of using softconstrained methods notably, degeneracy [114, 76, 62], we urge extreme caution be exercised when using ERGM and other soft-constrained methods.

## Chapter 4

## Preferred degree extreme dynamics

### 4.1 Introduction

In previous sections, we discussed different methods to generate ensemble of graphs having a certain degree sequence. However, we didn't talk about why and how the group of nodes are connected in a certain way. This is exactly what we expected from a null model: making good use of known information while making as few assumptions as possible of the unknown.

On the other hand, real-world networks can be understood as emergent phenomena coming from some dynamics or rules followed by each node, like preferential attachment [4]. Generating graphs using some rules or dynamics means we are making assumptions not directly observed in the data. When doing this, we lose the ability to generate all possible graphs with uniform probability. But we might find interesting phenomena coming from the dynamics.

To generate graphs with prescribed degree sequence, we can use the "preferred
degree extreme dynamics" [168]:

- Each node $i$ has a preferred degree $\kappa_{i}$.
- At every time step a random node $i$ is chosen.
- If its actual degree $k_{i}>\kappa_{i}$, it randomly chooses one of its neighbors and cut the link.
- If $k_{i}<\kappa_{i}$, it randomly chooses one of the nodes not yet connected to it and connect.
- If $k_{i}=\kappa_{i}$, it does nothing.

This model is extreme in the sense that any node, when given a chance, will try to make its actual degree closer to its preferred degree, regardless of how different they are, and regardless of the effect of this move on other nodes. This is different from simulated annealing, where the whole system accepts a move with probability determined by a global cost function.

This extreme dynamics, in this general form, is difficult to study analytically. To simplify the problem, we introduce the following two models:

- eXtreme Introverts and Extroverts (XIE): two types of nodes, $N_{I}$ introverts with $\kappa_{I}=0$ and $N_{E}$ extroverts with $\kappa_{E}=N_{I}+N_{E}-1$
- Generalized Introverts and Extroverts (GIE): $0 \leq \kappa_{I} \leq \kappa_{E} \leq N_{I}+N_{E}-1$

Previous study shows that XIE has mixed order phase transition [14], while GIE with non-integer preferred degree shows non-equilibrium effect [58].

### 4.2 XIE will reach equilibrium

In XIE dynamics, starting from any initial condition and letting the system evolve, finally the system will reach and stay in a subset of configurations, or states, where all introverts are disconnected from other introverts, and all extrovert are connected with other introverts. Only the cross-link between introverts and extroverts will change. Those states can be represented by their incidence matrices $I$.

Previous results show that XIE will reach equilibrium [14]. Below is a detailed proof for reader's convenience.

### 4.2.1 Ergodicity

Since for any element $I_{i j}$ in the incidence matrix, if $I_{i j}=1$, then there is a probability $1 / N_{I} \neq 0$ that introvert $i$ is chosen, and probability $1 / k_{i} \neq 0$ that introvert $i$ cut this link, making $I_{i j}=0$. Similarly, if $I_{i j}=0$, then there is a probability $1 / N_{E} \neq 0$ that extrovert $j$ is chosen, and probability $1 / p_{j} \neq 0$ that extrovert $j$ add this link, making $I_{i j}=1$. Here $p_{j}=N_{I}+N_{E}-k_{j}$ means the number of nodes that are not connected with $j$. Thus, for any element in the incidence matrix, there is a non-zero probability for it to flip its value.

The configuration space of the incidence matrix is a hypercube with $N_{I} N_{E}$ dimensions. Since all directed edges of this hypercube have non-zero transition probability, the system is ergodic.

### 4.2.2 Detailed balance

### 4.2.2.1 General idea

In order to prove detailed balance, we can use Kolmogorov's criterion [86], which says that detailed balance is satisfied if and only if any loop of any length is reversible.

We first show that a combination of loops is reversible if all the components are reversible and have finite product of probabilities.

We know [14] that in XIE any loop with length 4 is reversible.

If we assume any loop with length $n$ is reversible, then for any loop with length $n+2$, by considering the subspace of an active element in the state vector, the loop can be written as a combination of a loop with length $n$ and a loop that is a combination of loops with length 4 . Thus, any loop with length $n+2$ is also reversible.

Thus, any loop is reversible.

Thus, XIE satisfies detailed balance.

### 4.2.2.2 Definition

Consider a set of states $s_{i} \in S$. The transition probability from $s_{i}$ to $s_{j}$ is $p_{s_{i} s_{j}}$. A loop $s_{1} s_{2} \cdots s_{n} s_{1}$ is reversible if and only if $p_{s_{1} s_{2}} p_{s_{2} s_{3}} \cdots p_{s_{n} s_{1}}=p_{s_{1} s_{n}} p_{s_{n} s_{n-1}} \cdots p_{s_{2} s_{1}}$.

### 4.2.2.3 Combination of loops

Consider two reversible loops sharing a path. Loop A $s_{1}^{C} \cdots s_{m}^{C} s_{1}^{A} \cdots s_{p}^{A} s_{1}^{C}$ and loop B $s_{1}^{C} \cdots s_{m}^{C} s_{1}^{B} \cdots s_{q}^{B} s_{1}^{C}$ have common path $s_{1}^{C} \cdots s_{m}^{C}$.

Since the two loops are reversible,

$$
\begin{align*}
& p_{s_{1}^{C} s_{2}^{C}} \cdots p_{s_{m}^{G} s_{1}^{A}} p_{s_{1}^{A} s_{2}^{A}} \cdots p_{s_{p}^{A} s_{1}^{C}}=p_{s_{1}^{G} s_{p}^{A}} \cdots p_{s_{2}^{A} s_{1}^{A}} p_{s_{1}^{A} s_{m}^{C}} \cdots p_{s_{2}^{C} s_{1}^{C}},  \tag{4.1}\\
& p_{s_{1}^{C} s_{q}^{B}} \cdots p_{s_{2}^{B} s_{1}^{B}} p_{s_{1}^{B} s_{m}^{C}} \cdots p_{s_{2}^{C} s_{1}^{C}}=p_{s_{1}^{C} s_{2}^{C}} \cdots p_{s_{m}^{C} s_{1}^{B}} p_{s_{1}^{B} s_{2}^{B}} \cdots p_{s_{q}^{B} s_{1}^{C}} . \tag{4.2}
\end{align*}
$$

Multiply Eq.4.1 with Eq.4.2 and divide both sides by the common factor

$$
\begin{equation*}
p_{s_{m}^{C} s_{m-1}^{C}} \cdots p_{s_{2}^{C} s_{1}^{C}} p_{s_{1}^{C} s_{2}^{C}} \cdots p_{s_{m-1}^{C} s_{m}^{C}} \tag{4.3}
\end{equation*}
$$

as long as it is not zero, we have

$$
\begin{align*}
& p_{s_{m}^{G}} s_{1}^{A} \tag{4.4}
\end{align*} p_{s_{1}^{A} s_{2}^{A}} \cdots p_{s_{p}^{A} s_{1}^{C}} p_{s_{1}^{C} s_{q}^{B}} \cdots p_{s_{2}^{B} s_{1}^{B}} p_{s_{1}^{B} s_{m}^{C}}, ~=p_{s_{1}^{C} s_{p}^{A}} \cdots p_{s_{2}^{A} s_{1}^{A}} p_{s_{1}^{A} s_{m}^{C}} p_{s_{m}^{C} s_{1}^{B}} p_{s_{1}^{B} s_{2}^{B}} \cdots p_{s_{q}^{B} s_{1}^{C}} .
$$

Thus, loop $s_{m}^{C} s_{1}^{A} \cdots s_{p}^{A} s_{1}^{C} s_{q}^{B} \cdots s_{1}^{B} s_{m}^{C}$ is reversible.
Thus, a combination of loops is reversible if all the individual loops are reversible, and there is no zero-transition-probability on any path.

### 4.2.2.4 XIE basic loops

We can describe an XIE state by its incidence matrix. Let's write the incidence matrix in one column and call it state vector. Since neighboring states are different by one element, the state vectors form a hypercube.

Consider loops with 2 moving elements and 4 states.

In XIE, whether the 2 elements are chosen from (1) same row, (2) same column or (3) different rows and columns from the incidence matrix, we can prove [14] from the transition probabilities that all those loops are reversible.

### 4.2.2.5 Induction

We know that any loop with length 4 is reversible.

Assume any loop with length $n$ is reversible.

We want to prove that any loop with length $n+2$ is also reversible. (For hypercube, length of a loop must be even number.)

For an arbitrary loop $s_{0} s_{1} \cdots s_{n+1} s_{0}$ with length $n+2$, there must exist at least 1 element in the state vector that changes its value as we go around the loop. Without loss of generality, let's call this active element $a$ and let $a=0$ for state $s_{0}$ and $a=1$ for $s_{1}$. Then we can go along the loop until the first time $a$ changes from 1 back to 0 . Let's say $a=1$ for $s_{m}$ and $a=0$ for $s_{m+1}$. Thus, $a=1$ for $s_{1}, s_{2}, \cdots, s_{m}$.

Now let's consider new states $s_{1}^{\prime}, s_{2}^{\prime}, \cdots, s_{m}^{\prime}$, which are the same as $s_{1}, s_{2}, \cdots$, $s_{m}$ except that $a=0$. Obviously $s_{1}^{\prime}=s_{0}$ and $s_{m}^{\prime}=s_{m+1}$.

Now consider two loops

$$
\begin{gather*}
A: s_{1}^{\prime} s_{2}^{\prime} \cdots s_{m}^{\prime} s_{m+2} s_{m+3} \cdots s_{n+1} s_{1}^{\prime}  \tag{4.6}\\
B: s_{1} s_{2} \cdots s_{m} s_{m}^{\prime} s_{m-1}^{\prime} \cdots s_{1}^{\prime} s_{1} \tag{4.7}
\end{gather*}
$$

Loop A has $n$ states, thus, from the induction condition, loop A is reversible.

Consider loops $s_{1} s_{2} s_{2}^{\prime} s_{1}^{\prime}, s_{2} s_{3} s_{3}^{\prime} s_{2}^{\prime}, \cdots, s_{m-1} s_{m} s_{m}^{\prime} s_{m-1}^{\prime}$. Those loops are all of length 4 , thus reversible.

$$
\begin{align*}
& p_{s_{1} s_{2}} p_{s_{2} s_{2}^{\prime}} p_{s_{2}^{\prime} s_{1}^{\prime}} p_{s_{1}^{\prime} s_{1}}=p_{s_{1} s_{1}^{\prime}} p_{s_{1}^{\prime} s_{2}^{\prime}} p_{s_{2}^{\prime} s_{2}} p_{s_{2} s_{1}},  \tag{4.8}\\
& p_{s_{2} s_{3}} p_{s_{3} s_{3}^{\prime}} p_{s_{3}^{\prime} s_{2}^{\prime}} p_{s_{2}^{\prime} s_{2}}=p_{s_{2} s_{2}^{\prime}} p_{s_{2}^{\prime} s_{3}^{\prime}} p_{s_{3}^{\prime} s_{3}} p_{s_{3} s_{2}}, \tag{4.9}
\end{align*}
$$

$$
\begin{equation*}
p_{s_{m-1} s_{m}} p_{s_{m} s_{m}^{\prime}} p_{s_{m}^{\prime} s_{m-1}^{\prime}} p_{s_{m-1}^{\prime} s_{m-1}}=p_{s_{m-1} s_{m-1}^{\prime}} p_{s_{m-1}^{\prime}} s_{m}^{\prime} p_{s_{m}^{\prime} s_{m}} p s_{m} s_{m-1} . \tag{4.10}
\end{equation*}
$$

Multiply both sides and divide by common factor,

$$
\begin{equation*}
p_{s_{2} s_{2}^{\prime}} p_{s_{2}^{\prime} s_{2}} p_{s_{3} s_{3}} p_{s_{3}^{\prime} s_{3}} \cdots p_{s_{m-1} s_{m-1}^{\prime}} p_{s_{m-1}^{\prime} s_{m-1}} \tag{4.11}
\end{equation*}
$$

we have,

$$
\begin{align*}
& p_{s_{1} s_{2}} p_{s_{2} s_{3}} \cdots p_{s_{m-1} s_{m}} p_{s_{m} s_{m}^{\prime}} p_{s_{m}^{\prime} s_{m-1}^{\prime}} \cdots p_{s_{2}^{\prime} s_{1}^{\prime}} p_{s_{1}^{\prime} s_{1}}  \tag{4.12}\\
&=p_{s_{1}^{\prime} s_{2}^{\prime}} p_{s_{2}^{\prime} s_{3}^{\prime}} \cdots p_{s_{m-1}^{\prime} s_{m}^{\prime}} p_{s_{m}^{\prime} s_{m}} p_{s_{m} s_{m-1}} \cdots p_{s_{2} s_{1}} p_{s_{1} s_{1}^{\prime}} . \tag{4.13}
\end{align*}
$$

Which is the probability product of loop B. Thus, loop B is reversible.

Now that both loop A and loop B are reversible, their combination, which is the original loop with length $n+2$, is also reversible.

This completes the inductive step.

Thus, for any loop with any length, the loop will be reversible.

### 4.3 XIE: degree distribution, cross-link distribution and correlation.

Previous studies use a mean field approach to estimate XIE degree distribution, which works fine when $N_{I} \neq N_{E}$. To get a more accurate result for the case $N_{I}=N_{E}$, we define Fixed cross-link XIE (fXIE) ensemble, which is a "cross-section" of XIE at a fixed number of cross-links. Using a self-consistent mean field approach, we can get the fXIE degree distribution. Then from fXIE degree distribution we can get XIE degree distribution, cross-link distribution, and correlation.

### 4.3.1 fXIE degree distribution is truncated Poisson

Using same argument as in [14], we can show that fXIE degree distribution is truncated Poisson.

For degree $k \geq 0$, the relationship between degree density $\rho_{I}(k)$ and transition probability $R(k \rightarrow k+1)$ satisfies the detailed balance:

$$
\begin{equation*}
\rho_{I}(k) R(k \rightarrow k+1)=\rho_{I}(k+1) R(k+1 \rightarrow k) . \tag{4.14}
\end{equation*}
$$

Given $X, N_{I}, N_{E}$ : In order for a certain introvert with degree $k+1$ to cut one link, it only needs to be chosen (with probability $\frac{1}{N_{I}+N_{E}}$ ):

$$
\begin{equation*}
R(k+1 \rightarrow k)=\frac{1}{N_{I}+N_{E}} \tag{4.15}
\end{equation*}
$$

For a certain introvert with degree $k$ to add one link, one of the extroverts which haven't link to this introvert must be chosen (with probability $\frac{N_{E}-k}{N_{I}+N_{E}}$ ), and it must add one link with this introvert (with probability $<\frac{1}{p_{E}}>$ )

$$
\begin{equation*}
R(k \rightarrow k+1)=\frac{N_{E}-k}{N_{I}+N_{E}}<\frac{1}{p_{E}}> \tag{4.16}
\end{equation*}
$$

where $p_{E}$ is hole degree of extrovert and $<\frac{1}{p_{E}}>$ is the average of reciprocal of $p_{E}$.
Thus,

$$
\begin{equation*}
\frac{\rho_{I}(k+1)}{\rho_{I}(k)}=\frac{R(k \rightarrow k+1)}{R(k+1 \rightarrow k)}=\left(N_{E}-k\right)<\frac{1}{p_{E}}>. \tag{4.17}
\end{equation*}
$$

Since

$$
\begin{equation*}
\frac{\rho_{I}(k)}{\rho_{I}(0)}=\frac{\rho_{I}(k)}{\rho_{I}(k-1)} \frac{\rho_{I}(k-1)}{\rho_{I}(k-2)} \cdots \frac{\rho_{I}(1)}{\rho_{I}(0)} \tag{4.18}
\end{equation*}
$$

we have

$$
\begin{align*}
\frac{\rho_{I}(k)}{\rho_{I}(0)} & =\left(N_{E}-k+1\right)\left(N_{E}-k+2\right) \cdots\left(N_{E}\right)<\frac{1}{p_{E}}>^{k}  \tag{4.19}\\
& =\frac{N_{E}!}{\left(N_{E}-k\right)!}<\frac{1}{p_{E}}>^{k}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\rho_{I}(k)=\frac{1}{Z(X)} \frac{N_{E}!}{\left(N_{E}-k\right)!}<\frac{1}{p_{E}}>^{k} . \tag{4.20}
\end{equation*}
$$

where

$$
\begin{align*}
Z(X) & =\sum_{k=0}^{N_{E}} \frac{N_{E}!}{\left(N_{E}-k\right)!}<\frac{1}{p_{E}}>^{k} \\
& =N_{E}!<\frac{1}{p_{E}}>^{N_{E}} \sum_{k=0}^{N_{E}} \frac{1}{\left(N_{E}-k\right)!}<\frac{1}{p_{E}}>^{k-N_{E}} \\
& =N_{E}!<\frac{1}{p_{E}}>^{N_{E}} \sum_{k=0}^{N_{E}} \frac{1}{\left(N_{E}-k\right)!}<\frac{1}{p_{E}}>^{-\left(N_{E}-k\right)}  \tag{4.21}\\
& =N_{E}!<\frac{1}{p_{E}}>^{N_{E}} \sum_{q=0}^{N_{E}} \frac{1}{q!}<\frac{1}{p_{E}}>^{-q} .
\end{align*}
$$

Let us define $f=\frac{X}{N_{I} N_{E}}$ and assume $p_{E}$ is a constant with value $p_{E}=N_{I}-\frac{X}{N_{E}}=$ $N_{I}\left(1-\frac{X}{N_{I} N_{E}}\right)=N_{I}(1-f)$. If we further assume $N_{I}=N_{E}=L$, then $p_{E}=L-\frac{X}{L}=$ $L(1-f)$.

Thus,

$$
\begin{align*}
\rho_{I}(k) & =\frac{1}{Z(X)} \frac{L!}{(L-k)!}\left(\frac{1}{L-X / L}\right)^{k}  \tag{4.22}\\
& =\frac{1}{Z(X)} \frac{L!}{(L-k)!}(L-X / L)^{-k}
\end{align*}
$$

and

$$
\begin{align*}
Z(X) & =L!\left(\frac{1}{L(1-f)}\right)^{L} \sum_{q=0}^{L} \frac{1}{q!}\left(\frac{1}{L(1-f)}\right)^{-q} \\
& =\frac{L!}{[L(1-f)]^{L}} \sum_{q=0}^{L} \frac{[L(1-f)]^{q}}{q!} . \tag{4.23}
\end{align*}
$$

This interpretation of the parameter in truncated Poisson distribution works fine as long as $f$ is neither too large nor too small, so that the probability of introverts having 0 degree (happy introverts) and the probability of extroverts having 0 hole degree (happy extroverts) can be safely ignored. Otherwise, we should solve the parameter in truncated Poisson distribution numerically in a self-consistent way.

### 4.3.2 Correlation between cross links in fXIE

### 4.3.2.1 Truncated Poisson degree distribution

For fixed crosslink XIE model where $N_{I}=N_{E}=N$ and crosslink $X$, define $f=\frac{X}{N^{2}}$, the introvert degree distribution is a truncated Poisson distribution

$$
\begin{equation*}
\rho(k)=\frac{1}{Z} \frac{\lambda^{N-k}}{(N-k)!}, \tag{4.24}
\end{equation*}
$$

where

$$
\begin{equation*}
Z=\sum_{0}^{N} \frac{\lambda^{N-k}}{(N-k)!}, \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{X}{N}=f N=\bar{k}=\sum_{0}^{N} k \rho(k) . \tag{4.26}
\end{equation*}
$$

Mean of truncated Poisson distribution can be calculated as follows:

Change variable $p=N-k, \zeta(p)=\rho(k)=\frac{1}{Z} \frac{\lambda^{p}}{p!}$, then $Z=\sum_{0}^{N} \frac{\lambda^{p}}{p!}$ remains the same.

$$
\begin{equation*}
\bar{p}=\sum_{0}^{N} p \zeta(p)=\sum_{0}^{N} \frac{p}{Z} \frac{\lambda^{p}}{p!}=\sum_{1}^{N} \frac{\lambda}{Z} \frac{\lambda^{p-1}}{(p-1)!}=\frac{\lambda}{Z} \sum_{0}^{N-1} \frac{\lambda^{p}}{p!}=\frac{\lambda}{Z}\left(Z-\frac{\lambda^{N}}{N!}\right) . \tag{4.27}
\end{equation*}
$$

Since $\rho(0)=\frac{1}{Z} \frac{\lambda^{N}}{N!}, \bar{p}=\lambda\left(1-\frac{1}{Z} \frac{\lambda^{N}}{N!}\right)=\lambda(1-\rho(0))$. Thus,

$$
\begin{equation*}
\lambda=\frac{\bar{p}}{1-\rho(0)}=\frac{N-\bar{k}}{1-\rho(0)}=\frac{N-\frac{X}{N}}{1-\rho(0)} . \tag{4.28}
\end{equation*}
$$

So the parameter $\lambda$ can be represented by happy introverts instead of happy extroverts.

Variance of truncated Poisson distribution can be calculated as follows.

First calculate

$$
\begin{align*}
\overline{p(p-1)} & =\sum_{0}^{N} p(p-1) \zeta(p)=\sum_{0}^{N} \frac{p(p-1)}{Z} \frac{\lambda^{p}}{p!}=\sum_{2}^{N} \frac{\lambda^{2}}{Z} \frac{\lambda^{p-2}}{(p-2)!} \\
& =\lambda^{2} \sum_{0}^{N-2} \frac{1}{Z} \frac{\lambda^{p}}{p!}=\lambda^{2}(1-\rho(0)-\rho(1)) . \tag{4.29}
\end{align*}
$$

Since $\rho(1)=\frac{1}{Z} \frac{\lambda^{N-1}}{(N-1)!}=\frac{N}{\lambda} \rho(0), \overline{p(p-1)}=\lambda^{2}\left(1-\rho(0)-\frac{N}{\lambda} \rho(0)\right)$. Since $\bar{p}=\lambda(1-\rho(0))$, $\rho(0)=1-\frac{\bar{p}}{\lambda}$. Thus,

$$
\begin{equation*}
\overline{p(p-1)}=\lambda^{2}\left(1-\left(1-\frac{\bar{p}}{\lambda}\right)-\frac{N}{\lambda}\left(1-\frac{\bar{p}}{\lambda}\right)\right)=\bar{p} \lambda-N \lambda+N \bar{p} . \tag{4.30}
\end{equation*}
$$

Second moment

$$
\begin{equation*}
\overline{p^{2}}=\overline{p(p-1)}+\bar{p}=\bar{p} \lambda-N \lambda+N \bar{p}+\bar{p} . \tag{4.31}
\end{equation*}
$$

Variance

$$
\begin{equation*}
\operatorname{var}(p)=\overline{p^{2}}-\bar{p}^{2}=\bar{p} \lambda-N \lambda+N \bar{p}+\bar{p}-\bar{p}^{2} . \tag{4.32}
\end{equation*}
$$

### 4.3.2.2 fXIE cross-link correlation

Given degree distribution, the correlation between two entries in the same row of the incidence matrix is

$$
\begin{align*}
\chi_{E E}^{*}=\frac{\overline{k^{2}}-\bar{k}}{N(N-1)}-\frac{\bar{k}^{2}}{N^{2}} & =\frac{\overline{k^{2}}}{N(N-1)}-\frac{f}{N-1}-f^{2},  \tag{4.33}\\
\chi_{E E} & =\frac{\chi_{E E}^{*}}{f(1-f)} . \tag{4.34}
\end{align*}
$$

Since $p=N-k, \operatorname{var}(k)=\operatorname{var}(p)$. Thus,

$$
\begin{equation*}
\overline{k^{2}}=\operatorname{var}(k)+\bar{k}^{2}=\bar{p} \lambda-N \lambda+N \bar{p}+\bar{p}-\bar{p}^{2}+\bar{k}^{2} . \tag{4.35}
\end{equation*}
$$

Since $\bar{k}=N f, \bar{p}=N-\bar{k}=N-N f=N(1-f)$,

$$
\begin{align*}
\overline{k^{2}} & =N(1-f) \lambda-N \lambda+N^{2}(1-f)+N(1-f)-N^{2}(1-f)^{2}+N^{2} f^{2}  \tag{4.36}\\
\chi_{E E}^{*} & =\frac{\overline{k^{2}}}{N(N-1)}-\frac{f}{N-1}-f^{2} \\
& =\frac{1}{N-1}\left(\frac{\overline{k^{2}}}{N}-f-(N-1) f^{2}\right) \\
& =\frac{1}{N-1}\left(\lambda-f \lambda-\lambda+N-N f+1-f-N-N f^{2}+2 N f+N f^{2}-f-N f^{2}+f^{2}\right) \\
& =\frac{1}{N-1}\left(f^{2}-2 f+1+N f-N f^{2}-\lambda f\right) \\
& =\frac{1}{N-1}\left((1-f)^{2}+N f(1-f)-\lambda f\right) . \tag{4.37}
\end{align*}
$$

Since $\lambda=\frac{\bar{p}}{1-\rho(0)}=\frac{N(1-f)}{1-\rho(0)}$,

$$
\begin{align*}
\chi_{E E}^{*} & =\frac{1}{N-1}\left((1-f)^{2}+N f(1-f)\left(1-\frac{1}{1-\rho(0)}\right)\right)  \tag{4.38}\\
& =\frac{1}{N-1}\left((1-f)^{2}-N f(1-f) \frac{\rho(0)}{1-\rho(0)}\right) \\
\chi_{E E} & =\frac{\chi_{E E}^{*}}{f(1-f)}=\frac{1}{N-1} \frac{1-f}{f}-\frac{N}{N-1} \frac{\rho(0)}{1-\rho(0)} . \tag{4.39}
\end{align*}
$$

### 4.3.2.3 Asymptotic Behaviour when $f \rightarrow 1, \rho(0) \rightarrow 0$

Though both terms in Eq.4.39 are small and approaches 0, the second term vanishes earlier. For sufficiently large $f, \rho(0)$ is effectively 0 , the second term can be ignored. Thus,

$$
\begin{equation*}
\chi_{E E} \rightarrow \frac{1}{N-1} \frac{1-f}{f}=\frac{1}{N-1}\left(\frac{1}{f}-1\right) . \tag{4.40}
\end{equation*}
$$



Figure 4.1: Scaling behaviour of $\chi_{E E}$ for different $N$ when $f$ is large. Black line is asymptotic result using Eq.4.40


Figure 4.2: Scaling behaviour of $\chi_{E E}$ for different $N$ when $f$ is large. Black line is asymptotic result using Eq.4.40

### 4.3.2.4 Asymptotic Behaviour when $f \rightarrow 0, \rho(0) \rightarrow 1$

Now that both terms in Eq. 4.39 go to infinity, the difference between the two is highly sensitive to the estimation of $\rho(0)$. Rather than using Eq.4.39, it's easier to make use of the sparsity of the incidence matrix and directly calculate $\chi_{E E}$ using the truncated Poisson distribution Eq.4.24.

Using Eq.4.24, we have

$$
\begin{equation*}
\rho(1)=\rho(0) \frac{N}{\lambda}, \rho(2)=\rho(0) \frac{N(N-1)}{\lambda^{2}}, \cdots \tag{4.41}
\end{equation*}
$$

Define $\nu=\frac{1}{\lambda}$, we have

$$
\begin{equation*}
\rho(1)=\rho(0) N \nu, \rho(2)=\rho(0) N(N-1) \nu^{2}, \cdots \tag{4.42}
\end{equation*}
$$

Since $f \rightarrow 0$, the incidence matrix is sparse, the probability of $k \geq 3$ can be ignored. So the degree distribution can be written as

$$
\begin{equation*}
\rho(0)=\frac{1}{W}, \rho(1)=\frac{N \nu}{W}, \rho(2)=\frac{N(N-1) \nu^{2}}{W} \tag{4.43}
\end{equation*}
$$

where $W=1+N \nu+N(N-1) \nu^{2}$ is just the normalization factor.
The average degree

$$
\begin{equation*}
\bar{k}=f N=\sum k \rho(k)=\frac{0 \times 1+1 \times N \nu+2 \times N(N-1) \nu^{2}}{1+N \nu+N(N-1) \nu^{2}} . \tag{4.44}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
f=\frac{\nu+2(N-1) \nu^{2}}{1+N \nu+N(N-1) \nu^{2}} . \tag{4.45}
\end{equation*}
$$

For $f \rightarrow 0, \rho(0) \gg \rho(1) \gg \rho(2)$. The right hand side of Eq.4.45 is just $\nu$. Thus,

$$
\begin{equation*}
\nu \approx f \tag{4.46}
\end{equation*}
$$

and

$$
\begin{equation*}
W \approx 1 \tag{4.47}
\end{equation*}
$$

Note that in this case, $\rho(2) \approx N(N-1) f^{2}$, which is different from the binomial distribution $\binom{N}{2} f^{2}(1-f)^{N-2} \approx \frac{N(N-1)}{2} f^{2}$.

Since only degree $k=2$ has non-zero contribution to $\overline{k(k-1)}$,

$$
\begin{equation*}
\chi_{E E}^{*}=\frac{\overline{k(k-1)}}{N(N-1)}-f^{2}=\frac{2(2-1) \rho(2)}{N(N-1)}-f^{2} \approx \frac{2 N(N-1) f^{2}}{N(N-1)}-f^{2}=f^{2} . \tag{4.48}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\chi_{E E} \approx \frac{f^{2}}{f(1-f)} \approx f \tag{4.49}
\end{equation*}
$$

### 4.3.2.5 Cross point

We can see where the two asymptotic curves Eq.4.49 and Eq.4.40 cross $f^{*}$ by solving them together.

$$
\begin{gather*}
f^{*}=\frac{1}{N-1} \frac{1-f^{*}}{f^{*}}  \tag{4.50}\\
(N-1)\left(f^{*}\right)^{2}+f^{*}-1=0  \tag{4.51}\\
f^{*}=\frac{-1 \pm \sqrt{1-4(N-1)(-1)}}{2(N-1)}=\frac{-1 \pm \sqrt{4 N-3}}{2(N-1)} \tag{4.52}
\end{gather*}
$$

Since $f^{*}>0, f^{*}=\frac{-1+\sqrt{4 N-3}}{2(N-1)}$. For large $N \rightarrow \infty$, we have

$$
\begin{equation*}
f^{*} \rightarrow \frac{\sqrt{4 N}}{2 N}=\frac{1}{\sqrt{N}} \tag{4.53}
\end{equation*}
$$

Since for $N_{I}=N_{E}=N$, the bulk part (plateau) of $P(f)$ distribution is on the right side of $\frac{1}{\sqrt{N}}$ [170], for large $N$ we can safely say that for a practical realization of fXIE, $\chi_{E E} \approx \frac{1}{N-1}\left(\frac{1}{f}-1\right)$.


Figure 4.3: Behaviour of $\chi_{E E}$ for different $N$ when $f$ is small. Black line is asymptotic result in Eq. 4.49

### 4.3.3 From fXIE to XIE

Once we have the fXIE degree distribution, using detailed balance

$$
\begin{equation*}
P(X) N_{E}\left(1-\zeta_{X}(0)\right)=P(X+1) N_{I}\left(1-\rho_{X+1}(0)\right), \tag{4.54}
\end{equation*}
$$

we can get the cross link distribution.

XIE degree distribution is just an average of fXIE degree distribution weighted by cross-link distribution

$$
\begin{equation*}
\rho(k)=\sum_{X} P(X) \rho_{X}(k) . \tag{4.55}
\end{equation*}
$$

From degree distribution we can calculate cross-link correlation and other properties.

### 4.4 A special case of GIE similar to XIE

Inspired by Erdos-Gallai theorem [56], we can create a special case of GIE which is very similar to XIE:

$$
\begin{equation*}
N_{E} \kappa_{E}-N_{E}\left(N_{E}-1\right)>N_{I} \kappa_{I} \tag{4.56}
\end{equation*}
$$

The condition above means extroverts' preferred degrees are so large that even after connecting with all other extroverts and used up all the preferred degree of introverts together, they still want more connections. Thus, all extroverts are connected with each other, all introverts are disconnected from each other, all extroverts only want to add links with introverts, and all introverts only want to cut links with extroverts.

### 4.5 All loops of length 4 are reversible if preferred degrees are integers

### 4.5.1 Proof that all loops of length 4 are reversible

Now let's consider a case where the preferred degrees $\hat{d}_{i}$ are integers, which means it's possible for a node to be satisfied without initiating any move when it comes to its turn.

Following the extreme dynamics, the probabilities for an element of the adjacency matrix $A_{i j}$ to flip its value are

$$
P\left(A_{i j}: 0 \rightarrow 1\right)= \begin{cases}\frac{1}{N-1-d_{i}}, & d_{i}<\hat{d}_{i}, d_{j} \geq \hat{d}_{j}  \tag{4.57}\\ \frac{1}{N-1-d_{j}}, & d_{i} \geq \hat{d}_{i}, d_{j}<\hat{d}_{j} \\ \frac{1}{N-1-d_{i}}+\frac{1}{N-1-d_{j}}, & d_{i}<\hat{d}_{i}, d_{j}<\hat{d}_{j} \\ 0, & d_{i} \geq \hat{d}_{i}, d_{j} \geq \hat{d}_{j}\end{cases}
$$

and

$$
P\left(A_{i j}: 1 \rightarrow 0\right)= \begin{cases}\frac{1}{d_{i}}, & d_{i}>\hat{d}_{i}, d_{j} \leq \hat{d}_{j}  \tag{4.58}\\ \frac{1}{d_{j}}, & d_{i} \leq \hat{d}_{i}, d_{j}>\hat{d}_{j} \\ \frac{1}{d_{i}}+\frac{1}{d_{j}}, & d_{i}>\hat{d}_{i}, d_{j}>\hat{d}_{j} \\ 0, & d_{i} \leq \hat{d}_{i}, d_{j} \leq \hat{d}_{j}\end{cases}
$$

To get a loop of length 4 , consider 2 elements of the adjacency matrix $\left(A_{i j}, A_{k l}\right)$ take values $(0,0) \rightarrow(1,0) \rightarrow(1,1) \rightarrow(0,1) \rightarrow(0,0)$.

If $i, j$ and $k, l$ are all different, then their dynamics don't affect each other. Thus,
the product of forwarding probabilities

$$
\begin{equation*}
\prod(P \rightarrow)=P\left(A_{i j}: 0 \rightarrow 1\right) P\left(A_{k l}: 0 \rightarrow 1\right) P\left(A_{i j}: 1 \rightarrow 0\right) P\left(A_{k l}: 1 \rightarrow 0\right) \tag{4.59}
\end{equation*}
$$

and the product of backwarding probabilities

$$
\begin{equation*}
\prod(P \leftarrow)=P\left(A_{k l}: 0 \rightarrow 1\right) P\left(A_{i j}: 0 \rightarrow 1\right) P\left(A_{k l}: 1 \rightarrow 0\right) P\left(A_{i j}: 1 \rightarrow 0\right) \tag{4.60}
\end{equation*}
$$

Since $\prod(P \rightarrow)=\prod(P \leftarrow)$, this loop is reversible.
Now consider a case where $i, j$ and $k, l$ has 1 common index. Without loss of generality, let $k=i$. Thus, we have 2 elements of the adjacency matrix $A_{i j}$ and $A_{i l}$ at the same row.

Given preferred degree $\hat{d}_{i}, \hat{d}_{j}, \hat{d}_{l}$, we can enumerate all the possible initial conditions of $d_{i}, d_{j}, d_{l}$ in the following tables. Here $\operatorname{deg}(i)$ represents the degree of node $i$ at current state of the loop.

Table 4.1: $d_{i} \leq \hat{d}_{i}-2, d_{j} \leq \hat{d}_{j}-1, d_{l} \leq \hat{d}_{l}-1$

| $P \uparrow$ | $\left(A_{i j}, A_{i l}\right)$ | $\operatorname{deg}(i)$ | $\operatorname{deg}(j)$ | $\operatorname{deg}(l)$ | $P \downarrow$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ | $\frac{1}{N-1-d_{i}}+\frac{1}{N-1-d_{j}}$ |
| 0 | $(1,0)$ | $d_{i}+1$ | $d_{j}+1$ | $d_{l}$ | $\frac{1}{N-1-\left(d_{i}+1\right)}+\frac{1}{N-1-d_{l}}$ |
| $\frac{1}{N-1-\left(d_{i}+1\right)}+\frac{1}{N-1-d_{j}}$ | $(1,1)$ | $d_{i}+2$ | $d_{j}+1$ | $d_{l}+1$ | 0 |
| $\frac{1}{N-1-d_{i}}+\frac{1}{N-1-d_{l}}$ | $(0,1)$ | $d_{i}+1$ | $d_{j}$ | $d_{l}+1$ | 0 |

$\Pi(P \uparrow)=\Pi(P \downarrow)=0$, reversible.

Table 4.2: $d_{i}=\hat{d}_{i}-1, d_{j} \leq \hat{d}_{j}-1, d_{l} \leq \hat{d}_{l}-1$

| $P \uparrow$ | $\left(A_{i j}, A_{i l}\right)$ | $\operatorname{deg}(i)$ | $\operatorname{deg}(j)$ | $\operatorname{deg}(l)$ | $P \downarrow$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ | $\frac{1}{N-1-d_{i}}+\frac{1}{N-1-d_{j}}$ |
| $\frac{1}{d_{i}+2}$ | $(1,0)$ | $d_{i}+1$ | $d_{j}+1$ | $d_{l}$ | $\frac{1}{N-1-d_{l}}$ |
| $\frac{1}{N-1-d_{j}}$ | $(1,1)$ | $d_{i}+2$ | $d_{j}+1$ | $d_{l}+1$ | $\frac{1}{d_{i}+2}$ |
| $\frac{1}{N-1-d_{i}}+\frac{1}{N-1-d_{l}}$ | $(0,1)$ | $d_{i}+1$ | $d_{j}$ | $d_{l}+1$ | 0 |
| $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ |  |  |

$$
\Pi(P \uparrow)=\Pi(P \downarrow)=0, \text { reversible. }
$$

Table 4.3: $d_{i} \geq \hat{d}_{i}, d_{j} \leq \hat{d}_{j}-1, d_{l} \leq \hat{d}_{l}-1$

| $P \uparrow$ | $\left(A_{i j}, A_{i l}\right)$ | $\operatorname{deg}(i)$ | $\operatorname{deg}(j)$ | $\operatorname{deg}(l)$ | $P \downarrow$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{d_{i}+1}$ | $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ |  |
| $\frac{1}{d_{i}+2}$ | $(1,0)$ | $d_{i}+1$ | $d_{j}+1$ | $d_{l}$ | $\frac{1}{N-1-d_{j}}$ |
| $\frac{1}{N-1-d_{j}}$ | $(1,1)$ | $d_{i}+2$ | $d_{j}+1$ | $d_{l}+1$ | $\frac{1}{N-1-d_{l}}$ |
| $\frac{1}{N-1-d_{l}}$ | $(0,1)$ | $d_{i}+1$ | $d_{j}$ | $d_{l}+1$ | $\frac{1}{d_{i}+2}$ |
| $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ | $\frac{1}{d_{i}+1}$ |  |

$\Pi(P \uparrow)=\Pi(P \downarrow)=\frac{1}{\left(N-1-d_{j}\right)\left(N-1-d_{l}\right)\left(d_{i}+1\right)\left(d_{i}+2\right)}$, reversible.

Table 4.4: $d_{i} \leq \hat{d}_{i}-2, d_{j} \leq \hat{d}_{j}-1, d_{l} \geq \hat{d}_{l}$

| $P \uparrow$ | $\left(A_{i j}, A_{i l}\right)$ | $\operatorname{deg}(i)$ | $\operatorname{deg}(j)$ | $\operatorname{deg}(l)$ | $P \downarrow$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ | $\frac{1}{N-1-d_{i}}+\frac{1}{N-1-d_{j}}$ |
| $\frac{1}{d_{l}+1}$ | $(1,0)$ | $d_{i}+1$ | $d_{j}+1$ | $d_{l}$ | $\frac{1}{N-1-\left(d_{i}+1\right)}$ |
| $\frac{1}{N-1-\left(d_{i}+1\right)}+\frac{1}{N-1-d_{j}}$ | $(1,1)$ | $d_{i}+2$ | $d_{j}+1$ | $d_{l}+1$ | 0 |
| $\frac{1}{N-1-d_{j}}$ | $(0,1)$ | $d_{i}+1$ | $d_{j}$ | $d_{l}+1$ | $\frac{1}{d_{l}+1}$ |
|  | $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ |  |
| $\prod(P \uparrow)=\prod(P \downarrow)=0$, reversible. |  |  |  |  |  |

Table 4.5: $d_{i}=\hat{d}_{i}-1, d_{j} \leq \hat{d}_{j}-1, d_{l} \geq \hat{d}_{l}$

| $P \uparrow$ | $\left(A_{i j}, A_{i l}\right)$ | $\operatorname{deg}(i)$ | $\operatorname{deg}(j)$ | $\operatorname{deg}(l)$ | $P \downarrow$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ |  |
| $\frac{1}{d_{i}+2}+\frac{1}{d_{l}+1}$ | $(1,0)$ | $d_{i}+1$ | $d_{j}+1$ | $d_{l}$ | $\frac{1}{N-1-d_{i}}+\frac{1}{N-1-d_{j}}$ |
| $\frac{1}{N-1-d_{j}}$ | $(1,1)$ | $d_{i}+2$ | $d_{j}+1$ | $d_{l}+1$ | 0 |
| $\frac{1}{N-1-d_{i}}$ | $(0,1)$ | $d_{i}+1$ | $d_{j}$ | $d_{l}+1$ | $\frac{1}{d_{i}+2}$ |
|  | $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ | $\frac{1}{d_{l}+1}$ |

$\Pi(P \uparrow)=\Pi(P \downarrow)=0$, reversible.

Table 4.6: $d_{i} \geq \hat{d}_{i}, d_{j} \leq \hat{d}_{j}-1, d_{l} \geq \hat{d}_{l}$

| $P \uparrow$ | $\left(A_{i j}, A_{i l}\right)$ | $\operatorname{deg}(i)$ | $\operatorname{deg}(j)$ | $\operatorname{deg}(l)$ | $P \downarrow$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{d_{i}+1}$ | $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ | $\frac{1}{N-1-d_{j}}$ |
| $\frac{1}{d_{i}+2}+\frac{1}{d_{l}+1}$ | $(1,0)$ | $d_{i}+1$ | $d_{j}+1$ | $d_{l}$ | 0 |
| $\frac{1}{N-1-d_{j}}$ | $(1,1)$ | $d_{i}+2$ | $d_{j}+1$ | $d_{l}+1$ | $\frac{1}{d_{i}+2}$ |
| 0 | $(0,1)$ | $d_{i}+1$ | $d_{j}$ | $d_{l}+1$ | $\frac{1}{d_{i}+1}+\frac{1}{d_{l}+1}$ |

$\Pi(P \uparrow)=\Pi(P \downarrow)=0$, reversible.

Table 4.7: $d_{i} \leq \hat{d}_{i}-2, d_{j} \geq \hat{d}_{j}, d_{l} \geq \hat{d}_{l}$

| $P \uparrow$ | $\left(A_{i j}, A_{i l}\right)$ | $\operatorname{deg}(i)$ | $\operatorname{deg}(j)$ | $\operatorname{deg}(l)$ | $P \downarrow$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{d_{j}+1}$ | $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ | $\frac{1}{N-1-d_{i}}$ |
| $\frac{1}{d_{l}+1}$ | $(1,0)$ | $d_{i}+1$ | $d_{j}+1$ | $d_{l}$ | $\frac{1}{N-1-\left(d_{i}+1\right)}$ |
| $\frac{1}{N-1-\left(d_{i}+1\right)}$ | $(1,1)$ | $d_{i}+2$ | $d_{j}+1$ | $d_{l}+1$ | $\frac{1}{d_{i}+1}$ |
| $\frac{1}{N-1-d_{i}}$ | $(0,1)$ | $d_{i}+1$ | $d_{j}$ | $d_{l}+1$ | $\frac{1}{d_{l}+1}$ |

$\Pi(P \uparrow)=\prod(P \downarrow)=\frac{1}{\left(N-1-d_{i}\right)\left(N-1-\left(d_{i}+1\right)\right)\left(d_{j}+1\right)\left(d_{l}+1\right)}$, reversible.

Table 4.8: $d_{i}=\hat{d}_{i}-1, d_{j} \geq \hat{d}_{j}, d_{l} \geq \hat{d}_{l}$

| $P \uparrow$ | $\left(A_{i j}, A_{i l}\right)$ | $\operatorname{deg}(i)$ | $\operatorname{deg}(j)$ | $\operatorname{deg}(l)$ | $P \downarrow$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{d_{j}+1}$ | $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ | $\frac{1}{N-1-d_{i}}$ |
| $\frac{1}{d_{i}+2}+\frac{1}{d_{l}+1}$ | $(1,0)$ | $d_{i}+1$ | $d_{j}+1$ | $d_{l}$ | 0 |
| 0 | $(1,1)$ | $d_{i}+2$ | $d_{j}+1$ | $d_{l}+1$ |  |
| $\frac{1}{N-1-d_{i}}$ | $(0,1)$ | $d_{i}+1$ | $d_{j}$ | $d_{l}+1$ | $\frac{1}{d_{i}+2}+\frac{1}{d_{j}+1}$ |
|  | $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ | $\frac{1}{d_{l}+1}$ |

$\Pi(P \uparrow)=\Pi(P \downarrow)=0$, reversible.

Table 4.9: $d_{i} \geq \hat{d}_{i}, d_{j} \geq \hat{d}_{j}, d_{l} \geq \hat{d}_{l}$

| $P \uparrow$ | $\left(A_{i j}, A_{i l}\right)$ | $\operatorname{deg}(i)$ | $\operatorname{deg}(j)$ | $\operatorname{deg}(l)$ | $P \downarrow$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{1}{d_{i}+1}+\frac{1}{d_{j}+1}$ | $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ | 0 |
| $\frac{1}{d_{i}+2}+\frac{1}{d_{l}+1}$ | $(1,0)$ | $d_{i}+1$ | $d_{j}+1$ | $d_{l}$ | 0 |
| 0 | $(1,1)$ | $d_{i}+2$ | $d_{j}+1$ | $d_{l}+1$ | 0 |
| 0 | $(0,1)$ | $d_{i}+1$ | $d_{j}$ | $d_{l}+1$ | $\frac{1}{d_{i}+2}+\frac{1}{d_{j}+1}$ |
|  | $(0,0)$ | $d_{i}$ | $d_{j}$ | $d_{l}$ | $\frac{1}{d_{i}+1}+\frac{1}{d_{l}+1}$ |

$\Pi(P \uparrow)=\Pi(P \downarrow)=0$, reversible.

Thus, all loops of length 4 are reversible.

However, this doesn't necessarily mean that "all loops with any length are reversible". A counterexample is shown in Figure 4.4.

Also, note that depending on its actual degree, a node can sometimes behave as an introvert, disconnecting with an existing neighbor; and sometimes an extrovert, connecting to a new neighbor. An example preferred degree sequence is $\{2,1,1,1\}$.

### 4.5.2 Configurations for preferred degree sequence can be not ergodic

The simplest degree sequence that has topologically different configurations is $\{2,2,2,1,1\}$. Let's call those nodes modest nodes.

We can add one extreme extrovert (XE) connecting all of the 5 modest nodes and let the 5 modest nodes to be happy about it. Thus, the preferred degree sequence becomes $\{5,3,3,3,2,2\}$.

Then we can add one extreme introvert (XI) not connecting to any of those 6 nodes. Thus, the preferred sequence becomes $\{6,3,3,3,2,2,0\}$.

Now while running extreme dynamics, the graph will end up in one of the two topologically different configurations for the modest nodes. XE will connect to all the 5 modest nodes. XI will not connect to any of the 5 modest nodes. The 5 modest nodes are happy. The dynamics only happen between XI and XE. If XI and XE are connected and we pick up XI, it will cut its only link with XE. If XI and XE are not connected and we pick up XE, it can only connect to XI because all other links between XE and modest nodes are already there. Thus, once the 5 modest nodes are


Figure 4.4: A counterexample showing that there exist irreversible loops even if all loops of length 4 are reversible. Each node represents a configuration. The transition probability is 1 along the directed edge and 0 otherwise. For any loop of length 4 , the product of forward probabilities and backward probabilities are equally 0 . Thus, any loop of length 4 is reversible. However, following the loop $2 \rightarrow 4 \rightarrow 3 \rightarrow 7 \rightarrow 5 \rightarrow$ $6 \rightarrow 2$, the product of forward probabilities is $1^{6}=1$ but the product of backward probabilities is $0^{6}=0$. Thus, this loop of length 6 is irreversible.
happy, they will not change the connections between them. However, since there are two topologically different configurations if we just consider the 5 modest nodes, those two configurations can not go from one to the other in stationary distribution. Thus, it is possible for extreme dynamics on preferred degree sequence to be not ergodic.

### 4.5.3 Conjecture that the system will reach equilibrium.

Though we haven't proven ergodicity and detailed balance in the general case, we conjecture that the system following extreme dynamics will finally reach equilibrium as long as the preferred degrees are integers and ergodicity is satisfied.


Figure 4.5: (a) and (b) are two topologically different configurations for degree sequence $\{2,2,2,1,1\}$. (c) and (d) are two disjoint basins for degree sequence $\{6,3,3,3,2,2,0\}$ where XI (Node 7) and XE (Node 1) are connected. In each basin of configurations, the connection between XI and XE can be changed. However, once reaches one of the two basins, the system cannot jump to the other basin.

### 4.6 Summary

In this section we use fXIE to help us understand XIE. We also conjecture that the system will reach equilibrium when the preferred degree are integers.

A graph from XIE in equilibrium belongs to a class of graphs called split graph, which is the topic of next chapter.

## Chapter 5

## Split graph and deeply nested network

### 5.1 Introduction

### 5.1.1 Split graph

A split graph $[152,59]$ is a undirected simple graph in which the vertices can be partitioned into a clique $U$, in which every node is connected with every other node, and an independent set $W$, in which there is no connection between any node. An example is shown in Figure 5.1.

If we order the nodes so that the first $|U|$ nodes are from the clique, and the rest $|W|$ nodes are from the independent set, then the adjacency matrix has the form

$$
\left[\begin{array}{cc}
1-I_{|U| \times|U|} & X_{|U| \times|W|}  \tag{5.1}\\
X_{|W| \times|U|}^{T} & 0_{|W| \times|W|}
\end{array}\right]
$$



Figure 5.1: An example of split graph. The 5 nodes on the left form a clique, a.k.a. a complete graph, where every node is connected with every other node. The 5 nodes on the right form an independent set, where there's no connection between any pair of nodes.

Here $I$ is the identity matrix. The upper left corner is $1-I$ because for simple graph we excluded the self-loops.

In a split graph, the only edge pairs that can be used for degree-preserving linkswaps are those between $U$ and $W$ [55]. Thus, if we can decompose a graph into a series of split graphs, this decomposition can be used to improve the efficiency of MCMC.

### 5.1.2 Graph decomposition

We can try to decompose [55] a graph into a clique $U$, an independent set $W$ and a set of nodes $V$, s.t. every node in $V$ is connected to every node in $U$, but no node in $V$ is connected to any node in $W$, as shown in Figure 5.2.


Figure 5.2: Graph decomposition. $U$ is a clique, thus, $U \times U$ part of the adjacency matrix will be $1-I$. $W$ is an independent set, thus, the $W \times W$ part of the adjacency matrix will be 0 . All nodes in $V$ are connected with all nodes in $U$, thus, the $U \times V$ part of the adjacency matrix will be 1 . No node in $V$ is connected to any node in $W$, thus, the $V \times W$ part of the adjacency matrix will be 0 . The connections between $U$ and $W$ are represented by matrix $X$. And the connections within $V$ are represented by matrix $S$.

When the nodes are sorted in the order of $\{U, V, W\}$, the adjacency matrix can be written as

$$
\left[\begin{array}{ccc}
1-I_{|U| \times|U|} & 1_{|U| \times|V|} & X_{|U| \times|W|}  \tag{5.2}\\
1_{|V| \times|U|} & S_{|V| \times|V|} & 0_{|V| \times|W|} \\
X_{|W| \times|U|}^{T} & 0_{|W| \times|V|} & 0_{|W| \times|W|}
\end{array}\right]
$$

While a graph may be decomposed in different ways, we want to find a way that extract the most information out of the degree sequence and leave least degree of freedom. Thus, we have canonical decomposition.

### 5.1.3 Canonical decomposition

Theorem 1. Theorem 2 in [151]

1. The graph $G$ with non-increasing degree $n$-sequence is decomposable iff $\exists p, q$ non-negative integers s.t.

$$
\begin{equation*}
0<p+q<n, \quad \sum_{i=1}^{p} d_{i}=p(n-q-1)+\sum_{i=n-q+1}^{n} d_{i} . \tag{5.3}
\end{equation*}
$$

2. Call a pair $(p, q)$ satisfying condition (5.3) good. To every good pair $(p ; q)$ we can associate the decomposition $(\langle U, W\rangle ; E) \circ H=G$ where $\left(d_{1}, \ldots, d_{p}\right) ;\left(d_{p+1}, \ldots, d_{n-q}\right)$ and $\left(d_{n-q+1}, \ldots, d_{n}\right)$ are the degree sequences in $U, V(H)$ and $W$ respectively. Moreover, every such decomposition is associated with some good pair.
3. Let $p_{0}$ be the minimum first component of the good pairs. Let $q_{0}=\left|\left\{i: d_{i}<p\right\}\right|$ if $p_{0} \neq 0$ and $q_{0}=1$ otherwise. Then $(\langle U, W\rangle ; E)$ is indecomposable if and only if the associated good pair is $\left(p_{0}, q_{0}\right)$.

Theorem 2. Corollary 3.4 in [151]

- Every graph $G$ can be uniquely decomposed (up to isomorphism) into the form

$$
\begin{equation*}
G=\left(\left\langle U_{1}, W_{1}\right\rangle ; E_{1}\right) \circ \cdots \circ\left(\left\langle U_{l}, W_{l}\right\rangle ; E_{l}\right) \circ G_{0} \tag{5.4}
\end{equation*}
$$

where each split graph and the non-split simple graph $G_{0}$ (if it exists) are indecomposable. The composition operation is associative but not commutative.

### 5.1.4 Graph composition

Given a split graph $(\langle U, W\rangle ; E)$ and another graph $G$, we can compose a new graph $(\langle U, W\rangle ; E) \circ G$ by adding connections between every node in $G$ and every node in $U$.

### 5.1.5 Deeply nested network

We can try to perform canonical decomposition on any graph $G$. If $G$ can be decomposed into a long series of split graphs, then we can roughly say that this graph is deeply nested. Figure 5.3 shows a constructed deeply nested network. The building block is a split graph $\langle u, w\rangle$ with degree sequence $\{4,2 ; 1,1,1,1\}$. The number of iterations $N=10$.

If the decomposed components have the fast-mixing property when doing MCMC link-swap, then the original graph is also fast-mixing [55].

$$
u=\{4,2\}, w=\{1,1,1,1\}, N=10
$$



Figure 5.3: An example of deeply nested network. The building block is a split graph $\langle u, w\rangle$ with degree sequence $\{4,2 ; 1,1,1,1\}$. The number of iterations $N=10$.

### 5.2 Nodes with the same degree separate together in canonical decomposition

Previous results [151] have shown that in order to perform canonical decomposition, all we need is the degree sequence. Here we proved that nodes with the same degree would be put into the same decomposition component.

Theorem 3. All nodes in a degree class separate together in a canonical split graph decomposition, except when the separating split graphs have an empty $U$ or $W$ set.

Proof. A) Split graph $\{u, w\}$ with $|u|>0,|w|>0$ and $d_{|u|}=|u|-1$ is decomposable. proof: Consider a split graph $\{u, w\}$ containing clique $u$ and independent set $w$, $|u|+|w|=n$, assuming $|u|>0,|w|>0, d_{|u|}=|u|-1=n-|w|-1$. Let's use Tyshkevich's theorem 2.1. Since the graph is already a split graph, if $p=|u|, q=|w|$, then $0<p+q=n, S_{p}=p(n-q-1)+S_{q}$, so the first condition is violated but the second condition holds. Let's try $p^{\prime}=|u|-1$ and $q^{\prime}=|w|: p^{\prime}=p-1, q^{\prime}=q, 0<$ $p^{\prime}+q^{\prime}=p-1+q=n-1<n, S_{p^{\prime}}=S_{p}-(n-|w|-1), p^{\prime}\left(n-q^{\prime}-1\right)=(p-1)(n-|w|-1)$, $S_{q^{\prime}}=S_{q}, S_{p^{\prime}}-p^{\prime}\left(n-q^{\prime}-1\right)-S_{q^{\prime}}=S_{p}-(n-|w|-1)-(p-1)(n-|w|-1)-S_{q}=$ $S_{p}-p(n-|w|-1)-S_{q}=0$. So $0<p^{\prime}+q^{\prime}<n, S_{p^{\prime}}=p^{\prime}\left(n-q^{\prime}-1\right)+S_{q^{\prime}}$, both conditions are satisfied. So split graph with $d_{|u|}=|u|-1$ is decomposable.
B) For nontrivial canonical decomposition, $d_{p}>n-q-1$. proof: During the canonical decomposition, $d_{p} \geq n-q-1$. If $d_{p}=p-1+n-p-q=n-q-1$, then after decomposition the clique $u$ has $d_{\text {min }}=p-1$, then using A), the split graph $\{u, w\}$ is decomposable. This is in contradict to the definition of canonical decomposition that each split graph is indecomposable, So $d_{p}>n-q-1$.
C) For nontrivial canonical decomposition, $d_{p} \neq d_{p+1}$. proof: Using B), $d_{p}>$
$n-q-1$. By definition, $d_{p+1} \leq n-p-q-1+p=n-q-1$. So $d_{p} \neq d_{p+1}$.
D) For nontrivial canonical decomposition, all decomposition put nodes with the same degree to the same group. proof: Using C), $d_{p} \neq d_{p+1}$. By definition, $d_{n-q} \neq$ $d_{n-q+1}$. So the decomposition doesn't separate nodes with the same degree.

### 5.3 Canonical decomposition algorithm with linear complexity

### 5.3.1 Idea

We want an efficient algorithm with which to find the canonical split graph decomposition of a simple graph. Such a decomposition consists of series of indecomposable split graphs, and perhaps one non-decomposable non-split graph.

A graph $\mathcal{G}$ is decomposable if there is a split graph $(\langle U, W\rangle ; E)$ consisting of a set of completely connected nodes $U$ and a set of completely disconnected nodes $W$ such that $(\langle U, W\rangle ; E) \circ \mathcal{H}=\mathcal{G}$. Assume that the graph $\mathcal{H}$ consists of vertex set $V$.

This algorithm relies on the idea that all nodes in a degree class separate together, except when the separating split graphs have either $U$ or $W$ empty. Note that for decomposed clique $U$ with size $p$, every node in the independent set $W$ with size $q$ has degree smaller than $p$, and every node in the not yet decomposed part has degree at least $p$. Using this fact, we can use $p$ to determine $q$, and increase $p$ to find the first valid decomposition as canonical decomposition. This leads us to the following algorithm.

### 5.3.2 Algorithm

Consider a non-increasing degree sequence of length $n: \mathcal{D}=\left\{d_{1}, d_{2}, \ldots, d_{n}\right\}$. Note that nodes can be completely disconnected, i.e. $d_{n}=0$ is possible.

Assume that the number of nodes with degree $d$ is $s_{d}$, i.e. $s_{d}$ is the size of degree class $d$ which is the set of all nodes with degree $d$. Then

$$
\begin{equation*}
\sum_{j=0}^{n-1} s_{j}=n \tag{5.5}
\end{equation*}
$$

Define the number of nodes in the residual, not yet decomposed, sequence $n_{0}$, and initially set $n_{0}=n$. Let $k_{0}$ and $j_{0}$ be the minimum and maximum degree class that is not yet decomposed, and initially set $k_{0}=0$ and $j_{0}=n-1$. Note that $k_{0}$ always points to the zero residual degree of the residual sequence.

1. If $s_{k_{0}} \neq 0$, then decompose a nested set of $s_{k_{0}}$ split graphs, each of which consist of a single node in the $W$ set. Set $n_{0}=n_{0}-s_{k_{0}}$. If $n_{0}=0$, then terminate program, decomposition is complete, else continue.
2. If $s_{j_{0}}=0$, then set $j_{0}=j_{0}-1$ and repeat this step. Else continue.
3. If $j_{0}=n_{0}-1+k_{0}$ and $s_{j_{0}} \neq 0$, then decompose a nested set of $s_{j_{0}}$ split graphs:
(a) If $s_{j_{0}} \neq n_{0}$ then each of the split graphs will consist of single node in the $U$ set. Set $n_{0}=n_{0}-s_{j_{0}}, k_{0}=k_{0}+s_{j_{0}} j_{0}=j_{0}-1$, and return to step 1 .
(b) Else the first $s_{j_{0}}-1$ split graphs will consist of a single node in the $U$ set and the last one of which consists of a single node in the $W$ set, then terminate program, decomposition is complete.

Else continue.
4. Set $i=0$,

$$
\begin{align*}
p & =s_{j_{0}}  \tag{5.6}\\
m_{p} & =\left(j_{0}-k_{0}\right) s_{j_{0}} \tag{5.7}
\end{align*}
$$

and

$$
\begin{align*}
q & =\sum_{k=k_{0}+1}^{k_{0}+p-1} s_{k},  \tag{5.8}\\
m_{q} & =\sum_{k=k_{0}+1}^{k_{0}+p-1}\left(k-k_{0}\right) s_{k} . \tag{5.9}
\end{align*}
$$

5. (a) If $p+q>n_{0}$, then all remaining $n_{0}$ nodes go into a final, non-split graph, and program terminates.
(b) Else if

$$
\begin{equation*}
m_{p}-p\left(n_{0}-1-q\right)-m_{q}=0 \tag{5.10}
\end{equation*}
$$

then decompose a split graph with $|U|=p$ and $|W|=q$, set $n_{0}=n_{0}-p-q$, $k_{0}=k_{0}+p$ and $j_{0}=j_{0}-1-i$, and then
i. If $n_{0}=0$, then terminate program, decomposition is complete, ii. Else return to step 1 .
(c) Else set $i=i+1$ and continue.
6. Set $k_{1}=k_{0}+p$,

$$
\begin{align*}
p & =p+s_{j_{0}-i}  \tag{5.11}\\
m_{p} & =m_{p}+\left(j_{0}-i-k_{0}\right) s_{j_{0}-i} \tag{5.12}
\end{align*}
$$

and

$$
\begin{align*}
q & =q+\sum_{k=k_{1}}^{k_{0}+p-1} s_{k}  \tag{5.13}\\
m_{q} & =m_{q}+\sum_{k=k_{1}}^{k_{0}+p-1}\left(k-k_{0}\right) s_{k} \tag{5.14}
\end{align*}
$$

### 5.3.3 Computational complexity

The complexity of this algorithm is $\mathcal{O}(n)$. Note that each degree class gets visited just once before deciding about separation.

### 5.4 Theoretical results on graph composition

### 5.4.1 Degree distribution of composed graph

We can compose a degree sequence $V$ for deeply nested graph using the degree sequence $\{u, w\}$ of a small indecomposable split graph as unit.

We define the notation as follows. $u, V$, and $w$ are degree sequences, thus vectors. $|V|$ is the length of $V$, which is a scalar. The + in $u+|V|$ is defined as adding the same scalar $|V|$ to every element in vector $u . V_{n}$ is the degree sequence after n-th composition.

- For every new unit added, $V_{n}=\left\{u+\left|V_{n-1}\right|, V_{n-1}+|u|, w\right\}$.
- Using induction, $V_{n}=\left\{u+(n-1)|u|+\left|V_{0}\right|+(n-1)|w|, u+(n-1)|u|+\left|V_{0}\right|+\right.$ $(n-2)|w|, \ldots, u+(n-1)|u|+\left|V_{0}\right|+|w|, u+(n-1)|u|+\left|V_{0}\right| ; V_{0}+n|u| ; w+(n-$ 1) $|u|, w+(n-2)|u|, \ldots, w+|u|, w\}$.
- So the degree distribution for large n is:

1. w-block, width $=n|u|$, density $\sim|w| /|u|$;
2. u-block, width $=n|w|$, density $\sim|u| /|w|$;

Thus, the block or step structure of degree distribution only depends on the size of $u$ and $w$, as shown in Figure 5.4, and the exact degree sequence $u$ and $w$ only matters when we look at the details of each block with small enough bin size.

### 5.4.2 Composed graphs are dense.

For large number of composition $t \gg 1$, we can calculate the number of edges $|E|$ of the composed graph up to the leading order:

- $\left|V_{t}\right|=\left|V_{0}\right|+(|u|+|w|) t \sim(|u|+|w|) t$,
- $t \sim \frac{\left|V_{t}\right|}{|u|+|w|}$,
- $\left|E_{t+1}\right|=\left|E_{t}\right|+|u|\left|V_{t}\right|+C_{1}, C_{1}=\left|E_{u}\right|+\left|E_{u w}\right|$,
- $\Delta\left|E_{t}\right|=\left|E_{t+1}\right|-\left|E_{t}\right|=|u|\left|V_{t}\right|+C_{1}$,
- $\Delta\left|E_{t}\right| \sim|u|(|u|+|w|) t+C_{1} \sim|u|(|u|+|w|) t$,
- $\left|E_{t}\right|=\left|E_{0}\right|+\sum_{\tau=0}^{t-1} \Delta\left|E_{\tau}\right|$,
- $\left|E_{t}\right| \sim\left|E_{0}\right|+\sum_{\tau=0}^{t-1}|u|(|u|+|w|) \tau \sim \frac{|u|(|u|+|w|)}{2} t^{2}$,
- $|E| \sim \frac{|u|||u|+|w|)}{2}\left(\frac{\left|V_{t}\right|}{|u|+|w|}\right)^{2}=\frac{|u|}{|u|+|w|} \frac{|V|^{2}}{2} \sim O\left(|V|^{2}\right)$.

Since $|E| \sim O\left(|V|^{2}\right)$, the composed graph is dense.


Figure 5.4: Degree distribution of composed graphs. (a) Degree distribution of a composed graph from a single unit split graph with $|u|=2$ and $|w|=4$, iterated 1000 times. (b) Single unit with $\lfloor u \mid=4$ and $|w|=2$. (c) Random mixture of two units with average $|\bar{u}|=2.5$ and $|\bar{w}|=3.5$. (d) Random mixture with $|\bar{u}|=3$ and $|\bar{w}|=3$. Red lines are theoretical predictions.

(a) Adjacency matrix, two units mix: (b) Adjacency matrix, two units mix: $\{4,2 ; 1,1,1,1\},\{3,3,3 ; 1,1,1\}$

(c) Adjacency matrix, two units mix: $\{4,2 ; 1,1,1,1\},\{4,4,4,4 ; 3,1\}$

(d) Adjacency matrix, all units mix. $\{4,4,4,4 ; 3,1\},\{4,4,4,4 ; 2,2\}$

Figure 5.5: Adjacency matrices of composed graphs. Nodes are ordered by degree. Number of iterations $N=100$. At each time step a random unit split graph is chosen. (a) $|\bar{u}|=2.5,|\bar{w}|=3.5$. (b) $|\bar{u}|=3,|\bar{w}|=3$. (c) $|\bar{u}|=4,|\bar{w}|=2$. (d) $|\bar{u}|=3$, $|\bar{w}|=3$. The overall wedge shape is only decided by $|\bar{u}|$ and $|\bar{w}|$. The degree sequence of unit split graph only affects the detailed shape at the boundary.

(a) Adjacency matrix, two units combined: $\{4,2 ; 1,1,1,1\},\{4,4,4,4 ; 3,1\}$

(c) Adjacency matrix, two units combined: $\{3,3,3 ; 1,1,1\},\{4,4,4,4 ; 3,1\}$

(b) Adjacency matrix, two units combined: $\{3,3,3 ; 1,1,1\},\{4,2 ; 1,1,1,1\}$

(d) Adjacency matrix, two units combined: $\{4,4,4,4 ; 3,1\},\{4,2 ; 1,1,1,1\}$

Figure 5.6: Adjacency matrices of composed graphs. Nodes are ordered by degree. The graph is composed by first using the first unit split graph for $N$ times and then using the second unit split graph for another $N$ times. Here we choose a small number of iterations $N=10$ to see the details at the boundary.

### 5.5 Random power-law graphs are not deeply nested

We generated random power-law degree sequences $P(k) \propto k^{-\gamma}$ with exponent $\gamma \in$ $\{-2,-1,0,2\}$, and generated random graphs from those degree sequences. Figure 5.7 gives a few examples of their adjacency matrices.

When we try to perform canonical decomposition, we found that random power law sequences are not very decomposable. Only a few decomposition steps are performed, and a large portion of the graph left is not decomposable, as shown in Figure 5.8.

This suggests that if we find any graph that is deeply nested, it is very unlikely that this nestedness comes from random connection. The graph must be designed or evolved into this nested state.

(a) Adjacency matrix of power-law degree (b) Adjacency matrix of power-law desequence with $N=600$ and $\gamma=-2$

gree sequence with $N=600$ and $\gamma=-1$

(c) Adjacency matrix of power-law degree (d) Adjacency matrix of power-law desequence with $N=600$ and $\gamma=0 \quad$ gree sequence with $N=600$ and $\gamma=2$

Figure 5.7: Adjacency matrices of graph from power-law degree distribution $P(k) \propto$ $k^{-\gamma}$. Nodes are ordered by degree. Number of nodes is 600. (a) $\gamma=-2$. (b) $\gamma=-1$. (c) $\gamma=0$. (d) $\gamma=2$.


Figure 5.8: (a) Histogram of number of nodes left in the non-split graph $n 0$ after canonical decomposition. Number of nodes $N=1000$. Degree sequence follows power law $P(k) \propto k^{-\gamma}$ with exponent $\gamma=0.1000$ degree sequences are generated for better statistics. (b) Histogram of number of canonical decomposition steps performed sc for $\gamma=0$. (c) Histogram of $n 0$ for $\gamma=-1$ with same system size and number of degree sequences. (d) Histogram of $s c$ for $\gamma=-1$.

### 5.6 Summary

In this chapter we studied the way to decomposed any graph into a series of split graphs. We first proved that all nodes with the same degree separate together in canonical decomposition. Utilizing this theorem, we developed a canonical decomposition algorithm with linear complexity.

We also studied the inverse problem: composing a graph using split graph. We found the degree sequence of composed graph, and showed that composed graphs are dense.

Finally, we applied our decomposition algorithm to random power-law degree sequences, and found that they are in general not deeply nested.

## Chapter 6

## Conclusion

In this dissertation, we discussed different ways to generate random graphs with prescribed degree sequence. We developed efficient stub sampling with a more stable weighted average, and compared the hard constraint method with soft constraint method. Then we studied the preferred degree extreme dynamics model, and a broader class of graph called split graph. This chapter summarizes those results and discusses the potential direction of research in the future.

In Chapter 2, we optimized the previously developed Sequential Importance Sampling (SIS) method, which is a hard constraint method, using our knowledge on Exponential Random Graph Model (ERGM), which is a soft constraint method. Here we use a mean-field approximation to estimate the probability to connect a pair of nodes in ERGM, and use this probability to decide the connection between Hub and nodes in the Allowed Set in SIS. This helps reduce the variance of log-weight in SIS. Moreover, we developed a way to calculate the weighted average of graph property
by measuring the distribution parameter of the property and log-weight joint probability distribution as long as this distribution is bivariate normal. We can get more stable weighted average using this bivariate normal assumption. Using efficient stub sampling with bivariate normal assumption, we studied a real-world social network with 1 million nodes, and concluded that it's very unlikely that this specific network is formed by chance.

In Chapter 3, we studied the difference of ensembles generated using soft and hard constraint methods developed in Chapter 2. We showed, both theoretically and through simulation, that soft constraint method significantly overestimates the global clustering coefficient. Thus, we need to be cautious about the null models we use when doing statistical inference.

In Chapter 4, we analyzed a different model that tries to generate graphs with preferred degree: the preferred degree extreme dynamics model, and its special cases eXtreme Introverts and Extroverts (XIE) model, and Generalized Introverts and Extroverts (GIE) model. We solved the degree distribution, cross-link distribution and correlation in XIE model. We also conjectured that the system following extreme dynamics would reach an equilibrium as long as the preferred degrees are integers.

In Chapter 5, we explored the properties of split graphs, which were seen in Chapter 4. We proved that during canonical decomposition, nodes with the same degree would be decomposed into the same component. Using this theorem, we developed a linear complexity algorithm to perform canonical decomposition. We also studied the inverse problem: graph composition. Here we found the degree distribution of composed graph, and proved that composed graphs are dense. Finally, we tried to decompose random power-law degree sequences, but found that most
random power-law degree sequences are not deeply nested. This indicates that any deeply nested graphs we observed must be either designed or evolved into that state.

Though we made some progress in this dissertation, there are still a lot of questions to be answered. In SIS, while we tried to reduce the variance of log-weight, it still increases approximately linearly as the system size goes larger. It might be promising to use resampling method to control the range of weight, or even get rid of the weight altogether. In ERGM, whether there exists a simple but more accurate approximation of connection probability for all possible degree sequences is an important question both theoretically and in practice. In GIE, other studies showed that the system is in non-equilibrium when preferred degrees are non-integers. The physical meaning of this phenomena and its potential application are yet to be found. For split graphs, the definition of split graph and canonical decomposition might be too strict for realworld graphs. Instead of asking whether or not a graph is decomposable, we might want to ask to what extent a decomposition describes the structure in the original graph. A "softer" definition of decomposition may give us a less accurate but more coarse-grained description of real-world graphs.
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