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ABSTRACT 

Illuminated by diverse fields such as neuroscience, physiology, gastroenterology, 

gastronomy, nutrition, and economics, the present study explores the roles of hunger and 

satiety in various decision-making contexts, including temporal discounting, risk 

propensity, and (un)ethicality. Through this integration of broad research streams, I aspire 

to achieve some degree of consilience within the literature and to help broaden the scope 

of organizational behavior by considering robust findings from nontraditionally-related 

fields. In order to accomplish this, a research study was conducted wherein participants, 

having fasted overnight, arrived at the experimental setting and were randomly assigned 

to either a hunger or a satiety condition. I hypothesized that being in a state of hunger 

(versus satiety) would cause people to 1) discount the future more (or more strongly 

desire more imminently available rewards), 2) exhibit higher risk propensity, 3) act more 

unethically (i.e., cheat more), and 4) act less extraordinarily ethically (i.e., give less 

money to charity). Despite participants’ lack of compliance with the experimental 

manipulation resulting in a lower-than-intended strength of manipulation, Hypothesis 2 

was supported. Fluctuating states of hunger and satiety occur naturally as a consequence 

of the myriad physiological, environmental, and subjective determinants of eating 

behavior. Because we generally fast overnight and sometimes skip meals, such states are 

part of our everyday lives. Thus, this study has important practical implications for 

managerial practice, ranging from managing personal decision-making to managing the 

decision-making of others, including when to schedule meetings and negotiations around 

meal times considering the mindset most appropriate (e.g., risk-seeking versus risk-

averse) given the outcome of preference. 
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Chapter 1 

 

 

INTRODUCTION 

 

“An empty stomach is not a good political adviser.” – Albert Einstein (quoted in 

Scanes, 2010: 4)  

 

There is a small but growing literature examining topics such as motivation, 

decision-making, and behavior in light of visceral physiological states such as hunger, 

thirst, and sexual desire, and related factors such as moods, emotions, fatigue, pain, 

somnolence, and cravings related to alcohol, cigarette, drug, and food addiction (e.g., 

Ditto, Pizarro, Epstein, Jacobson, & MacDonald, 2006; Loewenstein, 1996; Loewenstein 

& O’Donoghue, 2004; Nordgren, van der Pligt, & van Harreveld, 2007, 2008). Such 

seemingly “extraneous” factors have been shown to affect even expert decision makers in 

highly consequential realms, such as judicial decisions made during parole board 

hearings.  

In a provocative study, Danziger, Levav, and Avnaim-Pesso (2011) examined the 

favorability of rulings by judges in parole decisions and parolee requests (see also 

Danziger, Levav, & Avnaim-Pesso, 2011; Weinshall-Margel & Shapard, 2011). The 

judges’ work days were naturally divided into three individual decision sessions, 

demarcated by two food breaks, during which the judges ate a meal and were able to 
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relax. The authors argued that, in doing so, they were also able to reduce cognitive 

fatigue, which may have concomitantly improved their moods. The authors showed that 

the percentage of favorable rulings dropped from approximately 65% at the beginning of 

a given decision session to nearly zero by the end of the session, only to abruptly return 

to approximately 65% immediately following the ensuing break period. This cycle of 

waning and waxing decision favorability before and after breaks was observed within and 

across days in which parole board hearings were conducted. The authors stressed the 

underappreciated and serious implications of visceral factors like hunger, fatigue, and 

mood on decision-making processes, which yet remain underexplored in the literature. 

Studies like this have helped establish a guidepost for future researchers, though 

there are many paths forward. The present study forges onward into the realm of 

organizational behavior, illuminated by neuroscience, physiology, gastroenterology, 

gastronomy, nutrition, and economics, as well as popular theories of motivation and 

decision-making. In this study, I explore the role of visceral states, specifically hunger 

and satiety, in various decision-making, motivational, and behavioral contexts, including 

temporal discounting (i.e., time preferences), risk propensity, and (un)ethicality.  

Through this integration of broad research streams, I aspire to achieve some 

degree of consilience, or a “‘jumping together’ of knowledge by the linking of facts and 

fact-based theory across disciplines to create a common groundwork of explanation” 

(Wilson, 1998: 8). This concept has been called upon to support the convergence of 

neuroscience with fields such as economics (Glimcher & Rustichini, 2004) and 

accounting (Dickhaut, Basu, McCabe, & Waymire, 2010), as well as various theories of 

motivation and decision-making, including temporal discounting, expectancy theory, 
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cumulative prospect theory, and needs theory (Steel & Konig, 2006). I call upon this 

concept to support the convergence of organizational behavior with fields as diverse as 

neuroscience, economics, gastroenterology, and nutrition. 

In order to understand how visceral states such as hunger and satiety affect the 

processes by which we engage in valuation computations of rewards and, relatedly, how 

we actually make choices among myriad available rewards, as well as how we respond to 

rewards we anticipate and/or receive, it is helpful to turn to neuroscience. Neuroscience is 

“an interdisciplinary field of study [that] seeks to understand behavioral phenomenon in 

terms of the brain mechanisms and interactions that produce cognitive processes and 

behavior” (Becker & Cropanzano, 2010: 1055; see also Ochsner & Lieberman, 2001). 

Delving into this informative literature is a partial yet sincere response to a call by 

numerous organizational science researchers (e.g., Becker & Cropanzano, 2010; Becker, 

Cropanzano, & Sanfey, 2011; Powell, 2011; Volk & Kohler, 2012) for greater integration 

of neuroscience with the organizational sciences, reminiscent of newly minted domains 

such as neuropsychology, neuroeconomics, and neuromarketing. It is also a response to 

researchers who discuss and critique the role of neuroscience in management research 

(e.g., Ashkanasy, Becker, & Waldman, 2014; Lee, Senior, & Butler, 2012; Lindebaum & 

Jordan, 2014; Powell, 2011; Senior, Lee, & Butler, 2011), because although no 

neuroimaging (e.g., functional magnetic resonance imaging, or fMRI; for a brief 

discussion, see Kable, 2011) is conducted in this study, this study still represents 

movement in that direction in its use of well-supported findings from the field of 

neuroscience to build theory and generate testable hypotheses. Indeed, such use of 
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findings from existing neuroeconomic studies is recommended as a first step for 

integrating neuroscience with organizational science research (Volk & Kohler, 2012).  

There are several reasons to begin this integration passively rather than by 

actively and immediately attempting to gather our own fMRI data. First, because these 

techniques are at the leading edge of technical sophistication, we first need to learn the 

basics of neuroscience, including the terminology, which can be accomplished by delving 

into the neuropsychology, neuroeconomics, and neuromarketing literatures. This paper 

addresses this issue by using language native to these neuroscience-inspired literatures, 

including the names of relevant brains structures and neurochemicals, providing 

definitions when needed. Secondly, we may need to convince our own scholars, 

researchers, and, perhaps more importantly, editors of the value of such approaches. As 

cognitive psychologists have (perhaps jokingly) asked, “Why should we study the brain 

in order to understand the mind?” (Kable, 2011). Thus, an important debate is likely 

necessary at the field level regarding the incorporation of these techniques as has 

occurred in economics (e.g., Camerer, 2007, 2008; Camerer, Loewenstein, & Prelec, 

2005; Glimcher, 2010; McCabe, 2008) and psychology (e.g., Henson, 2005; Page, 2006), 

and even our own field regarding, for instance, alternatives to null hypothesis 

significance testing (e.g., McKee & Miller, 2015; Zyphur & Oswald, 2013). Thus, this 

second reason for initially passive integration with neuroscience represents a goal in the 

longer term toward which this paper aspires to contribute. Thirdly, we need to show the 

wider scientific community that we are capable of interpreting and integrating existing 

neuroscientific findings into our literature as a precursor to collaboration with 
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experienced neuroscientists. This is an important consideration because it is easy to 

misinterpret these findings.  

This third reason for initially passive integration is of particular concern to the 

present research endeavor because much focus is given here to interpreting and 

incorporating neuroscientific findings. To this point, fMRI data are commonly misused 

when making inferences about psychological processes (Kable, 2011; Powell, 2011). 

This occurs when assumptions are made concerning the function(s) of a brain region 

based on past studies and then inferring that because the experimental task(s) activated 

the same region, the task must elicit some particular psychological process. “For 

example, one might find that decisions under risk are associated with activity in the 

amygdala, note that the amygdala has previously been implicated in the emotion of fear, 

and then conclude that decisions under risk involved fear” (Kable, 2011: 78). There are at 

least two problems here. First, a one-to-one mapping of a given psychological process to 

a specific brain region is highly unlikely; second, as a consequence of that unlikelihood, 

the “reverse inference” reasoning exhibited in this example is simply “not deductively 

valid.” (Poldrack, 2006: 59; see also Aguirre, 2003; Aguirre & D’Esposito, 1999; Ariely 

& Berns, 2010; Henson, 2006). However, reverse inference can still provide some 

valuable information to researchers. That is, reverse inference is an imperfect tool that 

can be used to help generate novel hypotheses that can then be tested experimentally; it 

should not be used as a means for post hoc explanation of some particular finding 

(Poldrack, 2006; Poldrack & Wagner, 2004). Despite these cautions, “fMRI can 

[generally] demonstrate whether two different kinds of decisions use similar or different 

neural processes, and thus whether they are likely to use similar or different cognitive 
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processes” (Kable, 2011: 78). Championing the overall trend toward increased 

integration, Volk and Kohler (2012) argue in support of the external validity and 

generalizability of neuroeconomic approaches and findings. Thus, only as a basis for 

theory building and hypothesis generation, this paper confidently uses well-supported 

findings from the neuroscience literature, being as diligent as possible to point out 

controversies and debates where they exist, as was done in this paragraph.  

For this research endeavor, we also need to understand the effects of hunger and 

satiety on neurological and physiological processes. This is necessary because our 

relationship with food is distinguished from that of monetary and material rewards in that 

food, like water, sex, and shelter, is a primary reinforcer, directly satisfying a 

physiological or visceral need (e.g, the maintenance of homeostasis or reproduction), 

whereas monetary, material, and social rewards are secondary reinforcers, which may 

require conditioned learning because they are only indirectly and abstractly related to 

physiological needs and survival (Epstein, Salvy, Carr, Dearing, & Bickel, 2010; 

McClure, Ericson, Laibson, Loewenstein, & Cohen, 2007; Sescousse, Caldú, Segura, & 

Dreher, 2013). Moreover, food is distinguished from other types of primary rewards in 

that it both elicits and responds to a cascade of unique hormones (e.g., ghrelin, leptin, 

insulin), and shifts blood glucose levels (Begg & Woods, 2013; Korakianiti, Hillier, & 

Clegg, 2014; Page et al., 2011; Patton & Mistlberger, 2013; Schwartz, Woods, Porte, 

Seeley, & Baskin, 2000). Like neuroscience, gastroenterology (the study of the digestive 

system and related pathologies), gastronomy (the art of and culture surrounding the 

selection, cooking, and eating of foods), and nutrition are somewhat esoteric literatures 
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and, as such, many of the same issues regarding terminology and interpretation of results 

are relevant.  

Particular to food, fluctuating states of hunger and satiety occur naturally as a 

result of the myriad physiological, environmental, and subjective determinants of eating 

behavior (de Castro, 1988). States of hunger resulting from fasting may occur for a 

variety of externally imposed reasons, including medical procedures (Nygren, 2006; 

Watson & Rinomhota, 2001) or more dire circumstances such as poverty, food shortages, 

or natural disasters (Lumey et al., 2007; Stein, Susser, Saenger, & Marolla, 1975), as well 

as for a variety of internally imposed reasons, including dieting (Grigg, Bowman, & 

Redman, 1996; Story et al., 1991) and religious observances (Frost & Pirani, 1987; 

Karaagaoglu & Yucecan, 2000; Sarri, Linardakis, Bervanaki, Tzanakis, & Kafatos, 2004; 

Trepanowski & Bloomer, 2010). Although people essentially self-impose fluctuating 

states of hunger and satiety, the circadian nature of these states also follows culturally-

established meal times (i.e., breakfast upon waking, lunch in the afternoon, and dinner in 

the evening) (Chiva, 1997; Kant & Graubard, 2015; Larson, Branscomb, & Wiley, 2006; 

Sobal & Nelson, 2003), as well as other diurnal, hebdomadal (i.e., weekly), and seasonal 

rhythms (Baron, Reid, Kern, & Zee, 2011; de Castro, 1987, 1988, 1991a, 1991b; Scheer, 

Morris, & Shea, 2013). More germane to the organizational behavior literature, hunger 

can occur as a result of poor work-life balance (Devine et al., 2006, 2009). More 

generally, because we commonly fast overnight and sometimes skip meals, states of 

hunger and satiety are part of our everyday lives (Scheer et al., 2013; Tal & Wansink, 

2013; Wansink, Tal, & Shimizu, 2012).  
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Thus, due to the prevalence of hunger and satiety, this study has important 

practical implications ranging from managing personal decision-making to managing the 

decision-making of others, including when to schedule meetings and negotiations around 

meal times considering the mindset most appropriate (e.g., risk seeking versus risk 

averse) given the outcome of preference. One of the phenomena studied herein, temporal 

discounting, involves intertemporal choices, which are “decisions with consequences that 

play out over time. These choices range from the prosaic – how much food to eat at a 

meal – to life changing decisions about education, marriage, fertility, health behaviors 

and savings. Intertemporal preferences also affect policy debates about long-run 

challenges, such as global warming” (Berns, Laibson, & Loewenstein, 2007: 482). 

Importantly, these intertemporal choices seem to be influenced by both neurological and 

metabolic processes (i.e., hunger and satiety). Another phenomenon studied herein, risk 

propensity, also seems to have neurological and metabolic underpinnings. 

“Understanding the neural basis of choice under uncertainty is important because it is a 

fundamental activity at every societal level, with examples as diverse as people saving for 

retirement, companies pricing insurance, and countries evaluating military, social, and 

environmental risks” (Hsu, Bhatt, Adolphs, Tranel, & Camerer, 2005). Yet another 

phenomenon, (un)ethicality, underlies concepts like organizational deviance and fraud. 

These behaviors have important financial implications (Mazar, Amir, & Ariely, 2008). 

The 2014 Report to the Nations on Occupational Fraud and Abuse (2014) provides some 

disquieting statistics, estimating a projected $3.7 trillion in global occupational fraud loss 

for the year 2013. Of reported cases, 42% were perpetrated by employees, causing a 

median loss of $75,000, 36% were perpetrated by managers, causing a median loss of 
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$130,000, and 19% were caused by owners/executives, causing a median loss of 

$500,000. These financial losses are, of course, in excess of the psychological effects 

endured by the victims of occupational fraud (Ganzini, McFarland, & Bloom, 1990). 

Considering these wide-ranging domains, this study considers applied and theoretical 

issues of great consequence. As such, it is essential to understand the factors that may 

(perhaps unexpectedly) influence such decisions, both from a personal and an 

organizational perspective. Considering these implications, this paper makes several 

important contributions to the organizational science literature in its consideration of 

hunger and satiety as potent influential states. 

In making these contributions, this paper represents a review and extension of 

research in the area of visceral states and motivation, decision-making, and behavior.  

The review conducted here is important because most other studies proffering hypotheses 

similar to those presented here have provided only partial evidence as to why those 

hypotheses were deductively valid. The literature review conducted for this study delves 

into the neurobiology and physiology underlying the hypotheses, bridging gaps between 

many literatures to provide a more objective and nuanced narrative than has been 

heretofore constructed. This study is somewhat unorthodox for the organizational science 

community in several key ways. Firstly, as stated above, it calls upon numerous 

nontraditionally-related disciplines to build theory and hypotheses. Indeed, the reader will 

find relatively few references to the authors and journals most familiar to the 

organizational science readership. Secondly, this study goes a step beyond the deductive 

practice of using theory to derive hypotheses. Rather, it makes use of a diverse collection 

of findings to cultivate new theory from which the hypotheses are developed. In this 
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sense, it includes both deductive as well as inductive elements. Finally, this study extends 

the scope of current organizational behavior literature while simultaneously contributing 

to the neuroscience, physiology, gastroenterology, gastronomy, nutrition, economics, and 

decision-making literatures from which much of its substance is derived.  

The remainder of the paper is organized as follows: First, I introduce the concept 

of visceral states and how they may specifically and generally affect motivation, 

decision-making, and behavior. I then discuss valuation computations of reward 

including neurological substrates of reward and a special section on food as reward, 

including its neurochemical basis. Following that I introduce the concept of temporal 

discounting, including neurological substrates and how visceral states affect this key 

decision criterion, building up to the hypothesized effects of hunger and satiety on 

temporal discounting. Using similar argumentation, I then develop hypotheses regarding 

risk propensity in light of hunger and satiety. That section is followed by theory and 

hypotheses relating hunger and satiety to (un)ethicality. I then provide description of 

methodology used for this study, after which analyses and results are discussed. I 

conclude with a discussion about the study and results. 
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Chapter 2 

 

 

VISCERAL STATES 

 

“An empty stomach makes a fierce dog.” – Robert Falcon Scott (Scott & Huxley, 

1913: 109) 

 

Per Loewenstein (1996: 272), “the defining characteristics of visceral factors are, 

first, a direct hedonic impact (which is usually negative), and second, an effect on the 

relative desirability of different goods and actions.” That is, visceral factors cause a state 

of internal tension that may be subjectively pleasant or unpleasant, but that ultimately 

seeks release, and are salient at a given time only if they are activated at that time (i.e., 

one is currently hungry, thirsty, sexually aroused, craving heroin, etc.). Interestingly, 

these visceral states may be relevant not only to the specific rewards or cues that 

correspond to the instigating state (e.g., desiring food when one is hungry), but also more 

generally to domains that are unrelated to the instigating state (e.g., one is more or less 

responsive to monetary rewards when one is hungry or sexually aroused, see Briers, 

Pandelaere, Dewitte, & Warlop, 2006; Van den Bergh, Dewitte, & Warlop, 2008). This 

latter consideration will be discussed in detail in upcoming sections of this paper as it 

provides a central premise for the current research effort. Thus, visceral states may 
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exhibit both specific and general effects in realms such as motivation, decision-making, 

and behavior. 

Rewards or cues specific to an instigating visceral state are easy to imagine and 

underlie conventional wisdom that warns us, for instance, against grocery shopping while 

hungry (Inman, 2015). Within the realm of food, much of this literature focuses on food 

choices made by calorie-deprived (i.e., fasting) individuals compared to sated individuals, 

finding that members of the former group seek out more food or more calorie-dense 

foods when eating or grocery shopping, at least among normal-weight individuals (e.g., 

Gilbert, Gill, & Wilson, 2002; Goldstone et al., 2009; Kirk & Logue, 1997; Mela, Aaron, 

& Gatenby, 1996; Nisbett & Kanouse, 1969; Read & van Leeuwen, 1998; Tal & 

Wansink, 2013; Wansink et al., 2012) or, more broadly, on self-control and 

impulsiveness regarding food as a reward or reinforcing stimulus (e.g., Epstein et al., 

2010; Forzano & Logue, 1992; Kirk & Logue, 1997; Logue & King, 1991). In another 

domain, it has been found that when comparing sexually-aroused to neutral (i.e., 

nonaroused) individuals, members of the former group make more morally questionable 

and riskier decisions regarding sexual acts (Ariely & Loewenstein, 2006; Blanton & 

Gerrard, 1997; Ditto et al., 2006). There is an important caveat to report, however; most 

of these types of studies’ samples were comprised entirely of male heterosexual 

undergraduate students, so the results may not be broadly generalizable (for an exception, 

see Imhoff & Schmidt, 2014). Still, this adds to the evidence showing that whether one is 

or is not in a given visceral state has important implications for how state-relevant cues 

and rewards are interpreted and pursued.  
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Rewards or cues unrelated to an instigating visceral state are perhaps less easy to 

imagine, though nonetheless important to consider. On one hand, some researchers have 

contended that decision-making constructs such as temporal discounting (a phenomenon 

wherein people prefer more imminent rewards to more delayed rewards to such an extent 

that they are often willing to accept smaller rewards received sooner over larger rewards 

received later, discussed in detail below) should apply only to cues or rewards directly 

associated with the visceral factor being considered, which leads to the assumption that, 

for instance, a hungry person would have the same discount rate toward monetary and 

other material (i.e., noncaloric) outcomes as would a sated person (Kirk & Logue, 1997; 

Loewenstein, 1996; Read & van Leeuwen, 1998). On the other hand, in opposition to 

such assumptions, there is a small literature that extends the examination of the effects of 

visceral states such as hunger and sexual arousal beyond cognitions and decisions 

involving food and sex, respectively. For instance, there appears to be a strong 

connection between the desire for food and the desire for monetary and material rewards 

(Briers & Laporte, 2013; Briers et al., 2006; Gal, 2012; Reuben, Sapienza, & Zingales, 

2010). More broadly, hunger has been shown to impact a variety of cognitive and 

decision-making processes related to impulsivity, risk-taking, and economic decisions 

(e.g., de Ridder, Kroese, Adriaanse, & Evers, 2014; Ditto et al., 2006; Levy, 

Thavikulwat, & Glimcher, 2013; Nordgren et al., 2007, 2008; Symmonds, Emmanuel, 

Drew, Batterham, & Dolan, 2010).  

There is also a small literature demonstrating that exposure to sexual cues 

influences aspects of economic decision-making related to impulsivity and temporal 

discounting, desire for monetary and material rewards, risk taking, and spending on 
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conspicuous and costly consumer goods (Baker Jr. & Maner, 2008; Griskevicius et al., 

2007; Roney, 2003; Van den Bergh & Dewitte, 2006; Van den Bergh et al., 2008; Wilson 

& Daly, 2004). As before, these studies often sample only male heterosexual 

undergraduate students using visual stimuli (e.g., pictures of attractive women), 

potentially limiting their generalizability. However, it has been shown that men and 

women differ in their response to visual sexual stimuli (Hamann, Herman, Nolan, & 

Wallen, 2004), prompting a study by Festjens, Bruyneel, and Dewitte (2013) which found 

that women respond to tactile sexual cues (in this case, touching a pair of men’s boxer 

shorts) in such a way as to make them less loss averse regarding food and money 

outcomes and more reward-seeking regarding economic outcomes. Based on this 

evidence, it seems the effects of a given visceral state are at least to some degree 

generalizable to cues and rewards not directly related to that state.  

As Claudio in Shakespeare’s play Measure for Measure opined, “surfeit is the 

father of much fast” (1603: 1.2.118). Although it is implicit in the preceding discussion, it 

should perhaps be stated explicitly that satiation seems to attenuate the effects of visceral 

states (it should probably be noted that there is some technical distinction between 

satiation and satiety (e.g., De Graaf, De Jong, & Lambers, 1999), though the terms are 

used synonymously in this text). For instance, Van den Bergh, Dewitte, and Warlop 

(2008: 94) found that “sexual appetite induces monetary cravings” as evinced by 

increased temporal discounting of monetary outcomes. Supporting the generalizability of 

visceral states to ostensibly unrelated cues and rewards, this impatience for reward when 

sexually aroused extended to nonmonetary rewards such as candy and soda. However, the 

authors found that “satiation” of sexual appetite attenuated these discount effects. This 
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satiety effect is also pertinent to hunger; physiological satiety induced by eating affects 

attitudes toward food (Gilbert et al., 2002; Goldstone et al., 2009; Kirk & Logue, 1997) 

as well as monetary reinforcers (Briers et al., 2006). This is consistent with findings from 

studies on goals and motivation which show that, while “motivational states, such as 

needs, goals, intentions, and concerns are characterized by enhanced accessibility of 

motivation-related constructs” (Förster, Liberman, & Higgins, 2005: 220), these 

motivational states and constructs can be suppressed by the fulfillment of the appropriate 

motivation(s) or goal(s) (Briers et al., 2006; Förster et al., 2005; Liberman & Förster, 

2000, 2005; Marsh, Hicks, & Bink, 1998). As a further point that will be applicable later 

in this narrative, unfulfilled goals may interfere with higher-order executive functioning 

(Marien, Custers, Hassin, & Aarts, 2012; Masicampo & Baumeister, 2011). 

In summary, we must account for the fact that a given visceral state may affect 

motivation, decision-making, and behavior vis-à-vis cues and rewards corresponding to 

that specific state, but also cues and rewards seemingly unrelated to that state. I begin this 

treatise via a discussion of (reverse) alliesthesia, followed by a discussion of classes of 

rewards, and then a primer on temporal discounting, risk propensity, and (un)ethicality. 

(Reverse) Alliesthesia 

As Toates (1981: 37) stated, “what is a high incentive in one energy state is a low 

incentive in another.” A sort of counterpoint to visceral states, alliesthesia refers to the 

phenomenon wherein the sensation (i.e., the hedonic evaluation of pleasure or 

displeasure) associated with some stimulus varies as a function of the inner state (i.e., the 

visceral or drive state) of an individual (Berridge, 2000; Cabanac, 1979, 1988; Jiang et 

al., 2008). In other words, deprivation of some reinforcer can increase the motivation to 
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obtain or consume said reinforcer. As an example, the sight, smell, taste, and mouthfeel 

of a spoonful of crème brûlée should be more pleasing to someone who is hungry than to 

someone who is sated. Thus, the concept of alliesthesia rests on the notion that there is a 

decreasing marginal utility associated with further exposure to some appetitive stimulus 

and, moreover, that this utility may even become negative if exposure extends beyond the 

point of satiation (this would seem to resemble a curvilinear, inverted-U relationship 

between exposure and hedonic evaluation). Cabanac (1979) argues that such effects are 

domain specific (i.e., temperature should not affect alliesthesia related to food), though 

there is some evidence that this may not be the case (for examples relating temperature to 

food intake, see Briers & Lerouge, 2011; Herman, 1993; Johnson, Mavrogianni, Ucci, 

Vidal-Puig, & Wardle, 2011). 

However, at least within the realm of food and drink, the narrative may be more 

nuanced. It could be argued that per the theory of alliesthesia, as well as common and 

perhaps even expert intuition, consumption of a small amount of some food or drink 

should decrease hunger or thirst as well as subsequent consumptive behaviors (see 

Wadhwa, Shiv, & Nowlis, 2008). With respect to food and drink consumption, this 

represents an energy depletion model (discussed in Epstein, Leddy, Temple, & Faith, 

2007). However, it also seems reasonable that consumption of a small amount of some 

food or drink could increase hunger or thirst along with subsequent consumptive 

behaviors (Berridge, 2000; Toates, 1986; Wadhwa et al., 2008). For instance, building 

upon the notion that “the appetite is sharpened by the first bites” (José Rizal (1861-1896), 

quoted in Rattiner, 2002: 32), Brendl, Markman, and Messner (2003: 467) argue that “the 

physiological need to eat can be stimulated by first letting people taste a very small 
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quantity of food to prompt an appetizing effect” (see also Cornell, Rodin, & Weingarten, 

1989; Rodin, 1985; Yeomans, 1996, 1998). This effect is similar to the priming effect 

described for food and addictive drugs by de Wit (1996), as well as by Pavlov as early as 

1897 (Pavlov, 1897). The fact that hunger increases during the early stages of eating a 

meal does not necessarily mean that more food is consumed, but merely that subjective 

ratings of hunger increase (Yeomans, 1996, 1998; Yeomans, Gray, Mitchell, & True, 

1997). However, this effect may extend beyond the subjective realm as will be discussed 

with respect to cephalic phase responses later in the section on food and reward.  

Integrating lines of inquiry associated with alliesthesia and the appetizer effect, 

Wadhwa et al. (2008) explored whether sampling a small quantity of a high incentive 

value consumptive cue (i.e., a good-tasting food or drink) would further increase 

consumption of that particular cue as well as consumption more generally. Thus, “just as 

drive states affect the incentive value of relevant rewarding stimuli, encountering stimuli 

high in incentive value could intensify motivational states and thus enhance the desire to 

engage in subsequent consumption-related behaviors” (Wadhwa et al., 2008: 403). The 

first portion of this statement represents the concept of alliesthesia. The authors term the 

phenomenon represented in the second portion of the statement “reverse alliesthesia,” and 

relate it to cue-specific, drive-specific, and general motivational effects. With cue-

specific effects, sampling a spoonful of crème brûlée would only increase the desire for 

more crème brûlée, whereas with drive-specific effects, sampling a spoonful of crème 

brûlée would more broadly increase the desire for more dessert or food (i.e., it would 

increase overall hunger). With general motivational effects, limited consumption of some 

high incentive cue like the spoonful of crème brûlée would be expected to increase desire 
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for a broad range of reward cues, including those not related to food (e.g., a massage or 

vacation). Moreover, the authors showed that aversive consumption cues (e.g., an 

unpleasant smell) might suppress subsequent reward-seeking behaviors. 

Reverse alliesthesia clearly parallels much of the above-described literature on 

visceral states. However, it differs in at least two important ways. First, this literature 

does not typically consider the existence of preactivated visceral states. In fact, some 

studies cited as evidence of reverse alliesthesia went so far as to examine the effect of 

hedonic cues despite satiation of the relevant drive state (e.g., eating pizza or ice cream 

when one’s appetite is already sated, see Cornell et al., 1989). This is not to say that 

satiety is a neutral state that has no effect on reward-seeking motivation and behavior 

within the context of reverse alliesthesia. Indeed, in the study cited above, Wadhwa et al. 

(2008) were able to reduce future food consumption related to an induced state of hunger 

by “satiating” participants with a small surprise monetary reward during an intervening 

task in the experiment. 

The second difference is that with reverse alliesthesia, exposure to some stimuli 

that would, given sufficient quantity, typically reduce (i.e., satiate) a related drive state, 

actually increases the drive state when the quantity is limited and, moreover, may activate 

or increase the potency of unrelated drive states. In this case, a high incentive value 

consumptive cue actually can instigate specific and general drive states. It is this 

distinction that makes reverse alliesthesia a valuable contribution to this discussion. In 

this regard, it is interesting to note that, having mentioned a spoonful of crème brûlée 

several times in the preceding paragraph, the literature on reverse alliesthesia and the 

appetizer effect suggests that the reader would now be expected to exhibit temporarily 
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greater sensitivity to a wide range of reward cues, perhaps even despite having eaten 

recently, provided the reader enjoys crème brûlée, of course. This enhanced sensitivity 

may be evinced through key decision-making constructs such as temporal discounting 

and risk propensity, which will be examined after a brief discussion of value and reward 

in decision-making. 
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Chapter 3 

 

 

VALUE AND REWARD IN DECISION-MAKING 

 

An important question arises as to why phenomena such as visceral states and 

reverse alliesthesia are relevant not only to the specific rewards or cues that correspond to 

the instigating state, but also more generally to domains that are unrelated to the 

instigating state. It could reasonably be argued that need- or goal-directed behavior 

toward an object or outcome should only be increased if the object or outcome is capable 

of satisfying an active need or goal and, furthermore, that in light of such an active need 

or goal, attention toward all other objects and outcomes should be suppressed (Yam, 

Reynolds, & Hirsh, 2014). This “devaluation effect” involved in suppressing attention 

toward objects and outcomes unrelated (i.e., neither instrumental nor counterproductive) 

to a drive state seems theoretically sound and has some empirical support (Brendl et al., 

2003). However, outcome types, degrees of relatedness, and levels of abstraction must 

certainly be considered when evaluating a set of potential alternatives relative to a given 

drive state. As an example, a visceral state such as hunger almost certainly alters 

motivation, decision-making, and behavior in such a way as to promote caloric intake, 

perhaps causing the devaluation of rewards and cues such as money. However, food and 

money are related in that they are exchangeable; money is a conditioned and more 

abstract means to achieving the same end. Thus, it is conceivable that the incentive 
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salience of money would be increased in a state of hunger. Regarding the evaluation of 

and selection among potential alternatives, especially when considering contextual 

factors such as visceral states, a large body of research has begun to illuminate the 

intricacies of decision-making processes.  

“In the simplest terms, human decision-making can be framed as an energetic 

problem that pits an organism’s investment for each choice against the immediate and 

long-term returns expected” (Montague, King-Casas, & Cohen, 2006: 418). In this paper, 

I am concerned with economic choice, in which the options available in different 

situations can vary on a multitude of dimensions, which necessitates the neural 

representation and computation of value (Padoa-Schioppa, 2011). In other words, in order 

to make decisions, the brain must represent the set of available choices and calculate the 

respective desirability of each. In this regard, it is helpful to distinguish between two 

closely related terms: reward and value. Reward refers to the “immediate advantage 

accrued from the outcome of a decision (e.g., food, sex, or water)” (Montague et al., 

2006: 419). Reward occurs in the temporal present, is relatively easy to measure and 

quantify, and is usually experimentally operationalized as some positive reinforcer. The 

converse of reward is punishment, some immediate disadvantage accrued from the 

outcome of a decision. Value, on the other hand, is an estimate of or expectation 

regarding the degree of reward or punishment that will result from the decision, both now 

as well as in the future. Thus, value is computed at the time of choice and is subject to 

myriad contextual and circumstantial determinants that can be either external (e.g., the 

commodity, quantity, delay, risk, ambiguity, and cost) or internal (e.g., motivational state, 

impatience, attitudes toward risk and ambiguity) to the individual (Padoa-Schioppa, 
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2011). Per this framework, the commodity term refers to a unitary amount of some 

specified good independent of all other contextual and circumstantial determinants. These 

concepts are important because one aim of the current study is to manipulate an internal 

motivational state (i.e., hunger) experimentally to see what effect it has on select external 

determinants (e.g., delay, risk) of valuation computations. I will present a series of 

equations relating reward to value in the upcoming section on temporal discounting. 

Within this discussion and as a preface to upcoming sections, it is also helpful to 

distinguish between two types of reinforcers: primary and secondary. Whereas primary 

reinforcers directly satisfy some evolved appetitive mechanism (i.e., a visceral state such 

as hunger, thirst, or sexual desire), secondary reinforcers “may evoke limbic activity only 

indirectly, mediated by more abstract symbolic and/or associative processes that may be 

more susceptible to contextual framing effects” (McClure et al., 2007: 5803). That is to 

say, rewards such as money, a secondary reinforcer, may be more subject to framing 

effects than rewards such as food, a primary reinforcer. Berridge (2007: 393) briefly 

discusses reinforcement terminology more broadly. In correspondence with the idea of 

primary and secondary reinforcers, researchers have found, for instance, higher temporal 

discounting (i.e., an increased preference for more imminent rewards even when they are 

smaller in magnitude than more delayed rewards) for heroin than money (Giordano et al., 

2002; Madden, Bickel, & Jacobs, 1999), as well as higher discounting of alcohol and 

food relative to money, regardless of reward amount (Odum, Baumann, & Rimington, 

2006; Odum & Rainaud, 2003), lending credibility to the idea that rewards that are 

directly consumable are discounted more steeply than rewards that are not directly 

consumable (i.e., monetary rewards). Perhaps unsurprisingly, college students appeared 
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to discount a host of consumables (e.g., beer, candy, and soda) more steeply than money 

(Estle, Green, Myerson, & Holt, 2007).  

Within this discussion it is also helpful to distinguish between “three dissociable 

psychological components of reward: ‘liking’ (hedonic impact), ‘wanting’ (incentive 

salience), and learning (predictive associations and cognitions)” (Berridge, Robinson, & 

Aldridge, 2009: 65). The term ‘dissociable’ is important because recent research indicates 

that these phenomena are at least to some degree psychologically and neurobiologically 

(i.e., in terms of neuroanatomy and neurotransmitters) distinct (e.g., Peciña & Berridge, 

2005; Richard, Castro, DiFeliceantonio, Robinson, & Berridge, 2013; Robinson & Flagel, 

2009; Tindell, Berridge, Zhang, Peciña, & Aldridge, 2005). Regarding psychological 

distinctions, ‘liking’ refers to pleasure or palatability (especially with respect to food), 

whereas ‘wanting’ refers to incentive salience or appetite (Berridge, 1996). As discussed 

by Castro and Berridge (2014), in the strictest sense, ‘liking’ is an objective positive 

hedonic reaction (based on, for instance, quantifying discrete orofacial affective 

reactions, such as tongue protrusions, in response to different tastes). This phenomenon is 

referred to as hedonic impact and is not necessarily accompanied by a subjective sense of 

pleasure. Similarly, ‘wanting’ refers to motivational aspects (both in terms of neural and 

behavioral responses) of incentive salience (discussed in greater detail below), which is 

not necessarily accompanied by subjective feelings of desire.  

Neurological substrates of value and reward 

Regarding the neurobiological distinctions mentioned in the last paragraph, brain 

dopamine and endogenous opioids are the primary neurotransmitters of inquiry, though 

other neurotransmitters such as endocannabinoids and GABA perform related functions 
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in similar neural regions (e.g., Jager & Witkamp, 2014; Mahler, Smith, & Berridge, 2007; 

Reynolds & Berridge, 2002; Söderpalm & Berridge, 2000). Additionally, hormones such 

as testosterone and oxytocin are shown to influence economic decision-making and 

behavior (Apicella et al., 2008; Kosfeld, Heinrichs, Zak, Fischbacher, & Fehr, 2005). 

However, I focus on the former two neurotransmitters (i.e., dopamine and endogenous 

opioids) in this discussion for brevity and because they seem to have garnered the most 

attention to date within this literature. Also regarding neurobiological distinctions, despite 

the fundamental contrasts delineating broad categories of reward (i.e., primary versus 

secondary) as well as the psychological components of reward discussed above, “there is 

striking consistency in the set of neural structures that respond to rewards across a broad 

range of domains, from primary ones such as food, to more abstract ones such as money 

and social rewards (including reciprocity, fairness, and cooperation)” (Montague et al., 

2006: 438). Several aspects of this paragraph independently require further explication, 

though it must be stressed that the reward and valuation system(s) are highly integrated. 

The following discussion is organized in reverse order to this paragraph.  

There is strong support for a “common reward circuit” based upon the 

neuroimaging literature (Sescousse et al., 2013). The ventral striatum (including the 

nucleus accumbens), orbitofrontal cortex, and ventromedial prefrontal cortex have been 

found consistently to respond to a wide variety of rewarding stimuli, though most studies 

focus on food-based, erotic, and monetary rewards (e.g., Breiter & Rosen, 1999; Hoebel, 

1985; Knutson, Fong, Adams, Varner, & Hommer, 2001; McClure, Berns, & Montague, 

2003; Schultz, Dayan, & Montague, 1997; Fliessbach et al., 2007). Other relevant neural 

regions include the ventral tegmental area and substantia nigra, which send dopaminergic 
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projections to these areas (Cohen, Haesler, Vong, Lowell, & Uchida, 2012; Dickson et 

al., 2011; Fields, Hjelmstad, Margolis, & Nicola, 2007; Hjelmstad, Xia, Margolis, & 

Fields, 2013; Skibicka, Hansson, Alvarez-Crespo, Friberg, & Dickson, 2011). These core 

areas may respond to different aspects of rewarding stimuli and certain types of stimuli 

(or the context(s) in which the stimuli are presented) may differentially activate these 

core areas. As discussed by Montague et al. (2006: 420), the striatum and orbitofrontal 

cortex are responsive to rewards that change, accumulate, or are learned over time 

(Berns, McClure, Pagnoni, & Montague, 2001; Delgado, Nystrom, Fissell, Noll, & Fiez, 

2000; Elliott, Newman, Longe, & Deakin, 2003; Galvan et al., 2005; Knutson, Fong, 

Bennett, Adams, & Hommer, 2003; Koepp et al., 1998; Sugrue, Corrado, & Newsome, 

2005), whereas the ventromedial prefrontal cortex is responsive to reward value 

(Knutson, Fong, et al., 2001; O’Doherty et al., 2003). Via meta-analysis, Sescousse et al. 

(2013: 681) supported the notion that abstract secondary rewards such as money are 

“represented in evolutionary more recent brain regions” such as the anterior portion of 

the orbitofrontal cortex. However, their analysis ultimately “confirmed the existence of a 

core set of brain regions processing reward outcomes in an indiscriminate fashion, in line 

with the idea of a centralized ‘reward circuit’” (Sescousse et al., 2013: 686).  

Introducing language that will be important to the methodology of this study, the 

Behavioral Activation System (BAS), together with the Behavioral Inhibition System 

(BIS), provide the foundation for a critical theory of personality based on physiological 

mechanisms respectively associated with approach and avoidance motivation, sensitivity 

to reward and punishment, and positive and negative affect (Carver & White, 1994; Gray, 

1981). These two systems have been extended beyond their trait-based origins to explore 
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state-based activation, as would be the case with visceral states such as hunger and the 

BAS (Yam, Reynolds, et al., 2014). “The neurobiology of the BAS is related to the 

commonly identified dopaminergic reward circuitry. It involves the projections from the 

substantia nigra and the ventral tegmental area (VTA) to the dorsal and ventral striatum, 

and also their corresponding cortical projections to the prefrontal cortex” (Barros-

Loscertales et al., 2010: 18). To be clear, the BAS is understood to be equivalent to the 

mesolimbic dopamine system (i.e. common neural reward circuitry) discussed throughout 

much of this paper (Barros-Loscertales et al., 2010; Berridge, 1996; Schultz et al., 1997; 

Wise, 2004). 

Regarding mesolimbic dopamine, one commonality between many neural regions 

implicated in reward is their heavy innervation by dopaminergic circuitry (McClure, 

Laibson, Loewenstein, & Cohen, 2004). “Dopamine has long been associated with the 

idea of reward but historically was assumed to mediate directly the reward value of an 

event” (Montague et al., 2006: 425–426; see Wise, 1980). However, there has been a 

paradigm shift within the psychopharmacological field away from the notion that brain 

dopamine, particularly within mesolimbic dopamine projections to the nucleus 

accumbens, directly mediates the pleasurable aspects of primary rewards (Salamone, 

2007). While dopamine release may occur in response to reward itself, especially delivery 

of an unexpected reward, release is generally observed to be greater in response to some 

cue that reliably predicts subsequent reward, especially when that cue is unexpected 

(Montague et al., 2006). Contemporary literature on dopamine “emphasizes aspects of 

instrumental learning, Pavlovian conditioning and Pavlovian-instrumental interactions, 

reward prediction, incentive salience and behavioral activation” (Salamone, 2007: 389), 
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though controversy exists as to precisely which functions the neurotransmitter regulates 

(Barbano & Cador, 2007; Berridge, 2007; Flagel et al., 2011). However, it is increasingly 

accepted that, despite widespread belief, even among some scientific communities, 

dopamine does not cause pleasure (i.e., the experience of ‘liking’ some reward stimuli) 

(Salamone, 2007). Rather, “dopamine mediates only a ‘wanting’ component, by 

mediating the dynamic attribution of incentive salience to reward-related stimuli, causing 

them and their associated reward to become motivationally ‘wanted’” (Berridge, 2007: 

408). Endogenous opioids seem to rule the realm of ‘liking’ and pleasure. 

Building on the idea of a “common reward circuit” (Sescousse et al., 2013), areas 

such as the nucleus accumbens are also hotspots for endogenous opioids which may serve 

to enhance hedonic experience (i.e., pleasure) (Berridge et al., 2009). Endogenous 

opioids may contribute to both the ‘liking’ and ‘wanting’ phenomena, at least within the 

heretofore unmentioned ventral pallidum, which is activated by a variety of rewards such 

as cocaine, sex, food, and money (Berridge et al., 2009). However, opioids are generally 

more implicated in ‘liking’ rather than ‘wanting’ a reward because they mediate the 

evaluation of a reward as pleasant or palatable (Barbano & Cador, 2007; Berridge, 1996; 

Drewnowski, Krahn, Demitrack, Nairn, & Gosnell, 1992; Glass, Billington, & Levine, 

1999; Kelley et al., 2002; Kelley, Baldo, Pratt, & Will, 2005). For instance, opioids in the 

nucleus accumbens seem to increase the hedonic impact of sweetness (e.g., Peciña & 

Berridge, 2005). 

The role of dopamine is partially explained by the activation-sensorimotor 

hypothesis, per which dopamine mediates “general functions of action generation, effort, 

movement, and general arousal or behavioral activation” (Berridge, 2007: 392; see also 
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Dommett et al., 2005; Horvitz, 2002; Robbins & Everitt, 1982; Salamone, Cousins, & 

Bucher, 1994; Stricker & Zigmond, 1976). However, the roles of neurotransmitters like 

dopamine and endogenous opioids in reward are perhaps best captured by the literature 

on incentive salience (i.e., ‘wanting’) and hedonic impact (i.e., ‘liking’) (Berridge, 2007; 

Berridge & Robinson, 1998; Berridge et al., 2009). The principal proposition of this 

literature is that “reward is a composite construct that contains multiple component types: 

wanting, learning, and liking” (Berridge, 2007: 408). Incentive salience helps transform 

neural representation and valuation of some reward (conditioned or unconditioned 

stimulus) into motivation and behavior, promoting approach and consumption of desired 

rewards.  In other words, incentive salience “most often acts to add incentive value to 

learned Pavlovian conditioned stimuli that predict a wide variety of learned rewards” 

(Berridge, 2007: 408; see also Berridge & Robinson, 1998; Dayan & Balleine, 2002; 

Elliott et al., 2003; Everitt & Robbins, 2005; Hyman & Malenka, 2001; Insel, 2003; 

Kelley et al., 2005; McClure, Daw, & Read Montague, 2003; Volkow et al., 2002). In 

doing so, incentive salience maps ‘liked’ rewards to ‘wanted’ rewards (McClure, Daw, et 

al., 2003), meaning that most of the time we like what we want, but it may be better to 

say that we learn (i.e., associative learning or Pavlovian-style operant conditioning) to 

want what we like (Flagel et al., 2011). However, it is easy to imagine wanting a reward 

that ultimately is disliked; every birthday gift is wanted while it is still wrapped, though 

some will almost certainly disappoint the recipient. Importantly, incentive salience is 

distinct from and can potentially undermine more cognitive (i.e., explicit, declarative) 

goals and expectations, resulting in irrational ‘wanting’ for what is not cognitively 

wanted, as is often the case with addiction (Berridge et al., 2009). More germane to our 
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purposes, while cue-triggered ‘wanting’ can involve specific rewards, it may also elicit a 

more generalized ‘wanting’ for other rewards, spurring motivation to seek out and 

consume many types of stimuli. This idea directly mirrors the prior discussion about the 

generalizability of visceral states but provides a psychological and neurobiological basis. 

Next, I discuss how aspects of food and eating interact with concepts of reward. 

Food as Reward 

Our relationship with food is a multifaceted phenomenon (Begg & Woods, 2013; 

Berthoud, 2011; Kong & Singh, 2008; Schwartz et al., 2000). Regarding the processes 

associated with eating and digestion, “there exists a complex interplay between 

immunomodulators, neurotransmitters and neuroendocrine factors that underlie 

gastrointestinal sensing mechanisms and enable orchestration of appropriate host 

responses” (Grundy, 2006: 76). The gastrointestinal tract involves multiple organs, 

stages, and functions, and is rich with “sensory” innervation, projections from which are 

coordinated and integrated by the central nervous system with behavioral responses, such 

as the regulation of food intake (Grundy, 2006; Schwartz et al., 2000). While eating is a 

conscious act (though as we will illustrate, guided by unconscious forces), the process of 

digestion is largely unconscious and without the sensations that may be implied by use of 

the word ‘sensory.’ “Imaging studies show a comprehensive neuronal network 

controlling human feeding behavior that includes parts of the cortex, hypothalamus, 

thalamus, and the limbic system. This network connects the regions of the brain that 

control the perception of sensations and flavors (the cortex); that influence the reinforcing 

value of food (the limbic system); and that influence appetite, body weight, and energy 

balance (the thalamus and hypothalamus)” (Epstein et al., 2007: 892). Neurotransmitters 
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such as dopamine and endogenous opioids, as well as hormones (i.e., “neuroendocrine 

factors”) such as ghrelin and leptin, play important roles in this process, though their 

effects may trespass into seemingly unrelated realms, such as temporal discounting and 

risk propensity, which underlies their importance to this paper. These neurotransmitters 

and hormones will be discussed after a brief synopsis of food as reward. 

Food is a primary reinforcer (Epstein et al., 2010; McClure et al., 2007; Sescousse 

et al., 2013), activating, both generally and specifically, portions of the common neural 

decision-making and reward circuitry (Castro & Berridge, 2014; Rangel, 2013; Richard 

et al., 2013; Sescousse et al., 2013). For instance, at least one common brain region 

associated with representing aspects of reward value of various stimuli, the 

aforementioned orbitofrontal cortex, is activated in response to taste, smell, the mouth-

feel of fat, as well as more abstract reinforcers like winning and losing money 

(Kringelbach, 2005; Rolls, 2004). The nucleus accumbens and striatal circuitry also play 

important roles in eating behavior and food reward (Castro & Berridge, 2014; Richard et 

al., 2013). Broadly, activity in the reward areas of the brain “changes in response to the 

taste, smell, thought and sight of food” (Goldstone et al., 2009: 1625; see also Beaver et 

al., 2006; DelParigi, Chen, Salbe, Reiman, & Tataranni, 2005; Gordon et al., 2000; 

Gottfried, O’Doherty, & Dolan, 2002; Hinton et al., 2004; Holsen et al., 2005; Morris & 

Dolan, 2001; O’Doherty, 2007; Porubská, Veit, Preissl, Fritsche, & Birbaumer, 2006; 

Simmons, Martin, & Barsalou, 2005; Small et al., 2007; St-Onge, Sy, Heymsfield, & 

Hirsch, 2005; Tataranni & DelParigi, 2003; Wang et al., 2004), as well as to “changes 

with the rewarding properties of the food stimuli, e.g. high-calorie vs. low-calorie foods, 

foods self-reported as preferentially craved, more appetizing or disgusting, or with food 
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aversion during repeated consumption of the same food” (Goldstone et al., 2009: 1625; 

Beaver et al., 2006; Calder et al., 2007; Farooqi et al., 2007; Gordon et al., 2000; Hinton 

et al., 2004; Killgore et al., 2003; Kringelbach, O’Doherty, Rolls, & Andrews, 2003; 

O’Doherty et al., 2000; Rolls & McCabe, 2007; Rothemund et al., 2007; Small, Zatorre, 

Dagher, Evans, & Jones-Gotman, 2001; Stoeckel et al., 2008). Even pictures of food 

activate the reward system in hungry people, especially when comparing obese to 

nonobese people (e.g., Bruce et al., 2010; Frank et al., 2010; Martin et al., 2010; 

Schienle, Schäfer, Hermann, & Vaitl, 2009; Stoeckel et al., 2008). 

There are two broad classes of mechanisms regulating feeding behavior: 

homeostatic (i.e., metabolic) and hedonic (i.e., reward-driven) (Appelhans, 2009; 

Berthoud, 2011; Epstein et al., 2007; Goldstone et al., 2009; Saper, Chou, & Elmquist, 

2002). “Hedonic feeding, which can be triggered by visual or olfactory food cues, 

involves brain regions that play a role in reward and motivation, while homeostatic 

feeding is thought to be under the control of circulating hormones acting primarily on the 

hypothalamus” (Malik, McGlone, Bedrossian, & Dagher, 2008: 400). If homeostatic 

mechanisms were the sole regulator of feeding behavior, overconsumption and obesity 

would be far less prevalent as we would likely not eat beyond our homeostatic needs 

were consumption of palatable food not inherently rewarding. However, beyond the 

physiological effects associated with consuming the nutritive value of the food are the 

sensations of eating including taste, mouth feel, and smell, which would be difficult to 

separate from the remainder of the digestive processes. Eating often occurs simply due to 

the rewarding properties of appetitive food stimuli. This hedonic feeding occurs in the 

absence of nutritional or caloric deficiency (Appelhans, 2009). However, because food is 
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intrinsically reinforcing, there are links between these homeostatic and hedonic systems 

to ensure adequate nutritional intake (Saper et al., 2002). It seems each system helps 

modulate the functioning of the other (Berthoud, 2011) and both systems may respond to 

similar signals. For instance, the hormones leptin and ghrelin are implicated in 

homeostatic feeding via their effects on the central nervous system, but are also 

implicated in hedonic feeding via their effects on neural dopaminergic circuitry (and 

neural opioidergic circuitry, in the case of leptin) (Saper et al., 2002), as will be discussed 

in greater detail below. Overall, “eating can be triggered by metabolic need, hedonic 

drive, or an interaction between the two, and there are several neural circuits that 

represent this interface. Importantly, metabolic signals of energy status can modulate 

processing of cognitive and reward functions in corticolimbic systems (bottom-up 

processing), which influence regulatory processes to restore energy status to the optimal 

level. Yet the cognitive and emotional brain can also override homeostatic regulation 

(top-down processing), to yield an energy imbalanced state” (Berthoud, 2011: 893).  

People generally select and react to foods based on taste, smell, and mouthfeel 

rather than macronutrient (i.e., carbohydrate, fat, and protein) content (Levine, Kotz, & 

Gosnell, 2003). However, macronutrient content is an important factor in taste; high fat 

content or sugar content (particularly in the form of simple sugars (e.g., fructose, 

sucrose)) is often present in good tasting food, especially when dietary fat and simple 

sugars are presented together, such as in sweetened high-fat dairy products like ice cream 

(Drewnowski & Greenwood, 1983). In modern times, such foods are often preferentially 

overconsumed (Drewnowski, 1995), which makes sense considering our evolutionary 

history as hunter-gatherers during much of which sweet foods such as fruit and fatty 
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foods such as animal meat were often limited, requiring foraging or hunting (Appelhans, 

2009). Motivation to engage in such potentially exhausting behaviors undoubtedly 

benefited from our finding sweet and fatty foods highly rewarding. Regarding the 

distinction between ‘liking’ and ‘wanting,’ “from an evolutionary standpoint, it is highly 

advantageous to have independent neurotransmitter systems to regulate the different 

aspects of a motivated behavior. As palatable items are often associated with high 

contents of fat and carbohydrates, a system capable of signaling these high-caloric foods 

to the organism would improve fitness. Likewise, a system mediating anticipatory 

responses will favor behavioral adaptation to a changing environment and, hence, 

increase reproduction and survival” (Barbano & Cador, 2007: 503). Consuming these 

foods beyond current homeostatic needs allows some energy to be stored as fat which can 

act as a buffer against malnutrition or starvation should food becomes scarce. “Thus, the 

ability of palatable food to promote overconsumption by overriding satiety signals was 

preserved in our species” (Appelhans, 2009: 640; see also Berthoud, 2007; Pinel, 

Assanand, & Lehman, 2000). 

A converse to overconsumption, food deprivation (i.e., a decrease in overall 

caloric intake), whether voluntary or involuntary, can increase the reinforcing value of 

food as well as the motivation to consume and, thus, actual consumption (Drobes et al., 

2001; Raynor & Epstein, 2003; Siep et al., 2009), though certain eating disorders like 

anorexia nervosa may negate these effects (Wierenga et al., 2014). These effects of food 

deprivation can appear in as little as four hours if the person is anticipating a forthcoming 

meal; this is why food deprivation and restriction (i.e., limited access to certain food(s) as 

a result of self-imposed or environmental constraints) may paradoxically reduce the 
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effectiveness of common obesity treatments of which they are the core components 

(Raynor & Epstein, 2003; Siep et al., 2009). Indeed, food deprivation (i.e., fasting) by 

skipping breakfast makes the brain’s reward center more responsive to high-calorie 

(versus low-calorie) foods (Goldstone et al., 2009). The idea that food deprivation can 

increase impulsivity (or decrease self-control) regarding food reinforcers (Kirk & Logue, 

1997; Logue & King, 1991) has already been discussed in this paper, though it was 

framed as an issue of hunger rather than deprivation. Using that language, it can be said 

that the brain responds to appetitive cues such as taste differently depending on whether 

one is hungry or sated (Haase, Cerf-Ducastel, & Murphy, 2009; Haase, Green, & 

Murphy, 2011).  

Neurochemical basis of food as reward 

 “The neurochemical systems mediating food reward include dopaminergic, 

endocannabinoid, serotonergic, opioid and orexin pathways” (Goldstone et al., 2009: 

1632; see also Berthoud & Morrison, 2008; Cardinal & Everitt, 2004; Kringelbach, 2004; 

Volkow & Wise, 2005). However, the focus here is primarily on opioids and dopamine. 

Orexin pathways will also be discussed. The opioid system may be largely responsible 

for the hedonic value of sweet and fatty foods (e.g., Bertino, Beauchamp, & Engelman, 

1991; Drewnowski et al., 1992) and perhaps even food reward more generally (Kelley et 

al., 2002). “It has been proposed that the opioid system would regulate food intake 

through the specific modulation of food hedonic properties or palatability” (Barbano & 

Cador, 2007: 501; see Berridge, 1996; Glass et al., 1999; Kelley et al., 2002). For 

instance, administrations of opioid antagonists (which decrease the effects of endogenous 

opioids) and opioid agonists (which increase the effects of endogenous opioids) have 
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been shown to preferentially and respectively decrease and increase the perceived 

pleasantness and consumption of highly palatable (i.e., sweet and/or fatty) foods 

(Yeomans & Gray, 1997, 2002), without functional changes in subjects’ ability to 

perceive taste (Drewnowski et al., 1992). Neuroanatomically, at least part of the story 

involves opioid receptors within the ventral tegmental area. These receptors can 

effectively activate dopamine neurons within the same region (Hjelmstad et al., 2013; 

Margolis, Hjelmstad, Fujita, & Fields, 2014). Such activation of the ventral tegmental 

area may promote dopamine release in the striatum and nucleus accumbens (Dickson et 

al., 2011), both of which were mentioned earlier as key components of the core reward 

circuitry. The ventral tegmental area is noteworthy in that neurons within this region play 

a critical role in the motivational and rewarding actions of palatable food and drugs of 

abuse (Berridge, 2009; Everitt & Robbins, 2005; Fields et al., 2007). Thus, endogenous 

opioids seem to regulate the evaluation of food palatability and pleasantness (i.e., the 

‘liking’ of food) and, thereby, food-motivated behaviors in general.  

As is the case with other types of reinforcers, dopamine also plays an important 

role in the motivational and reward components of food and aspects of eating behavior 

(Baldo, Sadeghian, Basso, & Kelley, 2002; Kelley et al., 2005; Salamone & Correa, 

2002). Neuroimaging studies reveal that dopamine is released during the anticipation and 

consumption of food (Hardman, Herbert, Brunstrom, Munafò, & Rogers, 2012; Small, 

Jones-Gotman, & Dagher, 2003; Volkow et al., 2002, 2003). Additionally, dopamine 

agonists and antagonists respectively increase and decrease the reinforcing value of food 

(Wise, 2006). However, dopamine seems to be involved primarily in the approach, 

anticipation, and ‘wanting’ aspects of food and eating, especially when preceded by cues, 
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rather than modulating the consummatory and hedonic aspects of eating, though this 

effect may be limited to the anticipation of “palatable” (i.e., good tasting) food stimuli 

(Barbano & Cador, 2007). As mentioned earlier, the nucleus accumbens is an especially 

important dopaminergic region. Connections from the nucleus accumbens to 

hypothalamic feeding centers provide a pathway through which palatable food can 

influence feeding behavior by overriding satiety signals” (Appelhans, 2009: 641; see also 

Berthoud, 2007). Levels of dopamine are also “modulated by the process of food 

consumption via the neurotransmitter acetylcholine. Food consumption raises the 

dopamine above the baseline level. This rise depends on the animals' hunger, which when 

satisfied increases the level of acetylcholine, which causes the dopamine level to fall back 

to the baseline” (Vig, Gupta, & Basu, 2011: 373). Though perhaps an oversimplification, 

it is essentially suspected that hunger should raise dopamine levels and, thereby, initiate a 

state of general and specific ‘wanting’ in the presence of a broad array of reward cues, 

while satiety may decrease dopamine levels and, thereby, lessen general and specific 

‘wanting.’ 

Regarding the endocrine system, meal timing reciprocally affects and 

synchronizes certain circadian processes, particularly those associated with the synthesis 

and secretion of certain hormones (e.g., corticosterone, ghrelin, leptin, insulin, glucagon, 

and glucagon-like peptide 1) (Patton & Mistlberger, 2013). That is to say, food is 

distinguished from other reinforcers in that it both elicits and responds to a cascade of 

unique hormones, such as ghrelin, leptin, and insulin, and shifts blood glucose levels 

(Begg & Woods, 2013; Korakianiti et al., 2014; Page et al., 2011; Patton & Mistlberger, 

2013; Schwartz et al., 2000). Of these hormones, evidence suggests leptin and ghrelin 
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“modulate the expression of food anticipatory rhythms” (Patton & Mistlberger, 2013: 1), 

though in opposing directions (i.e., leptin suppresses appetite while ghrelin augments 

appetite, see Wren & Bloom, 2007), and modulate activity in neural regions (e.g., the 

hippocampus) involved in decision-making and memory (Diano et al., 2006; Harvey, 

Solovyova, & Irving, 2006). 

The appetizer effect mentioned earlier is mediated at least in part by cephalic 

phase responses (CPRs). The purpose of CPRs is to “help maintain homeostasis, i.e., to 

minimize disturbances of the internal milieu resulting from food intake” (Smeets, Erkner, 

& De Graaf, 2010: 645; see also Zafra, Molina, & Puerto, 2006). Like food-related 

dopamine release, CPRs are triggered by the sight, smell, taste, or mere anticipation of 

appetitive food stimuli. For instance, it has recently been shown that umami (one of the 

five basic tastes, described as “savory, meaty and broth-like,” see Yamaguchi & 

Ninomiya, 2000: 921) increases the appetizer effect (Masic & Yeomans, 2014). CPRs 

involve a host of preprandial and/or preabsorptive physiological processes, such as the 

release of insulin in cephalic phase insulin release (CPIR), increased salivation, increased 

gastric acid secretion, increased gastrointestinal motility, and thermogenesis (Begg & 

Woods, 2013; Powley, 1977; Smeets et al., 2010; Zafra et al., 2006). For instance, the 

release of insulin associated with CPIR may decrease blood glucose in some people, as 

well as increase initial appetite and meal size through various physiological mechanisms 

(Rodin, 1985; Smeets et al., 2010). Additionally, the magnitude of CPIR is positively 

correlated with palatability (Bellisle, Louis-Sylvestre, Demozay, Blazy, & Le Magnen, 

1985; Lucas, Bellisle, & Di Maio, 1987; Teff & Engelman, 1996). However, the 

appetizer effect mediated by CPIR may be relatively short-lived (i.e., present for fewer 



 

38 

 

 

 

than 15 minutes, see Korakianiti et al., 2014; van Kleef, Shimizu, & Wansink, 2013; 

Zafra et al., 2006). It should be noted that while hormones such as insulin, ghrelin, leptin 

are part of CPRs, their secretion is not limited to CPRs. In other words, the release of 

these hormones may be promoted or inhibited pre-, intra-, post-, or inter-prandially (i.e., 

before, during, after, or between meals) or during periods of acute or chronic fasting, 

depending on numerous physiological and contextual factors (Begg & Woods, 2013). 

The hormones ghrelin and leptin are discussed below, both generally and with respect to 

reward. Broadly, “rising ghrelin levels in concert with falling leptin levels may serve as a 

critical signal to induce hunger during fasting” (Saper et al., 2002: 201). 

Ghrelin is a powerful circulating orexigen (a term used for substances that 

increase or stimulate the appetite) which correlates with hunger scores among healthy 

subjects (Cummings, Frayo, Marmonier, Aubert, & Chapelot, 2004) and is known to 

contribute to preprandial hunger (Wren & Bloom, 2007). Moreover, ghrelin is 

increasingly implicated in food motivation and reward (Dickson et al., 2011; Perello et 

al., 2010; Skibicka & Dickson, 2011; Skibicka et al., 2011). Thus, ghrelin contributes to 

both homeostatic and hedonic feeding (Malik et al., 2008). In line with the idea of an 

appetizer effect, evidence indicates one type of CPR involves increasing circulating 

levels of ghrelin in anticipation of a meal (Cummings et al., 2001; Sugino et al., 2002), 

peaking approximately half an hour before the expected meal (Drazen, Vahl, D’Alessio, 

Seeley, & Woods, 2006), enhancing sensitivity to both taste (Shin et al., 2010) and smell 

(Tong et al., 2011), and ultimately resulting in more food being consumed (Tschöp, 

Smiley, & Heiman, 2000). Postprandially, ghrelin is suppressed in proportion to ingested 
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calories, though this effect does not predict the ensuing inter-meal interval (i.e., the time 

between meals or until a person’s next spontaneous meal request) (Callahan et al., 2004). 

Circulating ghrelin may act directly on dopaminergic circuitry (Dickson et al., 

2011; Skibicka & Dickson, 2011; Skibicka et al., 2011). For instance, activity in 

dopaminergic regions such as the ventral tegmental area and dorsal striatum, which are 

functionally related to the ventral striatum and similarly implicated in food-based reward, 

is modulated by ghrelin (Egecioglu et al., 2010; Malik et al., 2008; Naleid, Grace, 

Cummings, & Levine, 2005). As mentioned above, activation of the ventral tegmental 

area (e.g., via increased circulating ghrelin) may promote dopamine release in portions of 

the core reward circuitry (Dickson et al., 2011). “Ghrelin therefore appears to modulate 

the response to food cues of a neural network involved in the regulation of feeding and, 

most importantly, in the appetitive response to food cues. This appetitive response has 

several components: attention, anticipation of pleasure, motivation to eat (hunger), 

consumption, and memory for associated cues” (Malik et al., 2008: 405). However, this 

line of research regarding reward circuits targeted by ghrelin has led to a surprising 

finding: beyond the effects of ghrelin in enhancing the rewarding properties of food 

(Egecioglu et al., 2010; Perello et al., 2010; Skibicka et al., 2011; Skibicka, Hansson, 

Egecioglu, & Dickson, 2012), ghrelin is also implicated in enhancing the rewarding 

properties of addictive drugs (Jerlhag et al., 2009; Kaur & Ryabinin, 2010; Tessari et al., 

2007; Wellman, Davis, & Nation, 2005). Dickson et al. (2011: 80–81) discuss the 

“emerging concept that this system operates at the interface between neurobiological 

circuits involved in appetite and reward, increasing the incentive motivational value of 

both natural rewards (such as food) and artificial rewards (such as drugs of abuse).” 
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These effects of ghrelin provide yet another explanation for how the consequences of 

hunger may be extended beyond the desire for food to the desire for seemingly unrelated 

cues and rewards (Skibicka & Dickson, 2011). 

Much of the discussion has focused on the visceral state of hunger rather than on 

its antipode, satiety. At least with respect to food and eating behaviors, satiety should not 

be considered a neutral state (as was discussed earlier in research regarding sexual 

arousal). That is to say, the state of satiety may exhibit some degree of influence on the 

core neural reward system that opposes the effects of hunger. For example, the 

circulating anorexigen leptin is involved in the regulation of appetite, both short- and 

long-term, and is released by adipocytes in proportion to lipid stores (Ahima, Saper, 

Flier, & Elmquist, 2000; Figlewicz, 2003; Morton et al., 2005; Patton & Mistlberger, 

2013). Higher circulating leptin may decrease food palatability and even the perception 

of sweet tastes, as well as overall appetite, promoting meal termination and increasing 

postprandial satiation (Farooqi et al., 2007; Isganaitis & Lustig, 2005; Ninomiya et al., 

2001; Raynaud et al., 1999; Rosenbaum, Sy, Pavlovich, Leibel, & Hirsch, 2008; Smeets 

et al., 2010). Importantly, leptin may inhibit dopaminergic projections to the striatum 

(Cota, Barrera, & Seeley, 2006). For instance, Farooqi et al. (2007) and Rosenbaum et al. 

(2008) similarly showed that leptin modulated activity in the ventral striatum, decreasing 

the motivational salience (i.e., the ‘wanting’) of appetitive food stimuli. Shalev, Yap, and 

Shaham (2001) showed that, despite the generalized effect of food deprivation on drug-

seeking behaviors (Carroll & Meisch, 1984), leptin attenuates acute food deprivation-

induced relapse to heroin-seeking behaviors, suggesting hormones signaling metabolic 

status such as insulin, leptin, and ghrelin “may act by modulating dopaminergic or 
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opioidergic function” (Figlewicz & Benoit, 2009: R14). This hints at the possibility that 

the effects of satiety may be extended beyond decreased desire for food to decreased 

desire for seemingly unrelated cues and rewards. 
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Chapter 4 

 

 

TEMPORAL DISCOUNTING 

 

Temporal discounting (i.e., delay discounting, time preferences) is a principal 

economic theory relating the concepts of reward and value. It refers to the tendency when 

choosing among alternatives to progressively discount or undervalue future outcomes as 

they become increasingly temporally delayed (i.e., as they occur further in the future) 

(Frederick, Loewenstein, & O’Donoghue, 2002). In other words, the subjective value of 

an outcome is inversely proportional to the delay preceding the outcome (Harrison & 

McKay, 2012; Kirby, 1997). Thus, people generally prefer more imminent rewards to 

more delayed rewards to such an extent that they are often willing to accept smaller 

rewards received sooner over larger rewards received later (contrarily, people prefer 

aversive outcomes in lesser degrees, later rather than sooner). These two comparative 

classes of reward outcomes are customarily referred to using the terms smaller sooner, or 

“SS,” and larger later, or “LL.” Individuals are assumed to have relatively stable discount 

rates over time, with empirical evidence indicating high test-retest reliability over time 

frames of up to a year (Baker, Johnson, & Bickel, 2003; Beck & Triplett, 2009; Black & 

Rosen, 2011; Harrison & McKay, 2012; Kirby, 2009; Ohmura, Takahashi, Kitamura, & 

Wehr, 2006; Simpson & Vuchinich, 2000; Takahashi, Furukawa, Miyakawa, Maesato, & 

Higuchi, 2007). Additionally, evidence indicates that individual discount rates correlate 
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across commodities (Bickel et al., 2011; Odum, 2011). Within the evaluation 

computation framework presented above, this represents the external contextual element 

of delay (see Padoa-Schioppa, 2011).  

Some argue that “high short-term discount rates are related to an underlying 

individual trait” (Reuben et al., 2010: 125); others identify the more colloquial trait, 

arguing that “delay discounting and trait impulsivity load onto the same psychological 

factor” (Kayser, Allen, Navarro-Cebrian, Mitchell, & Fields, 2012; see also Meda et al., 

2009; Odum, 2011), though it may be more accurate to conceptualize temporal 

discounting as a subset of impulsivity, as the latter term is notoriously less precise 

(Dalley & Roiser, 2012). Drawing corollaries with research on stress (see Sapolsky, 

2004), some go so far as to label chronically excessive discount rates as a “trans-disease 

process” (Bickel, Jarmolowicz, Mueller, Koffarnus, & Gatchalian, 2012; Bickel & 

Mueller, 2009), implicated in myriad health-related disorders, ranging from the abuse of 

alcohol, cigarettes, cocaine, methamphetamine, and opioids, to behaviors such as 

gambling and binge eating, to psychopathologies such as attention deficit hyperactivity 

disorder, schizophrenia, depression, and disruptive behavior disorder (see Koffarnus, 

Jarmolowicz, Mueller, & Bickel, 2013). More normatively, “early onset of sexual activity 

in teenagers is associated with discount rate, as is failing to engage in a wide variety of 

prohealth behaviors such as eating breakfast, wearing sunscreen, wearing a seatbelt, 

exercising vigorously, checking blood pressure, following physician advice, or having a 

recent mammogram, Pap smear, prostrate examination, dental visit, cholesterol test, or flu 

shot” (Koffarnus et al., 2013: 35; see also Axon, Bradford, & Egan, 2009; Bradford, 
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2010; Chesson et al., 2006). At this point, the importance of discovering factors that may 

influence discount rates should be adequately established. 

Per the usual conceptualization of temporal discounting, the net present value 

(i.e., discounted value) of some future outcome is compared with some present outcome. 

“In simple models [the future outcome] is multiplied by a discount factor, which is a 

particular realization of the discount function for a given time delay, to derive the 

notionally equivalent [present outcome] that should make a decision maker indifferent 

between [the future and present outcomes]” (Doyle, 2013: 117). Another 

conceptualization focuses “on the rate parameter implied by a given discounting model 

(e.g., in the exponential model, the rate parameter is the continuously compounded 

interest rate that would make a [present outcome] now into [a future outcome] at 

[sometime in the future]) (Doyle, 2013: 117). Although perhaps not psychologically 

equivalent, the two conceptualizations presented above would both lead to the same 

choices (i.e., preference ordering) among available alternatives (Doyle, 2013). In this 

paper, Equation 1 reflects this latter conceptualization, whereas the Equations 2-5 reflect 

the former conceptualization.  

Although perhaps dozens of delay discounting models exist, most have a similar 

structure, allowing one to infer a discount rate or decision parameter from separable time 

and reward components, each affected by functions that reflect subjective perceptions. 

Discount rates are determined via some mathematical operation by which (subjective 

valuations of) the time and reward components are combined. As summarized by Doyle 

(2013: 132):  
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     𝑅𝑎𝑡𝑒 = 𝑠(𝑟𝑒𝑤𝑎𝑟𝑑) ⊗ 𝑆(𝑡𝑖𝑚𝑒)                          

       (1) 

“where s(.) and S(.) are functions that return subjective perceptions of the [reward] and 

time aspects, respectively, and ⊗ is an operation by which these become combined.” It 

should be noted that money most often is used, either implicitly or explicitly, as the 

reward in studies using discounting models. It should also be noted that the use of the ⊗ 

symbol here is not intended to indicate the Kronecker product related to mathematical 

matrix operations. 

Regarding specific models, there is general support for (quasi)hyperbolic versus 

other (e.g., exponential) models of discounting (e.g., Ainslie, 2012; Ainslie & Haslam, 

1992; Green & Myerson, 2004; Kirby, 1997, 2006; Madden et al., 1999; Mazur, 1987; 

Ohmura et al., 2006; Zarr, Alexander, & Brown, 2014). Indeed, “the quasihyperbolic 

discount function… to date still remains the most widely utilized approximation of a 

hyperbolic discount function in discrete time” (Musau, 2014: 21), The quasihyperbolic 

discount function has been found to “provide a good fit to experimental data and to shed 

light on a wide range of behaviors, such as retirement saving, credit-card borrowing, and 

procrastination” (McClure et al., 2004: 506; see Angeletos, Laibson, Repetto, Tobacman, 

& Weinberg, 2001; O’Donoghue & Rabin, 1999). Per Ainslie (2012: 6), “the decline in 

rewarding effect with delay is described better by a discount function that is inversely 

proportional to delay (hyperbolic discount curve) than by a function that declines by a 

constant proportion of remaining value for each unit of delay (exponential discount 

curve).” 
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There is a significant advantage of (quasi)hyperbolic discount models over 

normative (i.e., exponential) models. Despite the relative stability of individual discount 

rates over time, people do not necessarily have consistent preferences over time. 

Consistent preferences over time without new information being introduced would yield 

exponential discounting (Koopmans, 1960; Samuelson, 1937), per which subjective 

perceptions of reward would be logarithmic and subjective perceptions of time would be 

linear (Doyle, 2013). However, this “standard valuation model in economics” has serious 

limitations in that it does not permit “expectable changes of preference,” which may be 

especially prevalent as future rewards become temporally proximal (Ainslie, 2012: 5; 

Strotz, 1955). These concerns are at least partially addressed by the use of hyperbolic 

(e.g., Ainslie, 1975, 1992) and, more popularly, quasihyperbolic (e.g., Laibson, 1994, 

1997) discount models.  

What the hyperbolic models account for that the exponential does not is the 

tendency for people, when choosing among some pair of time-lagged, differentially-

valued outcomes, to favor an LL (i.e., larger later) reward over an SS (i.e., smaller 

sooner) reward when both are temporally distal, but to change preferences to favor the SS 

reward as it becomes temporally proximal (see Figure 1, borrowed from Ainslie (2012: 

7)). Discoveries of such preference reversals have been used before to question and 

redress inadequacies in popular notions of rational economic behavior (e.g., Grether & 

Plott, 1979; Kahneman, 2013; Tversky, Slovic, & Kahneman, 1990). 

The most widely used equation for hyperbolic discounting is that of Mazur 

(1987): 
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𝑉𝑖 =  
𝐴𝑖

𝑍 + (𝑘 × 𝐷𝑖)
 

                        (2) 

where Vi is the present value or utility of the reward (or reinforcer, in Mazur’s language), 

Ai is (monotonically related to) the amount of reward received at payout (i.e., the value of 

the reward if received immediately), Di represents delay or the amount of time between 

the present time and receipt of the reward, Z is a constant (usually set at a value of 1) 

used to prevent Vi from approaching infinity as Di approaches zero, and k is a “free 

parameter that can vary to account for individual differences among subjects or 

procedural differences among experiments” (Mazur, 1987: 57–58), which some 

researchers interpret as an individual’s sensitivity to delay (e.g., Steel & Konig, 2006) or 

degree of impatience (e.g., Ainslie, 2012). However, this equation has since been 

modified to account for the emergence of two ideas that have hence become allied in 

much of the literature: β spikes and viscerality. 
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Figure 1. Hyperbolic discount curves from Ainslie (2012: 7) 

 

 The idea of β spikes in temporal discounting came largely from the work of 

Laibson (1994, 1997; see also Elster, 1979; Phelps & Pollak, 1968), who proposed a 

quasihyperbolic discounting function. McClure, Laibson, Loewenstein, and Cohen (2004) 

discuss and simplify this “beta-delta” discounting equation as follows (notation has been 

changed to be consistent with that of Mazur (1987)): 

𝑉𝑖 =  𝐴𝑖 × 𝛽 × 𝛿𝐷𝑖 

                                                                                                                                           (3) 

Here, β (technically the inverse of β, see Doyle, 2013) is a premium placed on 

imminent rewards relative to future rewards. Thus, β = 1 when reward is immediate and 0 

< β < 1 at all other times. “When β < 1, all future rewards are uniformly downweighted 

relative to immediate rewards” (McClure et al., 2004: 504). “The purpose of β is to help 
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tick the box of unexpectedly steep discounting at short durations, which is the hallmark 

of actual behavioral data, and which first motivated the use of hyperbolic discounting. 

Thereafter, the model assumes that discounting follows the standard normative model 

[i.e., the exponential model]” (Doyle, 2013: 124). The δ parameter is just the discount 

rate from the standard exponential model that follows the β parameter, per which a given 

delay is treated equivalently regardless of whether it occurs sooner or later; δ ≤ 1. The 

discount curves that result from such a model are shown in Figure 2, borrowed from 

Ainslie (2012: 9). The curves are principally exponential, excepting the β spike shown 

immediately prior to the receipt of the (visceral) SS reward, which effectively, though 

temporarily, elevates its value greater than that of the previously favored (nonvisceral) 

LL reward. The connection between β spikes and viscerality will be discussed shortly. 

 

 

Figure 2. “Hyperboloid” or “quasihyperbolic” discount curves from Ainslie (2012: 9) 
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Building upon this, McClure, Ericson, Laibson, Loewenstein, and Cohen (2007: 

5802) advanced the hyperbolic discount function described by Laibson (1997) as well as 

their own prior work (McClure et al., 2004), ultimately presenting a generalization of the 

quasihyperbolic model wherein the β spike discussed above has been “softened into a 

second, steep exponential discount curve from the moment of expected reward, which 

sums with the shallower standard discount curve” (Ainslie, 2012: 9). The equation is as 

follows: 

𝑉(𝑡) = 𝜔 ∑ 𝛽𝜏𝑢(𝑐𝑡+𝜏) + (1 − 𝜔) ∑ 𝛿𝜏𝑢(𝑐𝑡+𝜏)

∞

𝜏=0

∞

𝜏=0

 

 

 

                                      β system           δ system 

                                                                                                                              (4) 

where V(t) is the present value or utility of a stream of consumables (c1, c2, . . .), ω is a 

weighting factor, u is the present value or utility function, τ is the delay until 

consumption, t is the present time, and β and δ are discount parameters as described 

above. Thus, the β system is associated with immediately available rewards, whereas the 

δ system is associated with all intertemporal choices. In this version, β < δ. “This function 

has the important property that short-run discount rates are higher than long-run 

aggregate discount rates, because the relative magnitude of the (impatient) β system is 

greater in the short run than in the long run” (McClure et al., 2007: 5802). 

 Ainslie (2012) discusses and simplifies the McClure et al. (2007) equation as 

follows (notation has been changed to be consistent with that of Mazur (1987)): 
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𝑉𝑖 =  𝐴𝑖 × {(𝜔 × 𝛽𝐷𝑖) + [(1 − 𝜔) × 𝛿𝐷𝑖]} 

 

                                        

        β system         δ system 

                                                                                                                                           (5) 

The history of evolution of discounting models outlined above, particularly 

(quasi)hyperbolic models, eventually toward a more general model of temporal 

discounting that “(a) preserves the overall structure of hyperbolic discounting, but (b) is 

linked to neuroscience findings in such a way as to easily incorporate many contextual 

effects on discounting, and (c) links to psychological and process models of discounting” 

(van den Bos & McClure, 2013: 58–59), is important to the narrative here because recent 

literature argues that pure hyperbolic or exponential discount models may have greater 

utility and/or validity in at least some contexts (Ainslie, 2012; Andersen, Harrison, Lau, 

& Rutström, 2014). The exponential model is of particular interest, as a recent study 

found “robust evidence of almost-constant discounting,” meaning only very limited 

evidence for quasihyperbolic discounting was found (Andersen et al., 2014: 22). The 

authors went on to ponder what (sub)samples, domains, and tasks might elicit hyperbolic 

behavior. They responded by considering “impulsive choices over foods and alcohol, 

drugs, sexual habits, driving behavior, gambling, perhaps to individuals and families 

close to the poverty level, and perhaps to younger people: a myriad of real behaviors and 

contexts with real welfare consequences,” urging researchers to “systematically apply 

rigorous methods to those settings” (2014: 32). Thus, within the context of this study, it 

may be that the quasihyperbolic model is only applicable when under the influence of an 
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aroused visceral state such as hunger, with the exponential model applicable at all other 

times. Fortunately, both the quasihyperbolic and exponential models can be tested using 

the same measures and data. 

The idea of the something akin to the β-spike function increasing the subjective 

utility of immediately available rewards despite the otherwise general preference for LL 

rewards represented by the δ function fits “seductively into the long tradition of two-

faculty models that date back to Plato’s chariot of the soul, pulled by the well-behaved 

horse of reason and the unruly horse of passion” (Ainslie, 2012: 9; see Plato, 2005: 

section 253). Although some authors have contended that a single decision-making 

system underlies intertemporal inconsistency (e.g., Herrnstein, 1997; Montague & Berns, 

2002; Rachlin, 2000), others have argued for the presence of two systems (e.g., 

Loewenstein, 1996; Metcalfe & Mischel, 1999). In this regard, Thaler and Shefrin (1981: 

392) refer to the individual as simultaneously a “farsighted planner” and a “myopic 

doer,” while Stanovich and West (2000; see also Kahneman, 2013) describe individual 

cognition as comprising both a System 1 component (associative, holistic, automatic, 

quick, cognitively-effortless) and a System 2 component (rule-based, analytic, controlled, 

slow, cognitively-effortful), while Camerer (2005) discusses controlled and automatic 

processes. Recent research has shown that there is a neurological basis for such 

distinctions (e.g., McClure et al., 2007, 2004; Tanaka et al., 2004). 

Neurological Substrates of Temporal Discounting  

Some of the neural structures involved in the valuation of rewards support higher 

level, evaluative cognitive processes, whereas others support more automatic, primitive, 

and specialized processes. In this regard, the quasihyperbolic discount function (see 
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Equation 3) has been used to support the existence of two distinct neural systems that 

differentially value immediate and delayed rewards. McClure et al. (2004) hypothesized 

that the β system (see Equations 4 and 5) would represent limbic structures, which are 

replete with dopaminergic innervation. Dopamine plays an important though complicated 

role in valuing rewards (e.g., Kayser et al., 2012), impulsivity  (e.g., Dalley & Roiser, 

2012), and even the motivational components of eating (e.g., Hardman et al., 2012), 

which is especially germane to the current study. McClure et al. (2004) further 

hypothesized that the δ system  (again, see Equations 4 and 5) would represent structures 

including and associated with the lateral prefrontal cortex, supporting higher-level 

cognitive functioning. Using fMRI techniques, they showed that only immediate rewards 

(in the form of gift certificates sent via email) disproportionately activated so-called β 

areas, including the ventral striatum, medial orbitofrontal cortex, and medial prefrontal 

cortex. “As predicted, these are classic limbic structures and closely associated 

paralimbic cortical projections. These areas are all also heavily innervated by the 

midbrain dopamine system and have been shown to be responsive to reward expectation 

and delivery by the use of direct neuronal recordings in nonhuman species and brain-

imaging techniques in humans” (McClure et al., 2004: 505). “Together with the 

responses to the near threshold stimulus itself and the subjective value coding in temporal 

discounting, dopamine responses reflect the animal’s subjective perception and valuation 

of the stimuli beyond purely physical reward properties. As decisions are ultimately made 

according to subjective reward values, the dopamine responses may provide rather direct 

and parsimonious, and therefore evolutionary beneficial and selected, inputs to neuronal 

decision processes” (Schultz, 2013: 232). It is perhaps worth noting that increases in 
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dopamine in certain brain regions, particularly the frontal cortex, may actually decrease 

temporal discounting (Kayser et al., 2012). 

On the other hand, consistent with predictions, all intertemporal decisions 

activated the lateral prefrontal cortex and associated parietal areas. This finding is 

consistent with neurophysiological and neuroimaging studies that have linked these areas 

with higher-level cognitive functioning such as deliberation, planning, and numerical 

computation, as well as the deferral of gratification (e.g., Dehaene, Dehaene-Lambertz, & 

Cohen, 1998; Miller & Cohen, 2001; Smith & Jonides, 1999). Tanaka et al. (2004) found 

that reward prediction for immediate and future timescales differentially recruited similar 

neural regions. Perhaps most impressively, McClure et al. (2004) showed that actual 

decisions between immediate and delayed rewards were determined by the relative 

activation of the β and δ systems, with δ areas significantly more active relative to β areas 

when delayed options were chosen, while β areas were similarly activated for all 

decisions involving immediate rewards regardless of the choice made, though there was a 

slight trend toward greater β area activation when the immediate option was chosen.  

In a follow-up study, Equation 4 was essentially realized by the decomposition of 

a more general quasihyperbolic discount function into separate continuous exponential 

discount functions to more accurately reflect the β and δ systems (McClure et al., 2007). 

McClure et al. (2007) altered the experiment such that a “primary” reward (in this case, 

fruit juice and water, which were found to be approximately equally rewarding for 

subjects who had been instructed to abstain from fluid intake for three hours prior to the 

study) was used rather than a monetary-based reward (which allowed the authors to 

control both when the reward was delivered and when it was consumed) with time delays 
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of minutes instead of weeks. Even despite the different modality of rewards as well as 

timescales used in the two studies, results confirmed that the β system was more active 

when an immediate reward was present and that the δ system was similarly active across 

choices regardless of delay, as well as that the relative activation of the β and δ systems 

predicted actual choices made by participants. 

Interestingly, in the 2007 study by McClure et al., the most delayed LL reward 

was delivered sooner than the most immediate SS reward in the 2004 study, because the 

soonest a participant could actually receive a gift certificate in the 2004 study was when 

they accessed it via email on a computer after the experimental session had ended, and 

the soonest a participant could actually receive some good in exchange for the gift 

certificate was at least one day. Nonetheless, β system activation was only seen in the 

latter case, per the authors’ predictions. To account for this pattern of results, the authors 

considered the possibility that the β system may respond the earliest available reward 

rather than the absolute duration of delay until a reward is received (see also Berridge, 

2007; Tindell et al., 2005). However, a second experiment failed to confirm this 

hypothesis; even a five-minute delay in receiving the fluid reward was enough to inhibit 

activation of the β system. The authors conjectured this may have resulted from 

differential processing of primary and secondary reinforcers (see also Estle et al., 2007; 

Odum et al., 2006; Odum & Rainaud, 2003). Other researchers have found similar short-

term discount rates for primary and monetary rewards (Reuben et al., 2010). However, an 

avenue of inquiry of the current research effort is whether an activated ‘wanting’ for 

primary rewards such as appetitive food stimuli (i.e., these visceral state of hunger) could 

alter discount rates for other rewards such as money. 
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Visceral States and Temporal Discounting 

As Ainslie (2012: 4) points out, quasihyperbolic discount models require people 

“to rely on an additional source of motivation that does not depend on current prospects,” 

which he discusses largely in terms of viscerality. However, despite the popularity and 

utility of quasihyperbolic discount models, there are limitations associated with their use 

and explanatory power with respect to visceral states. Per Ainslie (2012), viscerality is an 

elusive concept. Impulses may involve mundane activities, such as procrastination, and 

some impulses may take longer than arousal can be sustained, such buying a house. 

Additionally, arousal may be self-initiated without external stimuli, as would be the case 

in fantasizing. Issues also exist regarding the translation of results from stimuli and 

arousal in the laboratory to real-world conditions. However, in spite of these limitations, 

Ainslie (2012: 10) concedes that the “idea that viscerality is the source of β spikes that in 

turn explain impulsiveness has some support in psychological research as well as 

common experience.” As McClure et al. (2004: 506) note, their results regarding the β 

and δ systems help “explain why many factors other than temporal proximity, such as the 

sight or smell or touch of a desired object, are associated with impulsive behavior. If 

impatient behavior is driven by limbic activation, it follows that any factor that produces 

such activation may have effects similar to that of immediacy.” This assertion may help 

account for the fact that, as discussed before, a given visceral state may affect motivation, 

decision-making, and behavior vis-à-vis cues and rewards corresponding to that specific 

state, but also cues and rewards ostensibly unrelated to that state. 

Our myopic nature in the face of SS rewards is reflected by the literature on 

visceral physiological states (e.g., Loewenstein, 1996; Loewenstein & O’Donoghue, 



 

57 

 

 

 

2004), which include hunger, thirst, and sexual desire, and related factors such as fatigue, 

pain, and cravings related to alcohol, cigarette, drug, and food addiction. Much of this 

literature directly addresses discount rates. For instance, substance abusers generally 

exhibit greater delay discounting than nonabusers, though discount rates may vary 

depending on the type of substance abused (e.g., cocaine, heroin, alcohol, nicotine), even 

among nondeprived individuals (i.e., individuals not actively craving) (Kirby & Petry, 

2004; Mitchell, 1999). However, a state of deprivation seems to augment the discounting 

effect. For example, opioid deprivation among opioid-dependent individuals has been 

shown to elicit increased discounting of both heroin and monetary rewards (Giordano et 

al., 2002). Similarly, nicotine deprivation has been shown to increase delay discounting 

in smokers for both cigarette and monetary rewards (Field, Santarcangelo, Sumnall, 

Goudie, & Cole, 2006). A recent meta-analysis found strong evidence regarding an 

overall tendency for individuals engaging in addictive behaviors to exhibit increased 

temporal discounting (MacKillop et al., 2011). Venturing into other disciplines, sexual 

arousal also increases discounting, at least among men. For instance, Van den Bergh, 

Dewitte, and Warlop (2008: 94) found that inducing sexual appetite among men 

increased temporal discounting of money, candy, and soda. Wilson and Daly (2004) 

similarly found that exposing males to pictures of attractive female faces induced 

increased discounting. 

Hunger and Temporal Discounting 

Thus, it seems that, broadly, visceral states may elicit a type of generalized 

temporal myopia. However, there appears to be a dearth of research examining the role of 

hunger and satiety within this realm of decision-making beyond what was mentioned in 
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the introduction, that hunger leads to more impulsive grocery shopping. More broadly, 

however, a handful of studies has shown that hunger and satiety impact a variety of 

cognitive and decision-making processes (e.g., de Ridder et al., 2014; Ditto et al., 2006; 

Levy et al., 2013; Nordgren et al., 2007, 2008; Symmonds et al., 2010). Briers et al. 

(2006) explore conceptually-related hypotheses to those presented here, though their 

argumentation does not delve so deeply as to why hunger should reciprocally affect the 

desire for other types of rewards such as money, nor do they consider temporal 

discounting. However, they did show a reciprocal relationship between the desire for 

food and the desire for money. There is a body of research showing that obese women 

with and without binge eating disorder exhibit more myopic decision-making in delay 

discounting tasks as well as on the Iowa Gambling Task, which assesses the ability weigh 

short-term and long-term prospects in the face of uncertainty (Davis, Patte, Curtis, & 

Reid, 2010; for discussion of Iowa Gambling Task, see Bechara, Damasio, Damasio, & 

Anderson, 1994; Colombetti, 2008). At least one study has been shown that low blood 

glucose levels are associated with increased discounting (Wang & Dvorak, 2010). It is 

informative to explore why hunger and satiety, specifically, may be associated with more 

or less discounting.  

The literature reviewed above seems to imply that “brain dopamine activation 

(e.g., by drugs, natural appetites, or stress) might provide a mechanism [for increased 

discounting]: cue-triggered discounting would arise by amplification of ‘wanting’ for an 

immediately cued reward, which was available right away… and the amplification would 

not apply to the same extent to a delayed reward signaled by other cues… If so, 

mesolimbic dopamine activation could, thus, especially precipitate giving into immediate 
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gratification, at least in situations influenced by cue-triggered ‘wanting’” (Berridge, 

2007: 420). I have supported the notion that hunger, via homeostatic or hedonic 

mechanisms, may activate both general and food-specific aspects of the neural reward 

system, leading to generalized and food-specific ‘wanting of reward-related stimuli, 

which may increase the incentive salience of myriad immediately available reward 

outcomes (i.e., relative discounting of future reward outcomes). This argumentation is 

outlined in Figure 3. Thus, the following hypothesis is proposed:  

Hypothesis 1: Hunger (versus satiety) will be associated with increased temporal 

discounting of monetary rewards. 
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Chapter 5 

 

 

RISK PROPENSITY 

 

As noted above, value is computed at the time of choice and is subject to myriad 

contextual and circumstantial determinants that can be either external (e.g., the 

commodity, quantity, delay, risk, ambiguity, and cost) or internal (e.g., motivational state, 

impatience, attitudes toward risk and ambiguity) to the individual (Padoa-Schioppa, 

2011). We have just discussed mechanisms by which hunger and satiety may affect 

decisions wherein the degree of temporal delay is manipulated. It may also be 

informative to explore how hunger and satiety may affect decisions wherein degree of 

risk the primary determinant of concern. Thus, within the evaluation computation 

framework presented above, I currently explore the external contextual element of risk 

(see Padoa-Schioppa, 2011). Although temporal discounting and risk-taking are 

conceptually related, both considered to be aspects of impulsive decision-making 

(Reynolds, Ortengren, Richards, & de Wit, 2006), they are discrete constructs (Andreoni 

& Sprenger, 2012a; Green & Myerson, 2004). Like discount rates, individuals are 

assumed to have relatively stable risk preferences (Andersen, Harrison, Lau, & Rutström, 

2008a; Gilaie-Dotan et al., 2014; Harrison, Johnson, McInnes, & Rutström, 2005). 

Overall, understanding how general and specific cues and rewards may affect risk 

propensity in the presence of some instigating visceral state has broad implications for 
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highly consequential realms such as monetary decision-making, which affects “financial, 

marketing, and political domains” (Knutson, Wimmer, Kuhnen, & Winkielman, 2008: 

509). In order to understand how this may occur, I explore the neurological substrates of 

risk propensity, followed by how visceral states such as hunger underlie these effects. 

The discussion here is simplified relative to the previous hypothesis regarding temporal 

discounting because much of the foundational argumentation is the same. 

Neurological Substrates of Risk Propensity 

A factor common to the below-cited studies is a failure to illuminate why visceral 

states should affect risk propensity. As previously discussed, the nucleus accumbens is 

part of the common neural reward circuitry. Activation of the nucleus accumbens 

increases in anticipation of both monetary (Breiter, Aharon, Kahneman, Dale, & Shizgal, 

2001; Knutson, Adams, Fong, & Hommer, 2001; Preuschoff, Bossaerts, & Quartz, 2006) 

and nonmonetary rewards (Hamann et al., 2004; Sabatinelli, Bradley, Lang, Costa, & 

Versace, 2007). A study by Kuhnen and Knutson (2005: 763) found that “nucleus 

accumbens activation preceded risky choices as well as risk-seeking mistakes, while 

anterior insula activation preceded riskless choices as well as risk-aversion mistakes.” As 

an aside, in contrast to the nucleus accumbens, activation of the anterior insula has been 

found in response to both monetary (Kuhnen & Knutson, 2005) and nonmonetary 

punishment (i.e., presentation of aversive stimuli) (Nitschke, Sarinopoulos, Mackiewicz, 

Schaefer, & Davidson, 2006; Simmons, Matthews, Stein, & Paulus, 2004). Regarding the 

focal nucleus accumbens, a later study found that the behavioral shift toward higher risk 

options was partially mediated by nucleus accumbens activation (Knutson et al., 2008). 

“Together, these results suggest that even incidental reward cues can act on anticipatory 
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affect to alter financial risk taking” (Knutson et al., 2008: 512). In affective-based, 

layman’s terms, we might say that excitement regarding potential gains across a variety 

of reward domains promotes specific and generalized risk-taking, whereas anxiety 

regarding potential loss across a variety of reward domains promotes specific and 

generalized risk aversion (Knutson, Taylor, Kaufman, Peterson, & Glover, 2005; Kuhnen 

& Knutson, 2005; Paulus, Rogalsky, Simmons, Feinstein, & Stein, 2003). This 

perspective is, of course, very similar to prospect theory (Fennema & Wakker, 1997; 

Kahneman, 2013; Tversky & Kahneman, 1992).  

Visceral States and Risk Propensity 

Despite the relative stability of individual risk preferences over time, preferences 

are still amenable to several contextual factors. Our tendency to exhibit greater tolerance 

for risk when aroused is reflected by the literature on visceral physiological states. A 

subset of this literature directly addresses risk-taking. Many of the findings mirror those 

of temporal discounting discussed above. For instance, sexual arousal may lead to more 

risky sexual decisions, at least among heterosexual undergraduate males (Ariely & 

Loewenstein, 2006; Ditto et al., 2006). Beyond this domain-specific effect, it has been 

shown that financial risk-taking is increased after showing participants erotic pictures 

(again, heterosexual undergraduate males) (Knutson et al., 2008). Experimental evidence 

also indicates that sunshine and good weather may promote risk-taking via effects on 

mood (Bassi, Colacito, & Fulghieri, 2013). Visceral states such as thirst may also 

influence risk propensity (Yamada, Tymula, Louie, & Glimcher, 2013).  
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Hunger and Risk Propensity 

Thus, it seems that, broadly, visceral states may elicit a type of generalized 

tolerance of risk. However, there appears to be a dearth of research examining the role of 

hunger and satiety within this realm of decision-making, though a few studies have 

probed the issue. In one study, exposure to visual and olfactory appetitive food cues (i.e., 

the presence of cookies in the room) versus a mere description of the food item made 

participants less sensitive to risk information (Ditto et al., 2006). Another study showed 

that anorexic, bulimic, and obese women exhibit similar patterns of impairment in 

decision-making relative to healthy women on the Iowa Gambling Task (Brogan, Hevey, 

& Pignatti, 2010). A highly relevant study found increasing monetary risk aversion as a 

function of postprandial satiety (measured via a decline in plasma acyl-ghrelin) 

(Symmonds et al., 2010). However, interestingly, increased risk-seeking resulted from “a 

lower than anticipated impact of the meal” (Symmonds et al., 2010: 5), ostensibly 

meaning satiety had not been induced. Perhaps the researchers inadvertently stimulated 

something akin to the appetizer effect. A more recent study found that, overall, people 

become more risk tolerant regarding food, water, and monetary outcomes as hunger and 

thirst increase (Levy et al., 2013). “More interesting, however, and contrary to [their] 

initial predictions, were [their] within-subjects observations. [They] found that when 

sated, individual human subjects showed very diverse risk attitudes, ranging from being 

highly risk-averse to being weakly risk tolerant. When deprived these risk attitudes 

converged towards a similar level, for all reward types, which could be described as 

weakly risk averse” (Levy et al., 2013: 9). However, the question remains: why should 

hunger affect risk propensity? Returning to physiological considerations, increases in 
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circulating ghrelin as a result of hedonic or homeostatic hunger are related to increased 

activity in the ventral tegmental area, which seems to increase dopaminergic activity in 

the nucleus accumbens (Dickson et al., 2011; Egecioglu et al., 2010; Malik et al., 2008; 

Naleid et al., 2005; Skibicka & Dickson, 2011; Skibicka et al., 2011). As reviewed above, 

increased activity in the nucleus accumbens is associated with greater risk-taking 

(Knutson et al., 2008; Kuhnen & Knutson, 2005). Thus, weighing all the evidence and 

ceding that interaction between metabolic state and risk may be more nuanced than 

currently indicated, it seems reasonable to expect risk propensity to increase as a function 

of hunger. The results of this line of inquiry “support the notion that incidental reward 

cues influence financial risk taking” (Knutson et al., 2008: 509), especially in the 

presence of some activated visceral state such as hunger. This argumentation is outlined 

in Figure 3. Thus, the following hypothesis is proposed:  

Hypothesis 2: Hunger (versus satiety) will be associated with increased risk 

propensity regarding monetary rewards. 
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Chapter 6 

 

 

 (UN)ETHICALITY 

 

“Hunger makes a thief of any man.” – Villager in the novel The Good Earth by 

Pearl S. Buck (1931: 135) 

 

Behavioral ethics is a broad topic, referring to “individual behavior that is subject 

to or judged according to generally accepted moral norms of behavior” (Treviño, Weaver, 

& Reynolds, 2006: 952). It subsumes literature related to ethical decision-making 

(O’Fallon & Butterfield, 2005), ethical conduct (Treviño & Weaver, 2003) (Treviño & 

Weaver, 2003), and the normalization of (un)ethical behavior (Ashforth & Anand, 2003). 

It also overlaps with literature related to organizational citizenship and organizational 

deviance. The crucial distinction is that (un)ethical behavior is defined relative to societal 

norms whereas organizational extrarole and deviant behavior focus on organizational 

norms (Treviño et al., 2006). Importantly, behavior does not necessarily have to be 

intentional to qualify as ethical or unethical (Tenbrunsel & Smith-Crowe, 2008). 

“Behavioral ethics researchers have, for the most part, studied three types of related 

outcomes: unethical behavior that is contrary to accepted moral norms in society (e.g., 

lying, cheating, stealing); routine ethical behavior that meets the minimum moral 

standards of society (e.g., honesty, treating people with respect); and extraordinary 
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ethical behavior that goes beyond society’s moral minima (e.g., charitable giving, 

whistleblowing)” (Treviño, den Nieuwenboer, & Kish-Gephart, 2014: 636–637). 

Relatedly, types of occupational fraud generally include asset misappropriations (e.g., 

theft or fraudulent disbursements of cash or other assets), corruption (e.g., conflicts of 

interest, bribery, illegal gratuities, extortion), and financial statement fraud (e.g., 

asset/revenue overstatements and understatements), with most cases committed by 

individuals working in accounting, operations, sales, executive/upper management, 

customer service, purchasing, and finance (Holtfreter, 2005). However, on the good side, 

over 40% of fraud cases are detected by a tip, with employees’ whistleblowing, a form of 

extraordinary ethicality, accounting for nearly half of all tips (Association of Certified 

Fraud Examiners, Inc., 2014). As mentioned in the introduction, these behaviors have 

important financial repercussions beyond any psychological effects endured by the 

victims.  

Recent comprehensive reviews of ethical and unethical behavior in organizations 

have made almost no mention of physiological states within the context of ethical 

decision-making (Tenbrunsel & Smith-Crowe, 2008; Treviño et al., 2014, 2006), at least 

partly because so little literature actually exists. Acknowledgment of the role of 

physiological states in ethical decision-making was limited to one of these reviews 

(Treviño et al., 2014) discussing the role of sleep deprivation in promoting unethical 

behavior (Barnes, Schaubroeck, Huth, & Ghumman, 2011; Christian & Ellis, 2011). 

Much of the underlying argumentation presented in these sleep deprivation studies was 

based on the ideas of self-control and ego-depletion, which have been studied by other 

researchers within the realm of unethical behavior and dishonesty (Gino, Schweitzer, 
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Mead, & Ariely, 2011; Mead, Baumeister, Gino, Schweitzer, & Ariely, 2009). These 

studies have suggested and found generally negative effects of deprivation states on 

ethical behavior (or, conversely, positive effects of deprivation on unethical behavior). 

Highly germane to the present study, Yam, Reynolds, and Hirsh (2014: 125) 

argued that “deprivation of a physiological need would produce a domain-specific effect 

on unethical behavior” and supported this notion by showing that hungry participants 

were more willing to cheat on an experimental task when the reward involved food and 

less likely to cheat when the reward involved nonfood items. Thus, they contend that, 

when hungry, the incentive salience of food reward is increased, which is fully supported 

by the literature reviewed thus far in this paper. However, they concomitantly contend 

that the incentive salience of all nonfood reward is decreased when hungry, which 

seemingly contradicts much of the literature reviewed in this paper.  

The authors’ primary argument for these domain-specific results is that the effects 

of physiological deprivation on increased need-related unethical behavior and decreased 

need-unrelated unethical behavior are mediated by the Behavioral Approach System 

(BAS), “a brain circuit associated with the approach and pursuit of potential rewards, 

acting as the seat of approach motivation” (Yam, Reynolds, et al., 2014: 124), which 

concerns the same mesolimbic dopamine system (i.e. common neural reward circuitry) 

discussed throughout much of this paper (Barros-Loscertales et al., 2010; Berridge, 1996; 

Schultz et al., 1997; Wise, 2004). Their argumentation is in line with the “devaluation 

effect” discussed earlier, wherein attention is suppressed toward objects and outcomes 

unrelated to a given drive state (Brendl et al., 2003), as well as the assertion that 

“immediately experienced visceral factors have a disproportionate effect on behavior and 
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tend to ‘crowd out’ virtually all goals other than that of mitigating the visceral factor” 

(Loewenstein, 1996: 272). While the study is clearly well-conducted and the results 

represent an important advance in our understanding of this phenomenon, I am left to 

address an important contradiction with the arguments presented heretofore in this paper 

regarding the generalizability of visceral states such as hunger to seemingly unrelated 

cues and rewards.  

However, a closer look at the types of nonfood rewards used in the Yam, 

Reynolds, and Hirsh (2014) study may help resolve the conflict. In the study, hungry 

participants were less likely to cheat for nonfood rewards that included drinks, $10 worth 

of gift cards to an electronics store, and gifts such as notebooks and pens. For some 

reason, the researchers elected not to use money as a nonfood reward. The strong 

connection between the desire for food and desire for money has been supported 

theoretically in this paper as well as empirically by other researchers (e.g., Briers & 

Laporte, 2013; Briers et al., 2006; Gal, 2012; Reuben et al., 2010). Thus, I feel confident 

hypothesizing that hunger should have an effect on (un)ethical decisions regarding 

monetary outcomes in such a way as to increase cheating (Yam, Chen, & Reynolds, 

2014; Yam, Reynolds, et al., 2014) and decrease charitable giving (Gino & Margolis, 

2011). This argumentation is outlined in Figure 3. Thus, the following hypotheses are 

proposed:  

Hypothesis 3: Hunger (versus satiety) will be associated with increased 

unethicality (i.e., cheating) regarding monetary rewards. 

Hypothesis 4: Hunger (versus satiety) will be associated with decreased 

extraordinary ethicality (i.e., charitable donations) regarding monetary rewards. 
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Chapter 7 

 

 

METHODS 

 

In order to test the above hypotheses, a research study was conducted wherein 

participants, having fasted overnight, arrived at the experimental setting and were 

randomly assigned to either a hunger condition (hereafter referred to as Condition H) or a 

satiety condition (hereafter referred to as Condition S), differentiated by the quantity of 

nutriment provided. The experimental manipulation involved participants taste-testing a 

variety of foods in order to obscure the otherwise discernible intent of the study and was 

designed to conform as closely as possible to randomized, single-blinded, and placebo-

controlled clinical experimental protocol (Hulley, Cummings, Browner, Grady, & 

Newman, 2013). Once the experimental manipulations were completed, participants 

performed the various experimental tasks via an online survey instrument. Participants 

were then provided a meal as reciprocation for having fasted overnight, as well as the 

opportunity to win monetary prizes in a raffle. In order to get participants to take the 

survey more seriously, the values of monetary prizes in the raffle were based on 

participants’ responses to survey items asking them to make decisions regarding 

monetary outcomes. Processes associated with conducting the study are described in 

detail below. 
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Participants 

 Participants were 319 undergraduate students. The sample was 41% male. The 

average age of participants was 22.5 years (SD = 5.01) with an average of 3.45 years of 

work experience (SD = 3.45). The average self-reported GPA of participants was 3.36 

(SD = 0.40). The sample was approximately 39% White, 33% Asian (nonIndian), 11% 

Indian, 8% Black, 5% American Indian, and 1% Pacific Islander. Additionally, 32% of 

the participants were Hispanic. 

Recruitment. Participants were recruited via announcements in undergraduate 

classes at the Bauer College of Business at the University of Houston during the fall 

semester of 2015. An instructor of MANA 3335, Introduction to Management and 

Organizational Behavior, was contacted via email and face-to-face meeting and approved 

efforts to recruit students from her classes. She taught two large sections that semester, 

each with an enrollment capacity of 215 students. Both sections were at capacity. The 

classes were both on Mondays and Wednesdays, one from 8:30am-10am and the other 

from 11:30am-1pm. The study was conducted during one full class period (i.e., during 

the normal class meeting time) for each section of MANA 3335 involved in the study. 

She awarded 10 points of extra credit to her students for participating. No persons having 

access to or influence on students’ grades (i.e., professors, instructors, or teaching 

assistants) were involved in the recruitment for or conduct of the study beyond permitting 

me access to classes in order to recruit, reminding students about the study via email and 

Blackboard announcements, and awarding extra credit to students in exchange for their 

participation, when applicable. Persons not eligible or otherwise unable to participate in 

the study were permitted by the professor an alternative means of earning the 10 points of 
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extra credit awarded for participating in the study. Procedures related to awarding extra 

credit are discussed shortly. I collaborated with the University of Houston Institutional 

Review Board (IRB) to ensure this study met their criteria. The study was approved by 

the IRB prior to commencement. 

Interested parties were asked during the recruitment process to preregister for the 

study by sending their names and a brief statement regarding intent to participate to a 

special email address I created specifically for that purpose. This stratagem served four 

purposes. Firstly, it allowed me to estimate the amount of study-related materials needed 

on-site for each iteration of the study. Students were informed that preregistering would 

assure that enough food was on hand that they need not leave hungry. Students were also 

told that they would not be penalized for failing to show up, but that study materials and 

food might be needlessly wasted. Students were told they could show up and participate 

in the study even if they didn’t register, but that space might be limited. Thus, the 

ultimate goal of preregistering participants was to help prevent wasting resources such as 

food and money. Secondly and relatedly, asking potential participants to preregister 

should have increased the likelihood that interested parties actually showed up to the 

study because they had precommitted to doing so (Elster, 2000). Thirdly, for similar 

reasons, preregistering participants should have increased participant compliance with the 

study requirements outlined below. Fourthly, having participant email addresses allowed 

me to organize and disseminate relevant information (e.g., date, time, and location of the 

individual experimental sessions). For instance, the email addresses were used to send out 

emails reminding preregistered students about the study a week before and a day before 

the study date. As mentioned above, I also requested that the participating professor make 
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announcements about the study via Blackboard a week before and a day before the study 

date. Names and email addresses collected during the recruitment process are not 

traceable to survey results because no identifying information was collected during the 

study, so I was not able to confirm who actually showed up to participate in the study. 

This is not to say however that participation was anonymous. 

Participants were informed during the recruitment process as well as at the 

beginning of the online survey instrument via the informed consent document (discussed 

below) that participation was confidential. Although no identifying information was 

collected during the study (not even IP addresses were collected), a mechanism (a raffle 

ticket number, discussed in greater detail below) was in place that allowed me and the 

students to report a unique numerical identifier to the students’ professor in order to 

facilitate awarding extra credit to students in exchange for their participation. Although I 

did not have access to the names of students who participated and the students’ professor 

did not have access to the survey results, the numerical identifier could conceivably be 

used to link individual participants to their survey responses. However, proper data safety 

protocols were utilized, such that the students’ names and data will never be stored in the 

same physical location or on the same hard drive. Additionally, all data associated with 

the study is being maintained on a password-protected hard drive only accessible by me. 

Requirements to participate in this study.  Potential participants were provided 

the following summary and list of requirements for participating in this study during the 

recruitment process as well as the morning of the study. The use of second-person 

pronouns below reflects the fact that this language was directed at potential participants. 
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You are cordially invited to participate in a research study in which you will taste 

several food items and answer a series of questions on an online survey. The study will 

take place during your normal class time. In exchange for your participation, you will 

receive lunch (pizza and soda) after the study, 10 points of extra credit from your 

professor, and the opportunity to win a share of $200 in monetary prizes in a raffle after 

the study. However, in order to participate, you must meet the requirements enumerated 

below: 

1. You must fast overnight, consuming nothing but common beverages such as water 

and coffee during the 12-hour period immediately preceding the study. In other 

words, you should refrain from eating any food and from drinking any calorie-dense 

beverages such as liquid meal replacements, protein shakes, and milk after dinner the 

night before the study. Most importantly, please do not eat breakfast the morning of 

the study. Additionally, please refrain from consuming any beverages for at least 2 

hours prior to the study.  

2. You must not have dairy, wheat, soy, or nut allergies. The foods you will taste during 

the study contain ingredients derived from these sources. Also, you are not required 

to eat the provided lunch of pizza and soda after the study, but if you choose to, 

please be mindful of any food allergies you may have such foods (e.g., dairy, wheat, 

egg). 

3. You must not have any medical conditions that would present a risk from fasting 

overnight, such as diabetes. If you are unsure whether you should participate, please 

speak with a qualified medical practitioner. 
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4. You must bring a laptop or tablet computer from which you can access the internet in 

order to take the online survey instrument.  

5. Please also bring a pen, pencil, and eraser.  

Persons not eligible to participate because they do not meet the above 

requirements will be permitted by your professor an alternative means of earning the 10 

points of extra credit awarded for participating in the study. If you do not bring the 

necessary supplies (listed in items 4-6 immediately above), you will likely not be able to 

participate in the study because the researcher cannot provide those materials to you. 

Also, if you are late to the study, you will likely not be able to participate in the study. 

Persons who do not bring the required materials or show up late will forfeit the 

opportunities to participate in the study, earn extra credit for participating in the study, 

participate in the raffle, and eat lunch after the study. However, they will still be 

permitted the same alternative means of earning 10 points of extra credit by the professor. 

For further details, please contact your professor. 

Your participation in this study will be confidential. Although no identifying 

information is collected during the study (not even IP addresses will be collected), a 

mechanism (a raffle ticket number, discussed in greater detail below) will be in place that 

will allow the researcher and you to report a unique numerical identifier to your professor 

in order to facilitate awarding extra credit in exchange for your participation. Although 

the researcher will not have access to your name once the study is complete and the 

students’ professor will not have access to the survey results, the numerical identifier 

could conceivably be used to link individual participants to their survey responses. 

However, proper data safety protocols will be utilized, such that students’ names and 
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survey data will never be stored in the same physical location or on the same hard drive. 

Additionally, all data associated with the study will be maintained on a password-

protected hard drive only accessible by the primary researcher. 

No deception is used in conducting this study. 

Additional information regarding the participant recruitment process. It 

should be noted that participants were not told to abstain entirely from common 

beverages, including caffeinated beverages, except during the two-hour window 

immediately prior to the study. The reasoning for this was based on two rationales. 

Firstly, liquids are processed by the stomach faster than are solids (Lartigue et al., 1994; 

Maurer, 2012; Urbain & Davidcharkes, 1995). Per the literature on gastric emptying, it 

seems abstaining from liquids for two hours before the study would be sufficient. 

Secondly, abstaining from caffeine can affect cognitive performance, decision-making, 

behavior, and mood (Chambers, 2009; Einöther & Giesbrecht, 2013; Frankish, 2011; 

Häusser, Schlemmer, Kaiser, Kalis, & Mojzisch, 2014; James, 2005, 2014; James & 

Gregg, 2004; James & Rogers, 2005; Maridakis, Herring, & O’Connor, 2009). Thus, it 

was important to have no explicit restriction on caffeinated beverages so that people who 

typically consumed caffeine were not suffering adverse cognitive effects as a result of 

having abstained.  

The Study 

Set up. Regarding the setting for the experimental sessions, the experimental 

manipulations and tasks for each of the two conditions were conducted in separate but 

similar rooms (i.e., one or more rooms for each condition). I, along with a team of 

volunteers (hereafter collectively referred to as the researcher(s)), prepared the rooms 
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prior to the stated arrival time for participants (i.e., their normal class time). At each 

available seat within each room, the researcher(s) placed the food items used for the 

experimental manipulations and a preformatted sheet of paper. All of this is discussed in 

great detail below. As a preview, the preformatted sheets of paper were used by 

participants at the end of the survey to write down their responses to a preselected set of 

survey items and responses to the manipulation checks, as well as their raffle ticket 

numbers. The survey responses they were instructed to write down were presented in a 

summary page at the end of the survey for their convenience. The researcher(s) arranging 

the two rooms with the food items used for the experimental manipulations took 

appropriate food safety precautions such as thoroughly washing hands, wearing gloves 

and hairnets, and using clean serving utensils and containers, most of which were new 

and used only for the purposes of this study. 

Check-in procedures. On the day of the study, an area outside the two rooms 

(e.g., a table stationed in the corridor) was used for checking in participants, as per the 

procedures described below: 

 Participants reported the class from which they were recruited in order to ensure 

that only persons who were actively recruited were permitted to participate in the 

study. 

 Participants received a raffle ticket. Raffle tickets were distributed from a 

standard sequentially-numbered roll. The raffle ticket numbers served three 

purposes: 1) they were used to facilitate the selection of raffle winners, 2) they 

permitted linking handwritten survey responses to those provided via the online 

survey, as raffle ticket numbers were entered on both, and 3) they were reported 
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back to students’ professor in order to facilitate awarding extra credit to those 

who participated in the study. All three of these purposes are discussed in greater 

detail below. It is important to note that the researcher(s) did not collect 

participants’ names or student ID numbers and thus cannot personally identify 

them or link them to their survey responses. Both the participants and I reported 

raffle ticket numbers to the professor from whose classes participants were 

recruited. This device allowed the professor to determine and verify those 

students who completed the requirements for extra credit. However, the professor 

did not have access to survey responses and, thus, could not link individual 

students to survey responses via the raffle ticket numbers. 

 Participants were randomly assigned to one of the two conditions, H or S, via a 

list of randomly generated numbers. The randomly generated numbers that 

comprised the list were designated to participants as they arrived (i.e., 

consecutively), with even numbers assigned to Condition H and odd numbers 

assigned to Condition S. Numbers on the list were crossed off as they were 

designated to participants. These numbers served no other purpose.  

 The researcher(s) ensured that participants brought a laptop or tablet from which 

the survey could be accessed, as well as some writing utensil(s). 

 The researcher(s) reminded participants that they should not participate if they 

had dairy, wheat, soy, or nut allergies. 

After each participant had completed the above-described check-in procedure, he 

or she was instructed to enter the room in which his or her experimental condition was 

being hosted (as determined by the list of randomly generated numbers) and to have a 
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seat at any available location. Once the maximum allowable number of participants 

(determined by the number of available seats in the rooms) had checked in and was 

seated in the two rooms, instructions for accessing the online survey were posted in each 

room. All further instruction were provided via the online survey instrument discussed 

below. Participants were instructed to raise their hands if they had any questions during 

the study. As mentioned, at least one researcher was present in each room. 

Experimental manipulations. As stated above, in order to test the above 

hypotheses, a research study was proposed in which participants, having fasted overnight, 

arrived at the experimental setting and were randomly assigned to either a hunger 

condition (Condition H) or a satiety condition (Condition S), differentiated by the 

quantity of nutriment provided. Critically, it was assumed all participants arrived 

experiencing some degree of homeostatic hunger as a result of having fasted overnight 

(Appelhans, 2009; Berthoud, 2011; Epstein et al., 2007; Goldstone et al., 2009; Saper et 

al., 2002). Thus, the intended outcome of the experimental manipulation was to maintain 

participants in Condition H in a state of hunger and transition participants in Condition S 

to a state of satiety. The simplest approach would have been to provide Condition S 

nutriment while withholding nutriment from Condition H. However, this approach 

presents at least one obvious confound in that Condition S would have experienced a 

markedly different pretask intervention by receiving a food reward. Additionally, due to 

the explicit requirement for overnight fasting by participants, both conditions might have 

been able to ascertain the intent of study easily, leading to demand effects influencing 

their survey responses (Orne, 1969; Zizzo, 2010). Considering these issues, it was 
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necessary that both conditions experience a similar pretask intervention while 

simultaneously obscuring the intent of the study. 

In order to demonstrate causality unsullied by confounding variables, it was my 

aim to exemplify the spirit, if not the precise form, of a randomized, single-blinded, 

placebo-controlled clinical trial. This entailed a parallel, between-groups design wherein 

one group received an intervention and the comparison group received essentially a 

nonactive treatment (Hulley et al., 2013). However, considering the goal of the 

experimental manipulation, which was to have participants in Condition H in a state of 

hunger and participants in Condition S in a state of satiety, it was required that I be 

somewhat craftier than providing a clichéd placebo pill to the control group. As all 

participants should have arrived in a state of hunger, it was necessary to transfer one 

group to a state of satiety (Condition S) while leaving the other in a state of hunger 

(Condition H), while providing both groups a similar pretask experience.  

There are at least two ways this goal could have been accomplished for this study. 

The first method involves providing each group the same quantity of different forms of 

nutriment; for instance, Condition S might receive a high-calorie nutritional shake while 

Condition H receives a zero-calorie shake. However, this method seems unfeasible 

because low- and zero-calorie foods are often markedly different from normal or high-

calorie foods in terms of taste, smell, and mouthfeel. In other words, such a manipulation 

may have introduced a confound based solely on the rewarding properties of the food 

substances because one group received foodstuffs that tasted good while the other group 

received foodstuffs that tasted (at least relatively) bad. Such a manipulation would also 

have given both conditions a similar degree of gastrointestinal distention, which is an 
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important factor in inducing satiety (Wang et al., 2008). The second method to achieve 

the goal involves providing both groups with differing quantities of the same form of 

nutriment; for instance, Condition S might receive a large serving of a nutritional shake 

while Condition H receives a small serving. However, such an obvious manipulation may 

have led subjects, perhaps particularly in Condition H, to ascertain the purpose of the 

experiment, introducing demand effects. Thus, a further tweak was necessary, per which 

both groups would receive differing quantities of more than one foodstuff, transferring 

their focus from the total quantity of nutriment provided to the variety of flavors 

provided. It is hoped that this tweak caused participants to believe that the experiment 

concerned perceptions of taste rather than manipulations regarding hunger and satiety. 

Further inculcating this belief among participants was accomplished by explicitly asking 

them to rate the flavors provided as part of the survey instrument.  

Thus, during the course of this research experiment, participants were provided 

nutriment in the form of nutritional shakes and nutritional bars, the former of which, at 

least, has precedent in related research (e.g., Gailliot et al., 2007; Gailliot & Baumeister, 

2007; Mishra & Mishra, 2010). A popular high-calorie, high-protein, gluten-free, lactose-

free, nonGMO, Kosher-certified, Halal-certified, no-artificial-sweetener brand of meal 

replacement shakes was used (see http://www.drinkenu.com/). A popular high-calorie, 

high-protein, high-fiber, nonGMO, certified organic, no-artificial-sweetener brand of 

meal replacement bars was used (see http://shop.theprobar.com/Products/PROBAR-

Meal). In order to mask the true intent of the study, all participants were provided two 

different flavors of the nutritional shake, chocolate and vanilla, as well as three different 

flavors of the nutritional bar, “Superfood Slam,” “Peanut Butter Chocolate Chip,” and 
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“Wholeberry Blast.” These brands and flavors were chosen both because they meet the 

nutritional requirements of the study (discussed below) and because they are very highly 

rated by consumers on Amazon.com. However, all labeling was removed so that 

participants were not able to identify the brands of nutriment provided. Participants were 

told during the recruitment process as well as before the study that individuals allergic to 

dairy proteins, wheat, soy, or nuts should not participate in the study.  

Regarding the nutritional shakes, both conditions received the two flavors of 

shakes in identical 8 ounce opaque cups with lids and were instructed during the 

experiment to consume the entire contents of both cups they received. Containers with 

chocolate-flavored shake were labelled with a ¾ inch round yellow sticker and containers 

with vanilla-flavored shake were labeled with a ¾ inch round orange sticker. The 

unopened shakes were each 11 ounces. Each participant in Condition H received one ½ 

ounce serving (approximately 1/24 of a full shake, or one tablespoon) of the chocolate-

flavored shake and one ½ ounce serving of the vanilla-flavored shake. Each participant in 

Condition S received one 5.5 ounce serving (approximately ½ of a full shake) of the 

chocolate-flavored shake and one 5.5 ounce serving of the vanilla-flavored shake.  

Regarding the nutritional bars, both conditions received the three flavors of bars 

in identical 4 ounce translucent plastic disposable portion cups with lids and were 

instructed during the experiment to consume the entire contents of all three containers 

they receive. Containers with “Superfood Slam” flavored bars were labeled with a ¾ inch 

round red sticker, containers with “Peanut Butter Chocolate Chip” flavored bars were 

labeled with a ¾ inch round green sticker, and containers with “Wholeberry Blast” were 

labeled with a ¾ inch round blue sticker. The unopened bars were each 3 ounces. Each 
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participant in Condition H received one 1/8 ounce serving (approximately 1/24 of a full 

bar) of each of the three flavored bars. Each participant in Condition S received one 1.5 

ounce serving (approximately ½ of a full bar) of each of the three flavored bars.  

Thus, the manipulations and pretask experiences of Conditions H and S were 

designed to be identical in all regards, except the quantity of nutriment consumed. 

Moreover, steps were taken to shift participants focus from the manipulated variable (i.e., 

the quantity of nutriment) to the variety of flavors of nutriment they were asked to taste 

by asking them to subjectively rate each flavor of nutriment (discussed below). Despite 

efforts to make the conditions indistinguishable to participants, it is hoped that the 

experimental manipulation would engender important differences between the two 

groups. In Condition H, participants performing the experimental task should have 

experienced homeostatic hunger as a result of having fasted overnight, as well as hedonic 

hunger as a result of 1) having received and consumed a small quantity of appetitive food 

stimuli (i.e., the nutritional shakes and bars) and 2) anticipating the post-study meal of 

pizza and soda (Appelhans, 2009; Berthoud, 2011; Epstein et al., 2007; Goldstone et al., 

2009; Saper et al., 2002). In Condition S, participants performing experimental task 

should have experienced a state of satiety, having consumed the provided calorie-dense 

meal (i.e., the nutritional shakes and bars). The approximate nutritional intake for all 

foods consumed in both conditions is shown in Table 1 below. For condition H, the 

caloric load of 88 calories provided in the experiment is roughly equivalent to 0.6 ounces 

of potato chips, or approximately 7 to 8 chips. 
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Rationale for using the nutritional shakes and bars. The nutritional shakes and 

bars were chosen as the satiety-inducing meal for two primary reasons. First, such foods 

are highly palatable (see the previous discussion on sweet and fatty foods; see also 

Bertino et al., 1991; Drewnowski, 1995; Drewnowski & Greenwood, 1983; Drewnowski 

et al., 1992) and should help ensure compliance with experimental protocols. Secondly, 

macronutrient content is an important consideration for inducing satiety (de Castro, 1987; 

Gerstein, Woodward-Lopez, Evans, Kelsey, & Drewnowski, 2004; Rolls, Hetherington, 

& Burley, 1988); this food and drink combination provides ample amounts of 

carbohydrates, proteins, and fats, at least for Condition S. Moreover, these foods are very 

high in protein, the most satiating macro-nutrient (Astrup, 2005; Bertenshaw, Lluch, & 

Yeomans, 2008; Gerstein et al., 2004; Rolls et al., 1988; Vandewater & Vickers, 1996; 

Weigle et al., 2005). Gastric distention is also an important factor in satiety (Wang et al., 

2008), which is why participants in Condition S are required to consume a greater 

quantity of nutriment than Condition H. 

The Survey Instrument 

Before beginning the survey instrument, each participant completed the check-in 

procedures and was seated in the rooms specified by his or her given experimental 

condition. They had all materials necessary to complete the study: laptops or tablets, and 

writing utensil(s) they brought with them, as well as the nutritional shakes and bars, and 

preformatted answer sheets placed at each available seat within the experimental session 

rooms. 

Introduction to the online survey instrument. In order to standardize and 

equalize participant experiences across the two conditions, all instructions and the 
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informed consent were provided via text in the online survey instrument. Participants 

were discouraged from rushing though the survey by explicitly stating there was no 

incentive to finish early because everyone must finish before any participants were 

allowed to eat pizza and before the raffle begins. However, participants were informed 

that they were welcome to leave after completing the survey, but that by doing so they 

forfeited the post-task meal and opportunity to participate in the raffle. Participants were 

encouraged to silence their phones. Participants were encouraged to close all browser 

windows and apps unrelated to the study on their laptops or tablets. Participants were 

discouraged from talking to each other for the duration of the study, though talking 

seemed unlikely because of the presence of the researcher(s) in the room. Regarding this 

latter point, there was at least one researcher in each room at all times. The researcher(s) 

served two primary purposes during the experimental sessions. Firstly, they provided 

participants instructions on how to access the online survey instrument. Secondly, they 

monitored the sessions, which should have passively discouraged interaction among the 

participants, and unobtrusively answered any questions posed by individual participants 

during the sessions.  

Informed consent. Informed consent was gathered via cover letter on the online 

survey instrument. Participants were required to sign the informed consent document to 

acknowledge that they read and understand the document. As part of the informed 

consent, participants were assured that no deception was to be used throughout the course 

of the experiment.  
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Measures 

Immediately preceding the experimental tasks described below, participants were 

informed that the values of individual monetary prizes awarded during the raffle would 

be determined by their responses to survey items that asked them to make decisions about 

monetary outcomes and that payments would be made in cash by the researcher(s). It is 

important that the decisions involved real monetary outcomes so that participants took the 

experimental tasks more seriously. Although hypothetical and real rewards activate 

common valuation areas (Kang, Rangel, Camus, & Camerer, 2011), “the use of real 

monetary rewards is important both because it creates objective incentives for accurate 

responding, and because discount rates for hypothetical rewards are typically much lower 

than those for real rewards, possibly creating floor effects that would make group 

differences more difficult to discern” (Kirby & Petry, 2004: 468; see also Johnson & 

Bickel, 2002; Kang et al., 2011; Kirby, 1997; Lagorio & Madden, 2005; Madden et al., 

2004; Madden, Begotka, Raiff, & Kastern, 2003). 

Temporal Discounting. There are numerous methods of eliciting discount rates 

and risk propensity, and much debate and controversy surround the issues of functional 

forms, measurement, and analysis (Andersen, Harrison, Lau, & Rutström, 2008b; 

Andersen et al., 2014; Andreoni, Kuhn, & Sprenger, 2015; Andreoni & Sprenger, 2012a, 

2012b; Hardisty, Thompson, Krantz, & Weber, 2013; Smith & Hantula, 2008). The task 

for eliciting time preferences were based on the procedures outlined by Andersen and 

colleagues (Andersen et al., 2008b, 2014), often referred to as double multiple price lists 

(DMPL) (Andreoni et al., 2015; Bradford, Courtemanche, Heutel, McAlvanah, & Ruhm, 

2014; Charness, Gneezy, & Imas, 2013). In this task, participants made 40 decisions 
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between two options labeled “A” and “B.” As a sample, say Option A pays $20 today, 

and Option B pays $25 one month from now. This example represents a classic scenario 

involving SS and LL rewards referenced in the review section on temporal discounting. 

The amounts and payment dates varied across the 40 decisions. As a note, the papers by 

Andersen and colleagues (Andersen et al., 2008b, 2014) present monetary values in 

kroner rather than dollars. Thus, monetary values have been transformed via the 

exchange rate (approximately 5.5:1, kroner to dollar) at the time the 2014 paper was 

published. This conversion rate is also relevant to the monetary values used in assessing 

risk preferences. 

Risk Propensity. The task for eliciting risk preferences was also based on the 

procedures outlined by Andersen and colleagues (Andersen et al., 2008b, 2014), who 

adapted popular procedures used by other researchers (Hey & Orme, 1994; Holt & Laury, 

2002, 2005). In this task, participants were again asked to make 40 decisions between 

two options labeled “A” and “B.” As an example, say Option A pays $12 if the outcome 

(number of pips on the uppermost face) of a roll of a 10-sided die is 1 and $8 if the 

outcome is 2-10. Option B pays $18 if the outcome of the die roll is 1 and two dollars if 

the outcome is 2-10. Although participants were not explicitly told so, it is apparent that 

Option B is the riskier option because the expected value of Option A is $8.40, whereas 

the expected value of Option B is $3.60. However, the maximum potential gain is larger 

in Option B. The amounts and probabilities varied across the 40 decisions. 

(Un)Ethicality. As discussed in reviews by Treviño and colleagues (2014, 2006), 

unethicality includes behaviors such as lying, cheating, and stealing. Conversely, 

ethicality includes behaviors such as being honest and treating people with respect, 
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whereas extraordinary ethicality includes behaviors such as charitable giving. In line with 

previous research, I probed the unethicality-ethicality spectrum via a task that allowed 

participants to cheat or be honest and probed extraordinary ethicality via participants’ 

willingness to donate to charity. Many studies examining (un)ethicality operationalize the 

construct as participants’ (dis)honesty in self-reporting scores on, for instance, problem-

solving, multiple-choice, perceptual, and/or anagram tasks. These tasks generally last 

several minutes, with each correct answer worth a small amount of money (e.g., $0.10) 

(Barnes et al., 2011; Gino & Ariely, 2012; Gino & Margolis, 2011; Gino & Pierce, 2009; 

Gino et al., 2011; Mazar et al., 2008; Schweitzer, Ordóñez, & Douma, 2004; Yam, Chen, 

et al., 2014; Yam, Reynolds, et al., 2014). At least one study also used participants’ 

adherence to less-than-strictly imposed time limits on such tasks as a mechanism for 

detecting cheating; in this case, “spending more than the prespecified amount of time to 

complete the task was used as a measure of unethical behavior” (Yam, Reynolds, et al., 

2014: 128). In the current study, I allow participants to act unethically by overstating the 

number of answers they get correct as well as by exceeding a less-than-strictly imposed 

time limit. 

More explicitly, for this task, participants were told they were to solve as many 

(up to 60) simple math problems (involving addition and subtraction of single- and 

double-digit numbers, as well as multiplication of single-digit by double-digit numbers, 

e.g., 42+17) as possible in two minutes and that a few people would be drawn at random 

to receive $1 per correct answer. The full set of 60 problems was presented in subsets of 

15 questions on four separate pages, each displaying a timer counting down from 30 

seconds to zero. Thus, each timer effectively indicated when the 30-second period 
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allotted for that page had expired. However, participants could continue to solve math 

problems beyond each 30-second window under the guise that the software could not or 

would not automatically stop the task and progress to the final screen. This device 

allowed participants to “cheat” up to four times by exceeding the stated time limit on 

each page. It should be noted that participants were allowed to stop this task at any time 

during the task by clicking a special button available on the bottom of each page. One of 

the entries on the summary report provided at the conclusion of the online survey 

instrument (mentioned above and discussed below) displayed the number of questions 

each participant answered correctly on this task. This set-up provided subjects a final 

opportunity to cheat by overreporting their scores on the task.  

For the extraordinary ethicality portion of the task, participants were asked to 

provide the percentage (from 0% to 100%) of any monetary prizes they may have won in 

the raffle that they would have been willing to donate to a charity, nonprofit, or cause of 

their choice, along with the name of said organization. A list of popular organizations 

was provided to help facilitate this process, covering a sufficiently wide range of socio-

political issues. A previous study (Gino & Margolis, 2011) gave participants the 

opportunity to donate to only one cause, National Public Radio (NPR). Providing only 

one outlet for donations seems restrictive because some participants may be unfamiliar or 

otherwise opposed (for social or political reasons) to any given cause or charity. 

Hunger. Assessing subjective ratings of hunger and satiety were crucial in 

showing that the experimental manipulations were successful. Thus, an online version of 

the standard 100mm visual analogue scale will be used for assessing subjective ratings of 

hunger (Flint, Raben, Blundell, & Astrup, 2000). In this questionnaire, subjects are asked 
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questions regarding how hungry they feel, how satisfied they feel, how full they feel, how 

much they think they can eat, and whether they would like to eat sweet, salty, savory, or 

fatty foods. Variants of the scale have been used by numerous researchers (Horner, 

Byrne, & King, 2014; Masic & Yeomans, 2014; Porubská et al., 2006; Sarker, Franks, & 

Caffrey, 2013; Siep et al., 2009) and it has been validated for use via electronic format 

(Brunger et al., 2015). The scale was administered as part of the online survey 

instrument. Due to random assignment of participants, I did not feel it was necessary to 

administer the survey before the experimental sessions. However, it was necessary to 

ensure that subjects had indeed complied with the requirement for overnight fasting. 

Thus, at the end of the survey, participants were asked to estimate the time of their last 

preexperiment caloric intake. Noncompliant subjects (e.g., subjects who had eaten 

breakfast) could then be removed from the dataset. However, this approach may be 

overly conservative, as many studies concerning hunger have only required participants 

to fast for 3 to 5 hours prior to the study (e.g., Aarøe & Petersen, 2013; Frank et al., 2010; 

Tal & Wansink, 2013; Yam, Reynolds, et al., 2014), though some studies have required 

overnight fasting (e.g., Goldstone et al., 2009; Haase et al., 2009, 2011; Siep et al., 2009; 

Wansink et al., 2012; Wierenga et al., 2014)  

It should be noted that a more objective measure of hunger would be ideal, such 

as measuring circulating ghrelin. However, there are numerous factors that make 

collecting blood samples from participants unfeasible for this study, including cost, 

timing, and issues related to proving the necessity of collecting blood samples in 

petitioning the IRB for approval of the study. Moreover, there are issues related to the 

collection and analysis of ghrelin, specifically. Ghrelin is highly unstable with a short 
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half-life and is affected by conditions of collection and storage, the pH, and the method 

of measurement, necessitating stringent standardization of the preparation of samples to 

ensure reliable measurement (Hosoda & Kangawa, 2012). Because circulating ghrelin is 

highly correlated with self-reported hunger (Cummings et al., 2004), the visual analogue 

scale discussed above was used. 

Conclusion of the online survey instrument. As mentioned above, participants 

were provided a preformatted sheet of paper that was to be used at the end of the survey 

to write down their responses to a preselected set of survey items (as well as their 

responses to the manipulation checks at the beginning of the survey), along with their 

raffle ticket numbers. The survey responses they were to write down were presented in a 

summary page at the end of the survey for their convenience. The summary report 

comprised six of their responses to items on the survey instrument. Five items were taken 

from their responses to the risk propensity task and one item from the un-ethicality 

cheating task. Participants were reminded that they would receive one dollar per correct 

answer for the un-ethicality cheating task. Responses to the temporal discounting task 

were not used because doing so would have required establishing a system by which 

delayed rewards could be paid out, which likely would have violated confidentiality 

because these delay discounting responses would have had to be traced back to the 

individual to facilitate payment at a future date in cases wherein delayed responses were 

chosen. So, upon viewing the summary screen, subjects were instructed to write down the 

responses displayed on the screen, along with their raffle ticket number, on the sheet of 

paper to be turned into the researcher(s) in order to facilitate the selection of prizes for the 

raffle winners. Participants were explicitly encouraged to write legibly. At the end of the 
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survey, all of the filled-in preformatted sheets of paper were collected in a large box, in 

which they were tumbled so that they were randomized, and from which they were drawn 

during the raffle. 

Post-task meal. At the conclusion of the online survey and prior to the start of the 

raffle, participants were allowed to consume a provided meal of pizza and soda ad 

libitum. While participants were eating, the raffle was conducted as described below. 

The raffle. As mentioned above, participants were informed immediately before 

the experimental tasks that the values of individual monetary prizes awarded during the 

raffle would be determined by their responses to survey items that asked them to make 

decisions about monetary outcomes and that payments would be made in cash by the 

researcher(s). The raffle was conducted by drawing the filled-in preformatted sheets of 

paper from the large box in which they had been tumbled. The raffle number written on 

each sheet of paper drawn from the box was read aloud. Participants with raffle ticket 

numbers matching those written on the papers drawn from the box were instructed to 

come to the front of the room. Those participants then rolled a common six-sided die. 

The number of pips on the uppermost face of the die determined which of the six survey 

responses written on the preformatted sheet of paper was used to determine their cash 

reward. The researcher(s) had copies of the actual survey items from which the report on 

the summary screen was derived. For example, if the uppermost face of the six-sided die 

displayed one pip after the participant rolled the die, the first answer choice they wrote 

down was used to determine their cash reward. In this case, it would have been a risk 

propensity task portraying a scenario involving different payouts depending on the 

outcome of rolling a 10-sided die. The researcher(s) would have then referred to a copy 
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of that particular survey item to see how the options (i.e., dollar amounts and 

probabilities) were structured. For an example, refer to the discussion of the risk 

propensity measure above. Participants then would have rolled a 10-sided die to 

determine their payout based on the dollar amount specified by the outcome of the die 

roll. If the uppermost face of the die displayed six pips, the self-report of the number of 

correct answers on the un-ethicality cheating task would be used to determine the payout 

at a rate of $1 per correct answer. 
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Chapter 8 

 

 

ANALYSES 

 

I estimated the model using Stata’s (StataCorp, 2015) structural equation 

modeling function. I essentially ran an instrumental variable regression, using the 

experimental condition as an instrument, hunger score as an endogenous regressor, the 

hypothesized outcome variables (discount score, risk score, unethicality score, and 

ethicality score) as dependent variables, and exogenous covariates (age, gender, GPA, 

years of work experience, ethnicity, hours since last meal, and size of last meal) as 

controls in both stages. Supporting my use of instrumental variable regression, the 

Hausman (1978) endogeneity test was significant for the covariance between the risk 

score and hunger score, indicating a common cause (i.e., the condition) of risk and 

hunger, meaning that hunger score was endogenous and should be instrumented. 

Additionally, hunger score is necessarily endogenous with respect to the experimental 

condition because the purpose of the experimental condition was to establish participants’ 

subjective perceptions of hunger. The decision to use the experimental condition as an 

instrumental variable rather than as the primary independent variable was made because 

the researcher(s) witnessed a general lack of compliance with the experimental 

manipulation during the experimental sessions (more on this below). Thus, it was thought 

that hunger score might be a better predictor of the outcome variables, though hunger 
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score still must be treated as endogenous with respect to condition. In the first stage of 

the instrumental variable regression, the experimental condition (i.e., the instrument) and 

all control variables (age, gender, GPA, years of work experience, ethnicity, hours since 

last meal, and size of last meal) were used to predict participants’ hunger scores. In the 

second stage, their hunger scores and all control variables were used to predict the 

dependent variables (discount score, risk score, unethicality score, and ethicality score).  

I used a robust (i.e., sandwich) estimator (Huber, 1967; White, 1980, 1982) to 

obtain the variance-covariance matrix of the estimates, including the reported standard 

errors, in order to account for possible violations of the assumption regarding 

multivariate normality. Additionally, I used maximum likelihood with missing values as 

the method to obtain estimated parameters. The covariance structure of all exogenous 

variables, including the dependent variables, was left unstructured, allowing the 

disturbances to correlate. The reader may note that fit indices (e.g., chi-square test of fit) 

and R
2
 are not included in the results. Fit indices are not appropriate here because when 

there is “only one instrument, the model [is] just-identified and a test of fit cannot be 

conducted (though the Hausman endogeneity test can still be done)” (Antonakis, 

Bendahan, Jacquart, & Lalive, 2010: 1102).  

R
2 

is not reported here because it has no real statistical meaning in the context of 

instrumental variable regression. In the model used here to estimate the parameters, the 

regressor representing the experimental condition was entered as an instrument. 

“However, since our goal is to estimate the structural model, the actual values, not the 

instruments for the endogenous right-hand-side variables, are used to determine the 

model sum of squares (MSS). The model’s residuals are computed over a set of 
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regressors different from those used to fit the model. This means a constant-only model 

of the dependent variables is not nested within the [model], even though the [model] 

estimates an intercept, and the residual sum of squares (RSS) is no longer constrained to 

be smaller than the total sum of squares (TSS). When RSS exceeds TSS, the MSS and the 

R
2
 will be negative” (Sribney, Wiggins, & Drikker, 2015). Indeed, R

2
 for risk score in the 

second stage of the model was negative.  

Instead of reporting R
2
, Bentler-Raykov squared multiple correlation coefficients 

are reported (Bentler & Raykov, 2000). Similar to R
2
, it quantifies the explained variance 

(i.e., the relatedness or fit of data for a dependent variable with the model’s linear 

prediction), and in a recursive model the two statistics would represent different versions 

of the same number. However, because of the abovementioned problems inherent to 

using R
2 

in nonrecursive models, it is recommended that researchers use Bentler-Raykov 

squared multiple correlation coefficients for nonrecursive systems involving endogenous 

variables with reciprocal causations (StataCorp, 2015). These coefficients are presented 

in Table 3. 

Additionally, statistics are reported for equation-by-equation Wald tests (see 

Table 4). The null hypothesis for these Wald tests is that the coefficients for the observed 

variables (other than the intercepts) are zero (StataCorp, 2015).   



    

 

 

98 

 

 

 

 

 

 

Chapter 9 

 

 

RESULTS 

 

In the first stage of the instrumental regression model, participants’ hunger scores 

largely depended on their having been in the hunger condition. Although the 

experimental condition statistically predicted participant hunger scores (β = 60.79, p < 

.01 in stage 1 of the instrumental variable regression procedure, see Table 2) and there 

was a significant difference in hunger scores between the experimental groups (mean 

hunger scores were 23.06 [SD = 90.62] for the satiety condition and 81.36 for the hunger 

condition [SD = 62.09], F(1, 317) = 45.17, p < .01), the experimental manipulation was 

not as strong as intended. Ideally, the satiety condition would have reported a negative 

hunger score, indicating a state of satiety rather than low hunger. I believe this weaker-

than-intended manipulation resulted from participants largely failing to comply with the 

experimental manipulation. Participants were observed throwing away much of the food 

and beverage provided to them during the experimental sessions, with at least some 

proclaiming that the food was not palatable. This circumstance should be kept in mind 

when considering the results discussed below.  

In the second stage of the instrumental regression model, participants’ subjective 

perceptions of hunger (i.e., their hunger scores) were used to predict the outcome 

variables of concern (discount score, risk score, unethicality score, and ethicality score). 
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Hypothesis 1, contending that hunger (versus satiety) would be associated with increased 

temporal discounting of monetary rewards, was not supported (β = .01, nonsignificant in 

stage 2 of the instrumental variable regression procedure, see Table 2). However, 

Hypothesis 2, contending that hunger (versus satiety) would be associated with increased 

risk propensity regarding of monetary rewards, was supported (β = .03, p < .05 in stage 2 

of the instrumental variable regression procedure, see Table 2). Hypothesis 3, contending 

that hunger (versus satiety) would be associated with increased unethicality (i.e., 

cheating) regarding monetary rewards, was not supported (β = <.01, nonsignificant in 

stage 2 of the instrumental variable regression procedure, see Table 2). It is interesting to 

note here that the value for unethicality was particularly low with little variance (M = .28, 

SD = 2.02, see Table 1), indicating that participants generally did not cheat on the task. 

Thus, there may have been methodological deficiencies inherent to the task beyond the 

problems acknowledged above regarding participants’ compliance with the experimental 

manipulation. Additionally, Hypothesis 4, contending that hunger (versus satiety) would 

be associated with decreased ethicality (i.e., charitable donations) regarding monetary 

reward, was not supported (β = .02, nonsignificant in stage 2 of the instrumental variable 

regression procedure, see Table 2). 
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Variables: (1)

DVs in columns; Hunger Discount Risk Unethicality Ethicality

IVs in rows score score score score score

Hunger condition (= 1; else = 0) 60.79**

(7.35)

Hunger score .01 .03* .01 .02

(.65) (2.31) (.13) (.38)

Age -2.90** .08 .22 -.01 1.09*

(-2.71) (.46) (1.84) (-.27) (2.20)

Male (= 1; else = 0) 18.31* 1.52 .65 .14 -9.13**

(2.22) (1.10) (.83) (.52) (-2.62)

GPA -1.27 -.76 1.71 .24 4.83

(-.10) (-.42) (1.77) (.67) (1.04)

Years of work experience 2.44 .21 -.08 .03 .22

(1.65) (.86) (-.54) (.60) (.36)

Hispanic (= 1; else = 0) 27.82** -.11 .60 -.34 -4.81

(2.74) (-.06) (.61) (-.94) (-1.14)

American Indian (= 1; else = 0) -5.15 -1.73 .57 -.21 1.97

(-.33) (-.70) (.36) (-1.12) (.23)

Asian (= 1; else = 0) 7.41 -.57 -.54 -.23 6.60

(-.70) (-.31) (-.51) (-.59) (1.44)

Black (= 1; else = 0) 30.64* 2.44 -.45 -.47 -.49

(2.10) (.94) (-.27) (-1.28) (-.08)

Pacific Islander (= 1; else = 0) -.51 -1.89 4.08 .67 14.40

(-.02) (-.34) (1.25) (1.10) (.71)

White (= 1; else = 0) -12.60 -3.30* .52 .11 6.67

(-1.31) (-2.12) (.54) (.42) (1.60)

Hours since last meal 2.81 -.14 -.35** -.04 .29

(1.92) (-.67) (-3.03) (-.65) (.48)

Size of last meal 4.44 .76 -.29 -.09 2.35

(.87) (.88) (-.60) (-.82) (1.09)

Constant 14.35 24.05** 13.69** .42 -21.80

(.26) (2.88) (2.76) (.24) (-.95)

.20 .04 .03 .02 .07

n = 319, ** p<0.01, * p<0.05.

Bentler-Raykov squared 

multiple correlation coefficient

TABLE 3

Instrumental Variable Regression Estimates

(2)

Note: Estimates are unstandardized. Stage 1 utilizes Hunger condition as an instrumental variable to 

predict the endogenous variable Hunger score. Stage 2 utilizes Hunger score as a regressor to 

predict the DVs hypothezed in the paper.

Robust z-statistics in parentheses.

DV = dependent variables; IV = independent variables.
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Observed Variables chi-square df p

Hunger score 92.07 13 .00

Discount score 16.18 13 .24

Risk score 24.14 13 .03

Unethicality score 8.26 13 .83

Ethicality score 33.38 13 .00

TABLE 4

Wald Tests for Equations

Note: This table shows equation-by-equation Wald tests that 

all coefficients excluding the intercepts are zero.
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Chapter 10 

 

 

DISCUSSION 

 

“Lunch? Aw, you gotta be kidding. Lunch is for wimps.” – fictional Wall Street 

stockbroker Gordon Gekko from the film Wall Street (Stone, 1987) 

 

If visceral factors such as hunger influence financial decision-making and, 

perhaps, promote risk propensity, then perhaps encouraging young stockbrokers to skip 

lunch so that they literally and figuratively are hungrier may have unforeseen and 

deleterious effects on the economy, especially considering brokers are already associated 

with elevated risk-taking (Noll et al., 2012). The present study sought to determine 

whether the visceral states of hunger and satiety affect decision-making regarding 

nonfood (i.e., monetary) rewards seemingly unrelated to the instigating visceral states 

(i.e., hunger and satiety). In order to accomplish this objective, a research study was 

conducted wherein participants, having fasted overnight, arrived at the experimental 

setting and were randomly assigned to either a hunger or a satiety condition, 

differentiated by the quantity of food provided (see Table 1). I hypothesized that being in 

a state of hunger (versus satiety) would cause people to: 1) engage in more temporal 

discounting of monetary rewards (or more strongly desire more imminently available 

monetary rewards), 2) exhibit higher risk propensity regarding monetary rewards, 3) act 
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more unethically regarding monetary rewards (i.e., cheat to gain a larger monetary prize), 

and 4) act less extraordinarily ethically regarding monetary rewards (i.e., give less money 

to charity). 

Unfortunately, support for these hypotheses may have been obscured by 

participants’ lack of compliance with the experimental manipulation. The researcher(s) 

witnessed participants throwing away large portions of the nutritional bars and shakes 

provided to them, despite being instructed to consume all of the food and drink items 

presented during the sessions. Participants were overheard remarking that the food items 

were unpalatable, particularly the nutritional shakes. Some researchers even reported that 

they witnessed participants grimacing while consuming some of the items. Such reports 

are surprising given the generally positive reviews posted on Amazon.com for the 

products used in the study. It is also possible that some participants did not want to 

become full from eating the nutritional bars and shakes given the impending opportunity 

to consume pizza and soda ad libitum immediately following the experimental sessions. 

Overall, it seems that participants’ lack of compliance with the experimental 

manipulation resulted in a statistically significant but weaker-than-intended manipulation 

effect after which subjects in both experimental conditions reported positive subjective 

perceptions of hunger. It was intended that subjects assigned to Condition S would report 

negative hunger scores (i.e., they would be satiated) after the experimental manipulation 

was completed.  

It is possible that I inadvertently introduced one or more confounds to the study 

related to neurological, psychological, or emotional states as a result of participants’ 

exposure to the unexpectedly aversive nutritional shakes and bars used during the study. 
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The intent was that participants would like the food items (i.e., find the food items to be 

palatable), though that was apparently not the case. The mesolimbic dopamine system 

comprising the core reward circuitry responds differently to aversive stimuli than it does 

to appetitive stimuli (Roitman, Wheeler, Wightman, & Carelli, 2008). For instance, 

dopamine neurons in the ventral tegmental area may be inhibited by aversive stimuli, 

while nondopamine neurons in the same region may be excited by aversive stimuli 

(Ungless, Magill, & Bolam, 2004). Dopaminergic projections to the nucleus accumbens 

may be excited by appetitive stimuli, but not by aversive stimuli, which seem selectively 

to excite dopaminergic projections to another area, the medial prefrontal cortex (Lammel, 

Ion, Roeper, & Malenka, 2011). As I discussed throughout much of the hypotheses 

development, the activation state of this reward circuitry has important implications for 

decision-making.  

Beyond these neurologically defined effects, there is a more psychological 

connection between food and emotion (Jiang, King, & Prinyawiwatkul, 2014). Emotional 

states related to sadness, disgust, and anger may be evoked by disliked foods (de Wijk, 

Kooijman, Verhoeven, Holthuysen, & de Graaf, 2012). Emotional states have been 

shown to affect (economic) decision-making generally (Lerner, Li, Valdesolo, & Kassam, 

2015; Lerner, Small, & Loewenstein, 2004; So et al., 2015). Emotions have also been 

shown to affect, more specifically, risk-taking and risk perceptions across several 

domains (Kugler, Connolly, & Ordóñez, 2012; Lerner & Keltner, 2001; Lupton, 2013; 

Podoynitsyna, Van der Bij, & Song, 2012; Rosenboim, Benzion, Shahrabani, & Shavit, 

2012). For example, fear may cause people to express pessimistic risk estimates and risk-

aversive choices, while anger may cause people to express optimistic risk estimates and 
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risk-seeking choices (Lerner & Keltner, 2001), at least for lottery-based risk tasks 

(Kugler et al., 2012), which are relevant to the current study. Hence, if participants felt 

angry as a result of being asked to consume aversive food stimuli, their risk perceptions 

may have been biased toward increased risk-seeking. I am not insinuating that 

participants felt any degree of anger as a result of consuming the food items, nor that one 

group would have felt any more or less of some conceivably aroused emotion than the 

other group. I am simply including this discussion to account for the possibility that some 

confound related to unintentional and unmeasured aroused neurological or emotional 

states may have been introduced. 

Thus, it is possible that by including aversive food stimuli in the study, I 

unintentionally elicited neurological or psychological states that may have, for one reason 

or another, differed between the two experimental conditions as a function of the quantity 

of aversive stimuli provided or consumed via the experimental manipulation. 

Randomization of participants within the experimental conditions would not have 

accounted for any such differences. Thus, beyond the effects of the weaker-than-intended 

strength of manipulation, it is possible that any such induced neurological or 

psychological states may have occluded the studies objectives, resulting in only mediocre 

differences between the experimental groups on three of the four hypotheses. However, 

as a worst-case scenario, it is also conceivable that the one significant result regarding 

hunger (versus satiety) and risk propensity was an artifact of confounding cognitive or 

emotional states. One way to have avoided this situation would have been to include 

some measure(s) of distaste, emotion, or mood in the study so that any such differences 
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between the two experimental conditions could have been controlled for via the statistical 

analyses. 

Although it may be difficult to extrapolate theoretical or practical implications in 

light of weak results and null results, and in light of potential inadvertent confounding 

effects, it is refreshing to see that despite these unfortunate and unforeseen issues, risk 

propensity was still significantly predicted by participants’ degree of hunger in the 

second stage of the instrumental variable regression. If visceral states such as hunger and 

satiety have a measurable effect on monetary risk propensity alone, without affecting the 

other outcome variables of concern (i.e., temporal discounting and (un)ethicality) in any 

meaningful way, then that finding is still noteworthy because of the novelty of the 

concept and because of the importance of risk-taking in our individual and collective 

lives. 

Taking risks is ubiquitous; as stated, it is “a fundamental activity at every societal 

level, with examples as diverse as people saving for retirement, companies pricing 

insurance, and countries evaluating military, social, and environmental risks” (Hsu et al., 

2005). If financial risk taking is affected by something as simple as whether or not 

someone is in a state of hunger or satiety, then that presently unknown or 

underappreciated truth would have enormous implications for organizations around the 

world. For instance, if an employer were asking employees to contribute to a 401(k), 

pension, or other such retirement plans where employees must weigh value and reward, 

or risk and temporal perspectives, it seems that making such decisions after lunch may be 

best. At an individual investment level, states like hunger and satiety may affect how 

someone interprets risk when deciding to invest in stocks, bonds, and portfolios. These 
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visceral states may also affect how investors and venture capitalists assess risk when 

investing in start-ups and other entrepreneurial enterprises. Similarly, if employees in the 

insurance industry are making decisions regarding the pricing of insurance policy 

premiums, their perceptions of risk would likely matter to and have implications for both 

the organization and its customers. Thus, their supervisors would be wise to consider 

their degree of hunger. 

States such as hunger and satiety may also affect whether organizations choose to 

expand into new areas of business, acquire or merge with another company, or negotiate 

contracts with another company. As an example, if a firm’s managers or employees are 

entering into negotiations with another firm or entity, and the firm’s management knows 

that visceral states such as hunger and satiety can affect the decisions regarding financial 

risk made by members of the firm, then a sound understanding of visceral states would be 

both highly beneficial and immediately actionable to the firm regarding the individuals it 

sends to the negotiation(s). However, in this example, there is yet another perspective to 

consider; the firm should also realize that members of the firm with which it is 

negotiating are similarly affected by these visceral states. Thus, steps could be taken by 

the firm to place both parties (i.e., members of one’s own firm and members of the other 

firm) in the visceral state (i.e., hunger or satiety) most appropriate to the risk perspective 

(i.e., risk-taking or risk-averse) that would best support the outcome of preference, 

whatever that may be.  

If we viewed buying a home as a risky financial decision, it would make sense for 

real estate agents to try to induce a state of hunger within potential home buyers. Indeed, 

it is often reported that real estate agents will use appetitive stimuli such as the artificial 
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smell of freshly baked cookies to entice or otherwise influence potential home buyers. 

Beyond the quaint notion of making the house smell like a home, perhaps there is some 

effect of the smell on visceral states such that potential home buyers are made to feel 

hungrier, inducing them to want reward stimuli in a broader sense, compelling them to 

behave in a riskier manner and to commit to buying the house. If that were the case, it 

might be best to go shopping for a home only while full, or, better yet, with one’s nose 

plugged so as to avoid the potential for induced hedonic hunger even when homeostatic 

hunger may be low due to having eaten recently. I hope my facetiousness is not lost on 

the reader.  

If these results were generalizable beyond financial risks to, say, risk-taking 

regarding personal safety and the safety of others, then that would have significant 

implications for fields as diverse as doctors and nurses, military personnel and 

commanders, construction workers, and truck and bus drivers. Such organizations would 

want to ensure that any such employees were afforded the opportunity to eat, regardless 

of how busy they were. It should be mentioned that discussing any effects beyond the 

influence of hunger and satiety on personal financial decision making is conjecture at this 

point, but nonetheless interesting to consider. 

So, “above and beyond contributing to rational choice, anticipatory neural 

activation may also promote irrational choice. Thus, financial decision-making may 

require a delicate balance—recruitment of distinct circuits may be necessary for taking or 

avoiding risks, but excessive activation of one mechanism or the other may lead to 

mistakes” (Kuhnen & Knutson, 2005: 767). Affording greater attention to one’s own 

hunger and satiety, or the hunger and satiety of those with whom one interacts or 
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supervises, seems a fairly simple and straightforward way to mitigate or promote greater 

or lesser risk-taking behaviors, at least with regard to financial decisions. Moreover, 

affording greater attention to one’s own hunger and satiety, or the hunger and satiety of 

those with whom one interacts or supervises, implies actionable steps to negate 

potentially undesired effects. These actionable steps are, namely, to feed or avoid feeding 

one’s self or others when one wants to curtail or promote one’s own or others financial 

risk-taking, respectively. 

In the future, I intend to replicate this study with some crucial alterations. There 

are at least two versions I would consider. The first version would repeat the 

experimental study as it is presented here, attempting to transition the experimental group 

from a state of hunger to a state of satiety, while leaving the control group in a state of 

hunger, but presenting more palatable food participants for consumption during the 

experimental sessions. The foods still would be high in macronutrient and caloric content, 

but more appetitive; such foods might include desserts and savory meat items. The 

second version of the study I would consider attempts to elicit hunger within the 

experimental group by presenting food-related appetitive stimuli such as pictures and 

smells of food items, while the control group is presented pictures and smells of pleasant 

nonfood items such as essential oils or flowers. Thus, this version would not attempt to 

induce satiety within the experimental group, but rather hunger. This version might not 

require both groups to fast before the study. Rather, I could test whether the appetitive 

food cues were more effective at engendering hunger, as well as the outcomes of concern, 

for persons who were more or less subjectively hungry at the start of the study. For cost 
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considerations, I would likely elect not to include the post-task meal in future iterations 

of the study. 
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Chapter 11 

 

 

CONCLUSION 

Visceral states such as hunger and satiety are underappreciated and understudied 

in the organizational sciences literature, though nonetheless important to consider. This 

paper hypothesizes that hunger and satiety may play an important role in decision-making 

involving temporal discounting, risk propensity, ethicality, and unethicality in financial 

realms. Despite a weaker-than-intended experimental manipulation and the possible 

inadvertent introduction of neurological or psychological confounds, the study conducted 

here has supported the notion that hunger and satiety may respectively promote and 

inhibit risk-taking regarding monetary outcomes. Although the null effects present in this 

study do not negate the unsupported hypotheses involving temporal discounting and 

(un)ethicality, any further discussion of these concepts beyond the literature review and 

development of hypotheses would be conjecture.  

The sole supported finding regarding risk propensity is highly relevant to 

practitioners because it provides actionable directives related to selecting appropriate 

meal times for one’s self and others, as described in the previous section. The finding is 

also highly relevant to academicians because it gives great impetus and direction to 

follow-up studies in terms of theoretical underpinnings and methodology, including what 

to do and, more importantly, what not to do in an experimental study. Follow-up studies 
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that overcome the methodological limitations of the current study are needed to support 

the results presented in this paper and to retest the heretofore unsupported hypotheses. 
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