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ABSTRACT 

Organic photovoltaics (OPV) is an emerging solar cell technology with great potential 

advantages such as low-cost manufacturing, transparency, and solution processability. However, 

the performance of OPV devices is still prohibitively low, requiring a better understanding of the 

impact of molecular-level morphology on OPV function. This is challenging as OPV systems can 

have complex electronic structures and molecular morphologies. Here I show how a combination 

of scientific methods, for which I led the development, accurately measured CT at these different 

levels.  

In Chapter 1, I provide background information on organic solar cells as well as on some 

of the methods used to study them. Next, in Chapter 2, I detail the results of applying these methods 

to the SubPC/C60 system. The explicit treatment of solvent molecules identified a new type of 

molecular geometry and improves on the rate estimates given in past literature. Chapter 3 features 

the new open-source software CTRAMER which is a modular combination of state-of-the-art 

computational methods from molecular dynamics, electronic structure, and transition-rate theory. 

Chapter 4 covers how applying CTRAMER and physics-guided machine learning to the DBP/C70 

system showed that the condensed phase stabilizes a wide variety of geometries, each with unique 

charge transfer characteristics.  

Finally, Chapter 5 outlines how these results show the importance of accounting for explicit 

environmental effects when studying charge transfer in organic solar cells. Furthermore, in both 

systems studied, simulations showed that the interface is dominated by sub-optimal geometries as 

well as the clear link between molecular morphology and charge transfer performance. These 

findings should guide the future design and manufacture of organic solar cells. 
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CHAPTER 1. INTRODUCTION 

A. Importance of charge transfer in organic photovoltaic cells 

With the rise of environmental problems from energy production, the need for sustainable 

energy continues to grow. Photovoltaic (PV) devices turn light into electricity via the photovoltaic 

effect. PV devices are made up of semiconducting cells, which are known as solar cells when using 

light from the Sun. PVs now count for over 2% of the world’s energy supply and that figure is 

expected to grow rapidly.1 The majority of PV devices consist of crystalline silicon and other 

inorganic materials. However, a rising area of research focuses on solar cells based on organic 

material.1,2 

Research on organic photovoltaic (OPV) devices is motivated by their low production and 

environment costs, improved plasticity, and synthetic tunability in comparison to inorganic PVs.3-

16 However, the current efficiency of leading OPV cells is much lower than that of leading 

inorganic PV cells.1,2,17 Additionally, many OPV devices suffer from photodegradation.  

 Within OPV devices, photoexcitation of the donor material leads to the formation of 

excitons. The excitons then diffuse to the donor/acceptor (D/A) interface, where charge transfer 

(CT) from donor to acceptor occurs.3-5,18 This is followed by charge separation, where the electron 

and hole diffuse away from the interface within the donor and acceptor layers, respectively. Thus, 

a better understanding of the correlation between the effect of varying interfacial D/A pair 

geometries on CT rate constants is required to improve OPV performance.3,8,19-22 
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Figure 1.1. Excited state diagram of charge transfer dynamics in an OPV system. 
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In this dissertation, I investigated two example OPV systems. First, an OPV cell consisting 

of boron subphthalocyanine (SubPC) as the electron D and a fullerene (C60) as the electron A4,6,8,23-

26 that continues to draw a wide research effort as a model of OPV systems.14,25-28 This research 

interest motivates its use by me as well as the fact that SubPC/C60 cell parameters have been shown 

to depend on the fabrication scheme and surface morphology.6,8,29,30 Second, an OPV cell 

consisting of Tetraphenyldibenzoperiflanthen (DBP) as the electron D and a fullerene (C70) as the 

electron A. The DBP/C70 cell is well-studied system with unique geometries and a complex 

electronic structure.31,32 Previous studies of the correlation between interfacial structure and CT 

rates in these systems, as well as other similar systems, have been based on the optimal geometries 

of D-A pairs embedded in a polarized continuum model (PCM),4,23,28,31,33 which can only account 

for the effect of the solid-state host in a mean-field manner which can’t account for these changes 

in surface morphology. 

 

B. Molecular dynamics 

 Molecular dynamics (MD) is a computational method that solves Newton’s classical 

equations of motion for a system of particles, which can each represent one or more atoms, using 

numerical integration. The system is allowed to evolve over time forming what is known as a 

trajectory. Time averages over the course of a trajectory are used to estimate physical parameters. 

The numerical methods allow for MD to handle a large number of atoms. However, the classical 

nature of MD means that chemical reactions can’t be accurately studied. Additionally, MD requires 

the definition of a potential function.  

Empirical-based potential functions are known as force fields, which consists of parameters 

such as atomic charges and bond angles. For non-polarizable force fields, these parameters are set 
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for the length of the simulation while for polarizable force fields they are allowed to change over 

time. Recent work has showed that the choice of electronic structure method (covered in Chapter 

1.C) is more important than using a polarizable force field.34 The MD simulations in this 

dissertation utilized the AMBER software and its generalized AMBER force field (GAFF).35-38 

i. Energy minimization and equilibration 

A hybrid algorithm was used to perform energy minimization. The conjugated-gradient 

method was used for 500 timesteps, followed by 4500 timesteps of the steepest-descent method. 

The minimized system was then heated to 298.15K using the canonical ensemble (NVT) gradually 

over a period of 10 ps, then the system was fixed at this temperature for 1.0 ns and equilibrated at 

a constant pressure of 1.0 bar using an NPT ensemble with 1.0 ps as the pressure relaxation time. 

The simulation box was then refit to the equilibrated system (an example is shown in Figure 1.2) 

with periodic boundary conditions kept. 
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Figure 1.2. Example OPV system before and after equilibration. The blue rectangle represents the periodic boundary. 
The system shown is DBP/C70 with DBP in green and C70 in gray. 
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ii. Molecular dynamics simulations for population analysis 

The MD simulations were performed by the AMBER program SANDER,37 fitting the 

simulation box to the constructed system and then applying periodic boundary conditions. Both 

equilibration and production MD simulations had a time step of 2.0 fs. The SHAKE algorithm39 was 

used to constrain bonds involving hydrogen. Neighbor list updates, real-space Coulomb 

interactions, and van der Waals interactions utilized a 10.0 Å threshold. Electrostatic interactions 

were modeled with the particle-mesh Ewald method.40,41 Production runs for population analysis 

were run on the equilibrated system (shown in Figure 1.2) with the adjusted box size in a NVT 

ensemble. 

 

iii. Population analysis using energy landscape theory and physics-guided machine learning 

Interfacial D/A pairs were sampled from the MD production runs with an interfacial D/A 

pair defined as 1 donor molecule and 1 acceptor molecule where the minimum distance between 

any atom from separate molecules was less than 5 Å. The pairs were then characterized using order 

parameters based on the symmetry of each molecule. For the SubPC/C60 system, spherical 

coordinates R and ϴ were used while cylindrical coordinates Z and Φ were used for the DBP/C70 

system. For both coordinate systems, location refers to the location of the center of mass of the 

acceptor molecule while the origin is set at the SubPC’s boron atom and the center of mass of the 

DBP molecule. As shown in Figure 1.3, in the condensed phase molecules tend to neighbor several 

molecules and, therefore, each molecule can be involved in multiple D/A pairs. For the 

methodology detailed in this dissertation I treated each pair separately. 
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Figure 1.3. Example diagram of crowded molecular environment surrounding a DBP molecule (blue). 
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The probability density was then estimated using 2D kernel density estimation.42,43 The 

bandwidth was optimized44 individually for each variable to minimize L2 loss, or mean integrated 

squared error. The density at the boundaries of support was corrected using the reflection method.45 

From this density estimate, the free energy was calculated using the Boltzmann approximation.  

 

iv. Molecular dynamics simulations for rate calculations 

Production runs for rate calculations used the entire system in the timestep from which a 

representative geometry was chosen. The atoms of the representative pair were fixed in place using 

a harmonic potential with a force constant of 50 kcal/mol-Å2. As the energies calculated by AMBER 

do not include the restraint potential, changing the size of this force constant would not affect the 

results.34,37 The goal of fixing the atoms is to keep the molecules in the representative geometry. 

These fixed atoms were assigned with Mulliken partial charges of a donor state for that 

representative pair geometry. The rest of the molecules in the system had ground state charges and 

were unrestrained. All other parameters were the same as for MD simulations for population 

analysis. 

 

C. Electronic structure 

 Electronic structure refers to the motion of electrons relative to stationary nuclei. The 

separation of electron motion and nucleus motion is known as the Born-Oppenheimer 

approximation. The electronic structure problem is finding the stationary state solutions to the 

time-independent Schrödinger equation. Solving this problem is crucial as Dirac showed that all 

properties of a ground state can be expressed as a function of the electron density.46 Hohenburg, 

Kohn, and Sham further reduced the intractable many-body problem of interacting electrons to 
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noninteracting electrons in an effective potential.47-49 This is exact, in principle, but the exact 

kinetic energy functional from the electron density is not known. These principles are the basis for 

density functional theory (DFT).48,50-52 Runge and Gross showed that the same applies for low-

lying excited states,53 allowing for an extension to DFT known as time-dependent density 

functional theory (TD-DFT) to model excited states.52,54 The following paragraphs thus use DFT 

to refer equally to both DFT and TD-DFT. 

 Research on DFT focuses on finding improvements to kinetic energy functionals, 

particularly in modelling exchange and correlation interactions. In outlining the types of 

functionals I here use a “Jacob’s Ladder” shown in Figure 1.4 as proposed by Perdew,55,56 with 

adaptations to focus on recent advances that aid in accurately modelling CT states. Many other 

types of functionals exist beyond what are mentioned here. The first two rungs utilize just the 

electron density (local spin density approximation, LSDA) and its gradient (generalized gradient 

approximation, GGA) to model the kinetic energy but are not accurate enough to have widespread 

use in chemistry. The third rung introduces hybrid functionals, which add a constant amount of 

exchange energy from Hartree-Fock (HF) theory. While both “hybrid LSDA” and “hybrid GGA” 

functionals exist, hybrid GGAs are used much more. B3LYP, a hybrid GGA, is the most 

commonly used DFT functional.57,58 

A specific area where DFT struggles is with CT excitations, particularly over different 

molecules.34,59-61 These excitations require full HF exchange in the large D/A distance limit but 

hybrid functionals use only a fraction (typically around 25%). This is solved using “range-

separated” hybrid functionals, RSHs, that utilize a fraction of HF exchange in the “short range” 

and full HF exchange in the “long range.”62-64 Unfortunately, results have been shown to be 

extremely sensitive to the choice of range-separation parameter, ω, where the shift from short 
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range to long range is done.60,62,65,66 To combat this, Baer et al. introduced a “tuning” algorithm 

for the BNL functional that optimizes ω based on the system.67-71 This allows RSHs to be accurate 

and system-specific but still non-empirical. The BNL functional was used for the results in 

Chapters 2 and 3. Chapter 4 utilizes a “screened range-separated hybrid” (SRSH) which utilizes 

the relative permeability of the system to obtain the correct asymptotic potential.72-74 
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Figure 1.4. Adapted “Jacob’s Ladder” DFT functional classification scheme. The class of functionals at each “rung” 
incorporates all the elements from the previous rung plus the additional element listed below its name. This scheme 
was taken from 55,56 and adapted to focus on recent advances (rungs 4-6) that aid in modelling charge-transfer states. 
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All electronic structure calculations in this dissertation were performed using Q-Chem.52 

TD-DFT was used on interfacial D/A molecule pairs selected from MD to obtain excited states 

and their partial charges, oscillator strength (OS), and relative energy.53 The electronic structure 

protocols used in this dissertation have been benchmarked against experimentally measured 

excitation energies75-77 (including those of charge-transfer states) as well as measured rates.4,78  

Important excited states were selected and then classified as donor and/or acceptor states 

as follows. First, the charge of the donor molecule, QD, was used to classify states either as non-

CT or CT (the threshold QD value used for each system is given in the methods of that chapter). 

Second, states with a significant OS were classified as light-absorbing states, or bright.79 CT states 

with negligible OS were classified as dark (dCT) and those with a significant OS as bright CT 

(bCT). Non-CT states with significant OS were referred to as excitonic (EX). As this dissertation 

focuses on direct CT from photoexcited (bright) states to CT states, states that are both dark and 

non-CT were not addressed. The states were then named as EXn, bCTn, or dCTn. The index n 

refers to the rank of a state’s energy, from smallest to largest, within EX, bCT, and dCT states with 

the same geometry. 

Last, using these classified states, transitions from a bright state to a CT state were selected. 

As part of these electronic structure calculations, electronic coupling coefficients were computed 

for each transition using the fragment-charge-differences (FCD) method.80 

 

D. Transition rate theory 

 CT rates are often calculated by and rationalized within the framework of Marcus theory.81-

85 Marcus theory’s appeal lies in the fact that the Marcus CT rate constant can be expressed in 

terms of only three parameters―the electronic coupling coefficient (ΓDA), the reorganization 
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energy (Er), and the reaction free energy (ΔE). This makes fitting and understanding 

experimentally measured CT rate constants simple. However, the restrictive nature of the 

assumptions underlying Marcus theory also makes it highly desirable to develop more 

comprehensive methods for calculating CT rates,86 in particular for systems whose Hamiltonian 

are given in terms of anharmonic force fields. This would allow for computing CT rate constants 

directly without mapping it onto an effective harmonic model Hamiltonian.87-89 

My collaborators and I have recently developed and tested such a general and direct 

strategy for calculating CT rate constants in complex molecular systems described by general 

anharmonic force fields.3,16,85,86,90 Our approach starts out by applying the linearized semiclassical 

(LSC) approximation to the equilibrium Fermi’s golden rule (FGR) expression for the CT rate 

constant.3,86,91-93 The classical-like nature of the LSC-based FGR expression implies that it can be 

applied to complex molecular systems governed by anharmonic force fields of one’s choice. At 

the same time, the LSC-based FGR expression has been shown to reproduce the quantum-

mechanically exact rate constant when the donor and acceptor potential energy surfaces are 

parabolic and identical except for shifts in equilibrium geometry and equilibrium energy. 

Transition rate constants in this dissertation were calculated following a Marcus-level LSC 

approximation, where the donor-to-acceptor transition rate constant (kM) is given by:  

𝑘𝑘M = |𝛤𝛤DA|2

ℏ �
2𝜋𝜋
𝜎𝜎U
2  exp �− 〈𝑈𝑈〉2

2𝜎𝜎U
2 �.  (1.1) 

Here, 𝑈𝑈(𝑹𝑹) = 𝑉𝑉D(𝑹𝑹)− 𝑉𝑉A(𝐑𝐑) is the D/A energy gap as a function of the nuclear 

coordinates, R, where VD and VA are the potential-energy surfaces of the donor and acceptor states, 

respectively. 〈𝑈𝑈〉 and 𝜎𝜎U are the first and second moments, respectively, of 𝑈𝑈(𝑹𝑹). This rate 

constant was derived from FGR by the LSC approximation, as detailed in refs. 86,92,94,95, but is here 

referred to as “Marcus-level” as the reorganization energy, 𝐸𝐸r, the reaction free energy, ∆𝐸𝐸, and 
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the activation energy, 𝐸𝐸a, can be calculated from 〈𝑈𝑈〉 and 𝜎𝜎U: 𝐸𝐸r = 𝜎𝜎U2/(2𝑘𝑘B𝑇𝑇), ∆𝐸𝐸 = −𝐸𝐸r − 〈𝑈𝑈〉, 

and 𝐸𝐸a = 𝑘𝑘B𝑇𝑇〈𝑈𝑈〉2/(2𝜎𝜎U2). These parameters allow for the analysis of rates calculated using 

Marcus Theory.81-84 

𝑈𝑈(𝑹𝑹) was determined for each transition using classically sampled trajectories of a D/A 

pair fixed in place with donor state charges. Then, the potential energy surface at a given timestep 

in a trajectory, 𝑉𝑉αM, was calculated for each state, with α denoting the donor or the acceptor, by 

recalculating the energy of the entire system in AMBER12.37 To avoid double counting of potential 

energy by the electronic structure and MD methods, 𝑉𝑉αM was corrected to Vα = 𝑉𝑉αM + Wα, where 

Wα is the difference in single-point energy of each state between calculations by the electronic 

structure and MD methods. U was then determined using the difference of VD and VA. Finally, 〈𝑈𝑈〉 

and 𝜎𝜎U were obtained using the moments of NR MD trajectories of length LR. 

As shown in Figure 1.5, the distribution of 𝑈𝑈(𝑹𝑹) can be significantly non-Gaussian for 

many transitions.3,16 I attribute this to the CTRAMER process accounting for how the condensed 

phase’s heterogeneity can lead to multiple local energy minima. As the LSC approximation uses a 

Gaussian distribution to model the probability density at 𝑈𝑈(𝑹𝑹) = 0, these energy minima were 

resolved by best fitting the probability density function of 𝑈𝑈(𝑹𝑹) to a sum of Gaussian distributions 

chosen by least-squares regression. The number of distributions was then increased, beginning at 

one, until the 95% confidence interval for 𝜎𝜎U includes non-positive numbers or a maximum of 

three is reached.  
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Figure 1.5. Example non-Gaussian probability density function for U(R). The three Gaussian functions used to fit the 
distribution of U(R) are shown. The distribution shown here is taken from the EX1→dCT1 transition for the hollow 
SubPC/C60 geometry. 
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While kM measures the transition rate between states, I multiplied it by the amount of the 

corresponding charge transferred, (ΔQD), to measure the rate of CT (kC) for a transition:  

kC = ΔQD kM. (1.2) 

Both kC and kM were obtained in the context of a single transition for one structure. For aid in 

comparison between structures, these CT rates were summed over all the identified transitions, t, 

for a given representative structure i, to give a structure-level CT rate constant (𝐾𝐾𝑖𝑖C or 𝐾𝐾𝑖𝑖M ): 

𝐾𝐾𝑖𝑖C = ∑ 𝑘𝑘𝑡𝑡C𝑡𝑡 .  (1.3) 

A system-level CT density (𝜔𝜔C) was then established with a weighted average of 𝐾𝐾𝑖𝑖C over the area 

of the D/A interface in the simulation:  

𝜔𝜔C = ∑ �𝐾𝐾𝑖𝑖C 𝑛𝑛𝑖𝑖� × 1
𝐴𝐴𝑖𝑖 , (1.4) 

where 𝑛𝑛𝑖𝑖 is the number of pairs per timestep represented by the structure i from Equation 1.3 and 

A is the approximate area of the interface.  
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CHAPTER 2. MOLECULAR ANALYSIS OF SUBPC/C60 

CHARGE TRANSFER 

Adapted from: Tinnin J, et al. Molecular-Level Exploration of the Structure-Function Relations 
Underlying Interfacial Charge Transfer in the Subphthalocyanine/C60 Organic Photovoltaic 
System. Phys Rev Appl 13, 11 (2020). 

A. Introduction 

In this chapter, I investigate the relationship between interfacial structure and CT rates in 

an OPV cell consisting of boron subphthalocyanine (SubPC) as the electron D and fullerene (C60) 

as the electron A.4,6,8,23-26 The SubPC/C60 cell continues to draw a wide research effort as a model 

of OPV systems.14,25-28 For example, the SubPC/C60 cell parameters have been shown to depend 

on the fabrication scheme and surface morphology.6,8,29,30 The goal of this chapter is twofold. First, 

I aim to provide insights on the relationships between interfacial structure and CT kinetics and to 

develop a comprehensive computational framework that will be implemented to design OPV cells 

of enhanced efficiencies. I hope that the lessons learned from the study of the model system will 

inspire new design strategies of OPV cells. Second, the computational framework as reported here 

is expected to play a role in the search for such enhanced OPV applications. 

While, previous studies of the correlation between interfacial structure and CT rates in the 

SubPC/C60 system and similar phthalocyanine-fullerene systems have been based on the optimal 

geometries of D-A pairs embedded in a polarized continuum model (PCM),4,23,28,31,33 which can 

only account for the effect of the solid-state host in a mean-field manner. These earlier studies 

identified two key interfacial donor-acceptor pair geometries, referred to as on-top and hollow (see 

Figures 2.1(a), 2.1(b), respectively) which correspond to the cases in which the concave and 

convex sides of SubPC (bowl-shaped) face C60 (spherical), respectively.  
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Figure 2.1. Representative geometries and order parameters of SubPC/C60 dimers. There are three representative 
donor-acceptor pair geometries: (a) on-top, (b) hollow, and (c) edge. Order parameters are defined in (C), where the 
yellow bead corresponds to the center of mass of the C60, and the red and blue beads correspond to the boron and 
chlorine atoms of SubPC, respectively. Order parameter, R, is the distance between the center of mass of C60 and the 
boron atom. Order parameter, θ, is the angle between the two vectors, V1 and V2, shown in the diagram. 
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Importantly, a mean-field modeling at the PCM level cannot account for the many-body 

effects brought about by the nonuniform molecular nature of the solid-state environment.19,85,96 

More specifically, the optimal D-A pair geometries may not be representative of the actual 

geometries found in a solid-state system. Furthermore, treating the environment as a dielectric 

continuum cannot account for the fact that there is likely a distribution of geometries, rather than 

a few well-defined ones. 

I used classical all-atom molecular-dynamics (MD) simulations to obtain an ensemble of 

interfacial D-A pair geometries. In doing so, I found that the ensemble of geometries is dominated 

by a third type of pair geometry, which I refer to as “edge” (see Figure 2.1(c)), in addition to the 

on-top and hollow geometries.  

I also investigated how type of geometry, overlooked by earlier gas-phase or PCM 

calculations, impacts CT rates. To this end, my collaborators performed electronic structure 

calculations on three representative D-A pair geometries and I used those results to calculate the 

distribution of rate constants at the Marcus-theory level (kM).86 The resulting rates were 

comparable to previously reported experimental and calculated rates.4,28,33 I also defined the 

corresponding CT rate constant (kC) as the product of kM and the charge (ΔQD) associated with the 

CT transition. I found that the amount of charge transferred depends significantly both on the D-

A pair geometry and the particular transition involved. While the CT rates were key in determining 

the cell performance, the rates for other processes involved in the charge separation and collection 

had to be also determined.14,15  

The fabrication protocol, where the order of the layer deposition is varied, has been shown 

to impact the device performance and therefore presumably the underlying ensemble of interfacial 

geometries.8,97 I addressed such variant distributions of the interfacial pairs by using extreme cases 
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in setting up the MD simulations to elaborate on the potential impact of the fabrication protocol to 

enhance the device parameter. For the different cases, MD simulations were analyzed to obtain the 

statistical weight (p) of each geometry for each model. This allowed for measuring the CT rate 

density (ωC) for a given model, by summing pkC for each geometry. Therefore, ωC allowed for 

quantifying the correlation between interfacial morphology and CT rates. As presented below, I 

found that maximizing the on-top population enhances the performance. 

 

B. Methods 

i. Molecular dynamics simulations 

In order to examine the effect of fabrication procedures on the interfacial structure, I 

considered five different sets of initial conditions (see Figure 2.8) constructed by my collaborator 

Dr. Pengzhi Zhang using a combination of AMBER38 and PACKMOL:98 

 
• Model I Stacked layers(on-top): Three layers of C60 molecules were stacked on three 

layers of SubPc molecules in the same orientation, where the inside of SubPC 

molecules faced C60 molecules, similar to the “on-top” configuration in Figure 2.1(a). 

All molecules are aligned on a 5 × 5 × 6 grid. 

• Model II Stacked layers (hollow): Same as Model (I), but the SubPC molecules were 

aligned that the outside of SubPC molecules faced C60 molecules, similar to the 

“hollow” configuration in Figure 2.1(b). 

• Model III Alternating layers (on grid): Three layers of C60 molecules were mixed 

with three layers of SubPC molecules alternatively on a 5 × 5 × 6 grid. The SubPC 

molecules were aligned in the same orientation in every layer. 
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• Model IV Stacked layers (disordered): Three layers of C60 molecules were stacked 

on three layers of SubPC molecules. Each layer consisted of 25 C60 or SubPC 

molecules, whose positions and orientations were optimized by Packmol.98 

• Model V Alternating layers (disordered): Three layers of C60 molecules were mixed 

with three layers of SubPC molecules alternatively. Each layer consisted of 25 C60 or 

SubPC molecules, whose positions and orientations were optimized by Packmol.98 

 
MD simulations were performed on each model following the guidelines in Chapter 1.B. 

with the initial size of the simulation box for each model varying depending on the initial 

configurations (with the box size after equilibration approximately 60 Å × 60 Å × 80 Å for all five 

models). Interactions involving the boron atom for SubPC were not provided in GAFF and were 

therefore adopted from Refs 99,100 and AMBER Antechamber35,36 (see Table 2.1). “Na” in the table 

uses the notation of GAFF, which refers to an sp2 Nitrogen atom with three bonds. The partial 

charge of boron atom was assigned by neutralizing the net charge of a SubPC molecule. 

  



 

22 

Table 2.1. Parameters for SubPC boron atom that were not included in GAFF

 Cl-B (Å) B-Na (Å) N-B-N (º) Cl-B-N (º) B-N-C (º) σB 
(Å) 

εB 
(kcal/mol) 

Charge 
(e) 

Parameters 1.863 1.467 105.2 113.8 122.5 2.010 0.095 1.3465 
Source 99 99 99   100 100  
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A 20 ns constant volume and temperature production run was performed for each model. 

Convergence of the production runs was achieved as the Kullback-Leibler (K-L) divergence,101 

also known as surprisal,102 between distributions of the total potential energy of the system over 

accumulative simulation time approaches zero at 20 ns (see Figure 2.2). K-L divergence between 

the probability distribution P (reference) and Q as a function of the order parameter x is defined as 

follows:  

𝛤𝛤(𝑃𝑃,𝑄𝑄) =  −∑ 𝑃𝑃(𝑥𝑥) ln 𝑄𝑄(𝑥𝑥)
𝑃𝑃(𝑥𝑥)𝑥𝑥 . (2.1) 

The K-L-divergence analysis indicates a well-sampled trajectory if the changes between 

distributions at different times are small. A value of zero indicates that the two distributions are 

identical. I systematically calculated the K-L divergence between the distributions of accumulated 

trajectories at a simulation time interval of 1 ns. The results of my analysis indicated that 

simulations for all deposition models reached convergence since the K-L divergence between 

potential energy distributions approached zero by the end of my simulation runs. 
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Figure 2.2. Kullback-Leibler divergence for each of the five models. A lower divergence indicates a lesser difference 
in the potential energy distribution when additional simulation time is added. 
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ii. Electronic structure calculations 

All electronic structure calculations were performed within Q-Chem 452 by my 

colloborators Drs. Srijana Bhandari, Huseyin Aksu, and Buddahev Maiti following the guidelines 

in Chapter 1.C. Excited state electronic structure calculations were performed via time-dependent 

density functional theory (TD-DFT) on selected donor-acceptor pairs.53 The 

Baer−Neuhauser−Livshits (BNL) range-separated hybrid functional67,68 and the 6-31G* basis 

set103 were used. An optimally tuned γ of 0.167 bohr-1, obtained based on the J2(γ) scheme69 for 

the on-top geometry, was used in all calculations. 

Electronic excited states were classified based on the charge of the donor molecule, QD, 

either as non-CT states (QD < 0.10 e) or CT states (QD > 0.10 e). The non-CT states and CT states 

were denoted as EXn and CTn, respectively. The index n is used to order the states within a class 

by their energy, from lowest to highest. CT states with a significant oscillator strength (OS),79 were 

referred to as light-absorbing or bright (bCT) whereas CT states with negligible OS were referred 

to as dark (dCT).  

 

iii. Rate constants 

CT rate constants and densities were calculated using an adapted LSC method as detailed 

in Chapter 1.D. 〈𝑈𝑈〉 and σU for a given transition were calculated from NVT MD simulations. 

Using the coordinates and velocities of a completed trajectory, 𝑉𝑉DM and 𝑉𝑉AM were found by 

recalculating the energy of the entire system using MD, as denoted by M. To address double 

counting between the electronic structure and MD calculations, I defined Vα = 𝑉𝑉DM + 𝑉𝑉AM, where 

Wα is the energy correction and α denotes a donor or acceptor state. Wα was computed as the 

difference of the single-point energy for each state of the SubPC/C60 pair between quantum 



 

26 

chemistry calculations and MD simulations in Table 2.2. For each D-to-A transition, U was 

calculated by finding the difference of VD and VA at each time step of 1 ps. Then, 〈𝑈𝑈〉 was obtained 

by averaging over 40 MD trajectories (40 ns each). 

The reorganization energy, 𝐸𝐸r, reaction free energy, ∆𝐸𝐸, and activation energy, 𝐸𝐸a , can be 

expressed in terms of 〈𝑈𝑈〉 and 𝜎𝜎𝑈𝑈: 𝐸𝐸r = 𝜎𝜎U
2

2𝑘𝑘B𝑇𝑇
, ∆𝐸𝐸 = −𝐸𝐸𝑟𝑟 − 〈𝑈𝑈〉, and 𝐸𝐸a = 𝑘𝑘B𝑇𝑇

〈𝑈𝑈〉2

2𝜎𝜎U
2  . These are 

listed in Table 2.6 for each transition. 

As shown in Figure 1.5, the distribution of 𝑈𝑈(𝑹𝑹) was not Gaussian. This was attributed to 

different solid-state environments that correspond to different local minima which were resolved 

by best fitting the distribution of 𝑈𝑈(𝑹𝑹) to a sum of Gaussian distributions. The distributions were 

chosen by least-squares fitting, with the number of Gaussian distributions chosen to be three unless 

the confidence intervals of the standard deviation contain negative numbers. If not, it was 

decreased until that criterion was satisfied. These parameters are listed in Table 2.7. 

 

  



 

27 

Table 2.2. Energy correction term, Wα, for each excited state 
Geometry State Wα(eV) 

On-top 

EX1 -36.0634 
bCT1 -36.0004 
dCT1 -36.3159 
dCT2 -36.3116 
dCT3 -36.0420 

Hollow 

EX1 -37.5764 
dCT1 -37.6803 
dCT2 -37.6421 
dCT3 -37.6776 

Edge 

EX1 -37.2171 
dCT1 -37.2666 
dCT2 -37.1928 
dCT3 -37.2104 
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C. Results 

i. Interfacial pair geometries 

Classical all-atomistic MD simulations were performed at 298.15K within a periodic cubic 

box containing 75 C60 and 75 SubPC molecules for 20 ns. The simulation box was prepared using 

five different deposition models to probe the wide range of possible fabrication procedures (see 

the detailed discussion below in Chapter 2.B.i for the initial setup of the layer). An ensemble of 

interfacial D-A pairs, defined as when the closest distance between any atom in C60 and any atom 

in SubPC is no more than 5 Å, was then obtained. The potential of mean force (PMF) was 

calculated by categorizing the pairs based on two order parameters [see Figure 2.1(c)]: (1) R, which 

is the distance between the center of mass of C60 and the boron atom of SubPC; and (2) θ, which 

is the angle between the vector from the center of mass of C60 to the boron atom of SubPC and the 

vector from the boron atom to the chlorine atom of SubPC.  
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Figure 2.3. The potential of mean force (a) and population of pair geometries (b) for the SubPC/C60 pair in model V. 
The order parameters R and θ are defined in Figure 1.1(c). The color is scaled by kBT. The corresponding ranges of 
the order parameters for the different spatial pairs are indicated by the rectangular boxes. On top, R < 8.5 Å and θ < 
38°; hollow, R < 9 Å and 95° < θ < 160°; edge (the majority), 10 Å < R < 14 Å and 40° < θ < 100°. Also shown are 
representative geometries (on top, hollow, and edge) of SubPC/C60 at each of the three major basins. The setup of 
deposition model V is shown both before and after equilibration as insets in (b). For the other deposition models 
introduced below, see Figure 2.8.  
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Inspection of the PMF for Model V in Figure 2.3 reveals two pronounced basins centered 

at (R,θ) = (7.5 Å, 0°) and (R,θ) = (7.5 Å, 120°), which correspond to the on-top [Figure 2.1(a)] and 

hollow [Figure 2.1(b)] pair geometries, respectively. The corresponding basins on the PMF were 

defined as R < 8.5 Å and θ < 38° for on-top pairs and R < 9 Å and 95° < θ < 160° for hollow pairs. 

The PMFs for all five models are shown in Figure 2.4. 

I also found a third broad basin on the PMF that does not correspond to either previously 

identified geometry for interfacial SubPC/C60 pairs. This basin consisted of pairs where only the 

edge of SubPC is in contact with C60. I here refer to this previously overlooked D-A pair geometry 

as edge. The basin for the edge geometry corresponded effectively to anything that is not on top 

or hollow. The majority of the edge pairs fell within the following range: 10 Å < R < 14 Å and 40° 

< θ < 100°. While edge geometries had a wide variance in θ, I selected one structure as an example 

to aid visualization, as shown in Figure 2.1(c) and Figure 2.3(a). It should be noted that although 

the edge basin was shallow compared to the hollow and/or on-top basins, it covered a significantly 

larger area in the R-θ plane. As a result, the edge population was actually larger than that of on top 

or hollow [see Figure 2.3(b)]. I note that an overwhelming majority of around 90% of all molecules 

at the interface were involved in more than a single interfacial pair. This, however, does not affect 

the CT kinetics on the macroscopical scale, which effectively follow the larger rate constants. 
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Figure 2.4. The potential of mean force for the SubPC/C60 pair in all five models. The order parameters R and θ are 
defined in Figure 2.1(c). The color is scaled by kBT. For the setup of each model, see Figure 2.8.  
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ii. Electronic structure of SubPC/C60 pairs 

Three representative D-A pair geometries that correspond to the on-top, hollow, and edge 

subensembles were selected. Electronic structure calculations were performed on them as 

described in Chapter 2.B.ii. Figure 2.5 shows that the low-lying excited states in SubPC/C60 pairs 

involved the highest occupied molecular orbital (HOMO) of SubPC and the lowest unoccupied 

molecular orbital (LUMO) of either SubPC or C60. More specifically, in all three geometries, the 

HOMO, HOMO–1, LUMO+3 and LUMO+4 were localized on SubPC (the donor molecule), 

while the LUMO, LUMO+1 and LUMO+2 were localized on C60 (the acceptor molecule) (see the 

molecular orbital energies listed in Table 2.3). Considering the coupling of the low-lying excitation 

localized on the donor to a CT state, my collaborators found that the HOMO and LUMO+3 on the 

donor are key in the donor state and the LUMOs of all the pairs localized on the acceptor are key 

in the CT state (see these orbitals highlighted in Figure 2.5).  
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Table 2.3. Orbital energies (eV) of on-top, hollow and edge geometries
Orbitals Configuration 

On-top Hollow Edge 

HOMO-1 -6.340 -6.177 -6.449 
HOMO -5.959 -5.987 -5.851 
LUMO -1.633 -1.415 -1.633 
LUMO+1 -1.542 -1.306 -1.578 
LUMO+2 -1.252 -1.252 -1.497 
LUMO+3 -0.898 -1.034 -0.707 
LUMO+4 -0.626 -0.762 -0.626 
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Figure 2.5. The orbital energy diagram for the three representative SubPC/C60 geometries. The pair’s HOMO, shown 
in blue and denoted as “H,” is localized on SubPC. The pair’s LUMO, shown in red and denoted as “L,” is localized 
on C60 and contributes to all the CT states. The absorbing excited state involves the LUMO on the donor, which is the 
pair’s LUMO+3 shown in red. For the on-top geometry, we found an additional absorbing state where the LUMO+4 
plays a role (the LUMO+1 on the donor). Figure by Drs. Srijana Bhandari, Huseyin Aksu, and Buddahev Maiti. 
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I next considered the excited state properties by following their energies within the isolated 

pair (Egas), oscillator strength (OS), and the charge of the donor molecule (QD) (see Figure 2.6). 

States were designated as bright (light absorbing) if they possess significant OS79 or dark if 

associated with low OS values. Bright absorbing excitonic states (EX) and CT states also were 

distinguished by their QD, where the CT states possess QD > 0.10 e. The values of OS and energies 

of the main orbitals involved in individual states are listed in Table 2.4. States were ordered as n 

= 1, 2, 3, … according to ascending gas-phase excitation energy, Egas
. 

I focused on transitions from the bright EX state with the highest OS to dark CT (dCT) 

states, with one exception: in the on-top geometry I considered a second bright absorbing state that 

is also a charge-transfer state (bCT), for which both the QD and OS are significant. While the EX1 

states for the edge and hollow geometries involved the LUMO on the donor (LUMO+3 of the pair), 

for the on-top geometry this corresponded to the bCT1 state and the LUMO+4 ws involved in the 

EX1 state. The detachment and attachment densities of the bCT1 and EX1 states are shown in 

Figure 2.7. For all the geometries, I considered several dark charge transfer states, the dominant 

orbital transitions of which are indicated in Table 2.4. 
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Figure 2.6. Excited state properties of the three representative SubPC/C60 pair geometries. The x axis measures the 
charge of the donor molecule (QD) in units of e and the y axis measures the excitation energy (Egas) in units of 
electronvolts. The oscillator strength (OS) is represented by the arrow width. States with a vanishing OS are 
represented by a thin dotted line. The numerical values are listed in Table 2.4. 
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Table 2.4. Excited states properties from key donor and acceptor states of each SubPC/C60 pair geometry 
 Donor states Acceptor states 
On-top bCT1 EX1 dCT1 dCT2 dCT3 
OS 0.11 0.13 0.00 0.02 0.02 
QD (e) 0.32 0.00 0.71 0.62 0.83 
Egas

 (eV) 2.495 2.626 2.269 2.327 2.557 
Main orbital 
replacements 

H L+3(0.79) H L+4(0.92) HL(0.64) HL+1(0.61) HL+3(0.72) 

Hollow EX1 EX2 dCT1 dCT2 dCT3 
OS 0.26 0.20 0.00 0.00 0.00 
QD (e) 0.00 0.00 0.93 0.96 0.90 
Egas

 (eV) 2.411 2.538 2.917 2.982 3.079 
Main orbital 
replacements 

HL+3(0.95) HL+4(0.94) HL(0.72), 
HL+2(0.48) 

HL+1(0.86),  
HL (0.33) 

HL+2(0.78),  
HL (0.46) 

Edge EX1 EX2 dCT1 dCT2 dCT3 
OS 0.26 0.27 0.00 0.00 0.00 
QD (e) 0.01 0.01 0.97 0.77 0.94 
Egas

 (eV) 2.509 2.559 2.927 3.008 3.074 
Main orbital 
replacements 

HL+4(0.85),  
HL+3(0.42) 

HL+4(0.86), 
HL+3(0.41) 

HL(0.96) HL+1(0.81), 
HL+2(0.32) 

HL+2(0.88) 
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Figure 2.7. The detachment and attachment electron densities of the on-top EX1 and bCT1 states. Here, the 
detachment (green) and attachment (magenta) densities demonstrate that the charge density decreased and increased 
relative to the corresponding electronic states, respectively. Figure by Drs. Srijana Bhandari, Huseyin Aksu, and 
Buddahev Maiti. 
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iii. Interfacial charge-transfer rates 

I calculated the electronic-population-transfer rate constant, kM, for transitions between a 

donor state (EX1 or bCT1) to an acceptor state (dCT1, dCT2, or dCT3) using a Marcus-like 

expression based on the linearized semiclassical approximation.85,86 The required inputs to 

calculate kM, as shown in Equation 1.1 in Chapter 1.D, are a classically sampled D-A energy gap 

from MD as well as the coupling coefficient, 𝛤𝛤𝐷𝐷𝐴𝐴, and the excitation-energy correction, Wα, from 

electronic structure calculations (see Table 2.5 and Table 2.2). While most studies focus on the 

rate of transfer from one electronic state to another, kM, I introduced a CT rate constant, kC, to 

address transitions of varying amounts of charge transferred, ∆QD, particularly in transitions 

involving a bCT state. The rate constant, kC, is the product of kM and ∆QD (see Table 2.7). This 

allowed for the evaluation of a transition based on both its rate and the amount of relevant charge. 

The MD simulations affected the excitation energies by considering the molecular environment. 

Clearly, the CT states are expected to have been more stabilized than the localized excitations.96 

In the on-top geometry, the 𝛤𝛤𝐷𝐷𝐴𝐴 for the bCT1→dCT1 and bCT1→dCT2 transitions was the 

largest of all the coupling energies considered by a factor of two. On the other hand, ∆QD for 

transitions involving bCT1 was smaller than that of other transitions due to the higher QD shown 

in Figure 2.6. As a result, the values of kC for transitions with EX1 and bCT1 as parent states in 

the on-top geometry were comparable (within an order of magnitude) both to each other and to 

previously calculated values for kM (however, it should be noted that the states and transitions in 

literature do not exactly correspond to those reported here, as the geometries here were taken from 

MD as opposed to optimized geometries).4  

For the hollow and edge geometries 𝛤𝛤𝐷𝐷𝐴𝐴 for transitions from EX1 to dCT states were 

smaller than any transitions for on top and consequently were associated with smaller rate 
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constants. Interestingly, the kC values for edge were overall faster than those of the hollow 

geometry. This was somewhat surprising considering the relatively smaller contact between the 

donor and acceptor molecules in the edge geometry. This difference between edge and hollow can 

be traced back to the fact that the transitions in the edge geometry correspond to a much smaller 

〈𝑈𝑈〉 than those of hollow (see Table 2.5). The kM for transitions in the hollow geometry were 

observed to be significantly smaller than previously reported.4 
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Table 2.5. Charge-transfer rate constants and relevant parameters for each representative geometry 

Geometry Transition 𝜞𝜞𝐃𝐃𝐃𝐃 
(meV) 

ΔQD 
(e) 

〈𝑼𝑼〉 
(meV) 

kC 
(A) 

On-top 

EX1→dCT1 4.03 0.706 217±2 1.8(±0.1)x10-7 

EX1→dCT2 24.46 0.616 148±11 5.2(±0.7)x10-7 
EX1→dCT3 5.47 0.825 -168±1 2.2(±0.1)x10-7 
EX1→bCT1 25.82 0.314 114±5 5.1(±0.4)x10-7 
bCT1→dCT1 74.16 0.391 123±2 2.4(±0.2)x10-8 
bCT1→dCT2 72.27 0.302 61.6±0.1 1.01(±0.02)x10-6 
bCT1→dCT3 21.13 0.511 -240± 12 1.4(±0.8)x10-11 

Hollow 
EX1→dCT1 1.85 0.943 -743±14 6(±2)x10-12 
EX1→dCT2 20.21 0.959 -837±14 4(±2)x10-11 
EX1→dCT3 15.53 0.905 -936±30 6(±4)x10-12 

Edge 
EX1→dCT1 10.30 0.977 -354±23 6.5(±0.5)x10-8 
EX1→dCT2 14.02 0.781 -432±15 3.2(±0.7)x10-10 
EX1→dCT3 17.22 0.953 -481±20 3.1(±0.6)x10-9 
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Table 2.6. Marcus theory parameters for all three geometries
Geometry Transition Er (meV) ΔE (meV) Ea (meV) 

On-top 

EX1→dCT1 
67   ±    8 -441   ±  10 521±  67 
94.6± 0.8 -306.9± 0.9 119±    1 
20   ±    3 1   ±    4 5±    2 

EX1→dCT2 153   ±  10 -333   ±  13 52±    6 
59   ±    2 -196   ±    2 79±    3 

EX1→dCT3 
98   ±  13 -126   ±  14 2±    1 

141   ±    1 33   ±    1 54±    1 
30   ±  56 439   ±    7 1832±351 

EX1→bCT1 
73   ±    4 -176   ±    5 36±    3 

9.6± 0.5 -95.3± 0.8 190±    9 
22   ±    1 -153   ±    2 199±  12 

bCT1→dCT1 13.6± 0.2 -116.9± 0.3 197±    2 
15.7± 0.4 -177.2± 0.4 415±  11 

bCT1→dCT2 9.9± 0.1 -71.5± 0.1 96±    1 

bCT1→dCT3 28.4± 0.8 238   ±    2 623±  19 
32   ±    1 324   ±    3 324±  18 

Hollow 

EX1→dCT1 
299   ±  12 197   ±  13 206±    9 
261   ±  12 545   ±  13 622±  30 
119   ±    6 942   ±    6 2366±116 

EX1→dCT2 
320   ±  10 273   ±  11 275±    9 
269   ±  11 635   ±  11 761±  30 
126   ±    5 1025   ±    6 2632±111 

EX1→dCT3 
371   ±  25 312   ±  26 314±  22 
328   ±  26 696   ±  26 799±  63 
108   ±  10 1185   ±  11 3878±  36 

Edge 

EX1→dCT1 
191   ±    4 24   ±    5 60±    2 
176   ±    8 264   ±    8 275±  12 
704   ±263 -67   ±272 145±  67 

EX1→dCT2 
114   ±    3 199   ±    3 215±    5 
125   ±    5 370   ±    5 490±  19 
352   ±103 347   ±109 347±113 

EX1→dCT3 
165   ±    4 170   ±    4 170±    4 
188   ±    7 369   ±    7 413±  16 
617   ±204 177   ±211 255±  97 
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Table 2.7. LSC-level parameters for each transition’s Gaussian distribution(s)

Geometry Transition 𝚪𝚪𝑫𝑫𝑫𝑫 
(meV) 

Weight 〈𝑼𝑼〉 
 (meV) 

σU  
(meV) 

kM 
(Hz) 

On-top 

EX1→dCT1 4.03 
0.048±0.004 374   ±   5 59   ±   4 2−2+15x103 

0.938±0.005 212.3±0.4 69.7±0.2 8.6(±0.3)x109 
0.015±0.001 -21   ±   2 32   ±   3 1.5(±0.1)x1012 

EX1→dCT2 24.46 
0.29  ±  0.05 179   ±   7 89   ±   3 3.3(±0.7)x1012 
0.70  ±  0.05 136.7±0.8 55   ±   1 1.9(±0.2)x1012 

EX1→dCT3 5.47 
0.054±0.005 28   ±   6 71   ±   5 1.5(±0.1)x1012 
0.932±0.005 -174.3±0.5 85.2±0.4 1.60(±0.03)x1011 
0.015±0.001 -469   ±   4 39   ±   4 0 

EX1→bCT1 25.82 
0.23  ±  0.02 103   ±   2 61   ±   2 1.0(±0.1)x1013 
0.25  ±  0.02 85.7±0.6 22.3±0.5 6.9(±2.3)x1010 
0.52  ±  0.03 131   ±   1 33.3±0.9 3(±1)x1010 

bCT1→dCT1 74.16 
0.669±0.008 103.3±0.3 26.4±0.2 3.7(±0.3)x1011 
0.332±0.008 161.5±0.7 28.4±0.4 7(±3)x1011 

bCT1→dCT2 72.27 1.002±0.003 61.6±0.1 22.5±0.1 2.10(±0.04)x1013 

bCT1→dCT3 21.13 
0.58  ±  0.04 -267   ±   2 38.3±0.5 1(±1)x103 
0.42  ±  0.04 -205   ±   3 41   ±   1 1(±1)x108 

Hollow 

EX1→dCT1 1.85 
0.325±0.009 -496   ±   4 124   ±   3 4(±1)x107 
0.52  ±  0.01 -806   ±   2 116   ±   3 4−3+7x100 
0.153±0.007 -1,061   ±   3 78.2±0.2 0 

EX1→dCT2 20.21 
0.327±0.008 -593   ±   3 128   ±   2 3(±1)x108 
0.53  ±  0.01 -904   ±   1 118   ±   2 2−1+4x100 
0.142±0.006 -1,151   ±   3 80   ±   2 0 

EX1→dCT3 15.53 
0.35  ±  0.02 -683   ±   7 138   ±   5 3(±3)x107 
0.54  ±  0.02 -1,024   ±   3 130   ±   5 2−2+20x10-1 
0.12  ±  0.01 -1,293.1±0.4 74.4±0.3 0 

Edge 

EX1→dCT1 10.30 
0.460±0.008 -215   ±   2 99   ±   1 3.9(±0.2)x1011 
0.46  ±  0.03 -441   ±   1 95   ±   2 9(±4)x107 
0.08  ±  0.03 -639   ± 72 190   ± 46 7−7+37x109 

EX1→dCT2 14.02 
0.427±0.009 -313   ±   2 76.5±0.9 2.3(±0.5)x109 
0.51  ±  0.02 -496   ±   1 80   ±   2 5−3+5x104 
0.07  ±  0.02 -699   ± 35 135   ± 20 8−1+200x106 

EX1→dCT3 17.22 
0.420±0.008 -334   ±   2 92   ±   1 1.7(±0.3)x1010 
0.51  ±  0.02 -558   ±   1 98   ±   2 1.2(±0.8)x106 
0.07  ±  0.02 -794   ± 55 178   ± 29 3−3+43x108 
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iv. Effect of deposition protocols 

I considered five deposition models that mimic extreme scenarios of fabrication that were 

associated with different geometries (see Figure 2.8). Models I-III were characterized by an 

ordered SubPC layer upon which the C60 layer is deposited. The ordered SubPC layers in models 

I and II were arranged such that they are biased toward the on-top and hollow geometries, 

respectively. Model III, on the other hand, was unbiased by having alternating layers. Models IV 

and V were characterized by a disordered SubPC layer deposited on top of an ordered C60 layer. 

The difference between models IV and V was that model V had alternating layers. 
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Figure 2.8. The five initial conditions for the deposition models used in the MD simulations. Each consisted of six 
layers of 25 SubPC or C60 molecules (three SubPC layers + three C60 layers). The models differed with respect to the 
order of layers and the orientation of the molecules in the SubPC layer. Detailed descriptions can be found in Chapter 
2.B.i. 
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I performed MD simulations for these five models and created free-energy surfaces as 

shown in Figure 2.4. I then calculated the populations of the three geometries for the five models 

(see Figure 2.9(a)). I found that for all deposition models considered, the edge geometry was the 

dominant one. I also found that the relative population of the on-top versus the hollow geometries 

depended quite strongly on the deposition model. More specifically, model I (stacked layers―on-

top) led to the highest on-top population while model II (stacked layers―hollow) had the lowest 

on-top population (see Figure 2.9(b)). Additionally, the three other models, involving alternating 

layers and/or random orientations in the SubPC layer, showed intermediate relative populations 

between models I and II. 

In addition to different relative populations, each deposition model possessed a different 

packing density that may impact device performance. Figure 2.9(c) shows that model II, the 

interface of which was dominated by pairs in the hollow geometry, had the largest number of 

interfacial pairs per unit area. Model I had an interfacial pair density that, while lower than that of 

model II, was higher than those of models III-V. Thus, the deposition procedures that were biased 

towards only one geometry had higher packing density. 
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Figure 2.9. Interfacial SubPC/C60 pairs for the five deposition models. (a) The percentage of interfacial pairs in the 
on-top (blue), hollow (red), and edge (yellow) geometries. (b) Only the percentage of interfacial pairs in the on-top 
geometry in each model. (c) The pair density at the interface of each model. For a diagram of the five models, see 
Figure 2.8. 
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In Table 2.8, I evaluated the expected device performance based on the deposition model 

in terms of CT rate density (ωC) by considering the populations of each geometry (Figure 2.9(a)), 

their corresponding kC (Table 2.5), and the pair density (Figure 2.9(c)). It should be noted that 

models I, II, and IV had an interfacial area five times smaller than that of Models III and V due to 

their alternating layers. Model I had the largest ωC among the five deposition models because it 

had the largest population of pairs in the on-top geometry. The on-top geometry dominated ωC for 

all deposition models due to its large kC value, while the hollow geometry was nearly insignificant 

due to its low kC. Interestingly, the edge geometry played a significant role because of its large 

population. As a consequence, all other deposition models gave rise to similar performance despite 

a lower on-top population.  
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Table 2.8. Charge transfer rate densities (ωC in nA/nm2) for the five deposition models 
ωC 

(nA/nm2) 

Model I Model II Model III Model IV Model V 

On-top  113±10 39±6 55±4 43±3 59±3 

Hollow  0 0 0 0 0 

Edge  37±2 43±3 23±2 27±2 22±1 

Total  149±11 82±6 78±5 70±4 81±3 
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D. Discussion 

MD simulations were used to obtain an ensemble of interfacial donor-acceptor geometries 

in the SubPC/C60 OPV system. This molecular-level analysis should be contrasted with previous 

studies that were based on a dielectric continuum mean-field level of modeling and have yielded 

only two interfacial geometries (on top and hollow).30,33,104,105 

The MD simulations presented in this chapter revealed a third interfacial donor-acceptor 

geometry that I denoted by edge [see Figure 2.1(c)]. Previously, the edge geometry was not 

favorable when considered within a continuum dielectric model due to the smaller interfacial 

overlap between the donor and acceptor molecules. However, the edge geometry emerged in the 

explicit molecular treatment offered by my MD simulations, which revealed that the condensed-

phase environment made it the dominant geometry in all five deposition models.  

I found that, while the kC value for the edge geometry was much lower than that of the on-

top geometry, the higher population of edge still allowed it to play a significant role in determining 

device performance. Such a correlation between interfacial geometry and CT rates is likely not 

unique for the SubPC/C60 system and is expected to play a role in other OPV systems.106-108 

Charge separation in OPV systems follows a sequence of steps that determines the overall 

efficiency. These steps include charge diffusion,4,5,11,96,107 dissociation,29,108,109 and 

recombination,5,11,109-111 which are associated with a wide range of length and time scales.9,11,105-

108,110,112-114 There appears to be evidence that interfacial CT plays a central role in determining the 

overall device performance and particularly in SubPC/C60 systems.8,23,97 In this chapter, I focused 

on the interfacial CT step in a widely studied system, where to better understand the link between 

structural aspects, including that of the interface and device performance, future work will have to 

address the other steps and extend the analysis to the mesoscopic level. Essentially, all of the rates 
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of each step have to be determined to extract the cell parameters without imposing any 

assumptions.14,15 

My simulations addressed extreme cases of stacked layers. In particular, models I and II 

increased the occurrence of on-top and hollow interfacial pairs, respectively. Indeed, while in all 

cases the edge population was most dominant (between 70% and 80%), I found that over 10% of 

all pairs in model I were on-top pairs whereas in model II the on-top fraction drops to 2% and the 

hollow-pair fraction rises to close to 30%. Consequently, I found that the CT rate density was the 

largest for model I at 170 nA/nm2 due to the increased share of the on-top pairs, whereas the other 

charge densities, including that of model II, were up to around 80 nA/nm2. This appears to provide 

a good explanation of the measured trend of the short-circuit current, which is found to be strongly 

dependent on the order of layer deposition.8 Further studies are required to directly link the 

fabrication to the actual distribution of the interfacial pairs affected in the device measurements. 

Charge-transfer states are strongly affected by the electrostatic environment, where they 

can be significantly stabilized to be lower than the absorbing-state energies.115-117 Therefore, such 

environmental effects are expected to greatly affect the charge-transfer rates. In this study, we used 

gas-phase-based electronic structure parameters, where the effects of the environment are captured 

through the MD simulations. The environmental electrostatic effects stabilized the CT states. I also 

note that recent efforts found that polarization effects addressed by a recently developed 

polarizable force field yield rates that reproduce the corresponding values achieved using a 

nonpolarizable force field.34 While these observations were based on a solvated molecular triad, I 

also expect to find similar trends, where the polarization terms are only of a secondary effect, when 

considering OPV-related systems, as in this study. In addition, the recently developed screened 
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range-separated (SRSH) functional,72 which efficiently obtains environment-affected CT states,77 

has been used in the study of another OPV fullerene-based system31 and is used in Chapter 4. 

 

E. Conclusions 

I studied the interfacial D-A pairs in SubPC/C60 OPV systems, and the associated CT across 

these pairs. I employed a comprehensive computational framework combining large-scale MD 

simulations, state-of-the-art quantum chemistry calculations, and the advanced rate theory of 

photoinduced CT. Large-scale MD simulations were employed to characterize the interfacial D-A 

pairs.  

I found three categories of pairs, including on-top, hollow, and edge. The edge 

conformation, which had not been addressed in previous studies, was found to dominate the 

interface. However, the on top geometry, which comprised a significantly smaller portion of the 

interface, was found to have comparable CT rates to the hollow geometry in studies utilizing a 

polarizable continuum. The molecular resolution invoked here to study the kinetics identified it as 

promoting the CT process most effectively. This interplay of rate constants and conformational 

density highlights the scope for improving the ability of controlling the fabrication at the molecular 

level. I predict that increasing the relative weight of on-top conformational pairs achieves 

enhanced CT kinetics across the interface. 

 

  



 

53 

CHAPTER 3. CTRAMER: AUTOMATING THE 

ANALYSIS OF CHARGE TRANSFER 

Adapted from: Tinnin J, et al. CTRAMER: An open-source software package for correlating 
interfacial charge transfer rate constants with donor/acceptor geometries in organic photovoltaic 
materials. The Journal of Chemical Physics 154, 214108 (2021). 

A. Introduction 

In this chapter, I introduce a new software package, CTRAMER (Charge Transfer RAtes 

from Molecular dynamics, Electronic structure, and Rate theory), that provides computational 

tools for correlating interfacial CT rates with the underlying interfacial structure. The approach, 

which has been benchmarked and employed by my collaborators and I in previous work,3,92 

combines state-of-the-art electronic structure calculations and molecular dynamics (MD) 

simulations to compute representative interfacial D/A geometries and the corresponding CT rate 

constants. The CT rate constants are calculated within the framework of Fermi’s golden rule (FGR) 

and based on the linearized semiclassical (LSC) approximation.85,86,90,92-95 Support for other levels 

of CT theory is planned to be added in future versions. Each of the methods used in CTRAMER have 

been chosen due to being well-studied and performing well in benchmarks. It is the combination 

of these state-of-the-art methods from different fields that makes CTRAMER unique. 

It should be noted that the FGR/LSC framework currently used for calculating CT rate 

constants in CTRAMER is based on treating the environment of the D/A pair at the molecular level, 

as opposed to treating it as a polarizable continuum or a harmonic bath.3,86 Such resolution is 

required to account for the heterogeneity of the solid state environment and the distribution of D/A 

geometries and CT rates it can give rise to.3,19,75,85,96,118-120 It should also be noted that the molecular 
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models I use are parameterized based on inputs obtained from ab initio electronic structure 

calculations.  

My primary goal in this chapter is to introduce a general-purpose software package based 

on the computational framework outlined above, summarize the available features in it, and 

demonstrate its applicability and scope by presenting results from an example OPV system where 

boron subphthalocyanine (SubPC) serves as the donor and fullerene (C60) serves as the 

acceptor.4,6,8,14,23-28,33 This framework could be broadly applied to other materials. 

 

B. CTRAMER methodology 

The overall workflow for CTRAMER is outlined in Figure 3.1. The algorithm is initiated by 

the molecular coordinates of the donor and acceptor [Figure 3.1(a)]. The output corresponds to CT 

rate constants for different interfacial D/A geometries, which can be used to correlate the 

interfacial CT rate constants to the interfacial structure. 
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Figure 3.1. The overall workflow for CTRAMER (illustrated on the SubPC/C60 system). (a)/(b) correspond to the 
C60/SubPC molecules respectively, where the blue dashed enclosures represent electronic-structure calculations done 
for each molecule separately. (c) A condensed-phase system constructed using the molecular coordinates from (a) and 
(b) as well as the Mulliken charges obtained therein. (d) An equilibrated snapshot of the (c) system after equilibration. 
(e) The potential of mean force for the system in (d), where a coordinate in (R,θ) space corresponds to a SubPC/C60 
pair. (f) A SubPC/C60 pair selected from (e), the blue dashed enclosure representing electronic-structure calculations 
done on the pair. (g) Scatterplot of characteristics for excited states calculated in (f). (h) Distribution of fluctuations 
in the energy gap of transitions between states selected from those calculated in (f). (i) Charge-transfer rate-constant 
densities for the configuration from (f)-(h) (in this case, hollow) as well as two others. The numbers for each model 
vary according to the population of each configuration.  
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i. Softwarization flow 

CTRAMER consists of five modules as shown in Figure 3.2. The modules address the 

different scales needed for describing the CT process occurring at a D/A core that is affected by 

its molecular environment. The modular nature of CTRAMER allows the user to exclude or replace 

steps as needed. To initiate the calculation, the individual donor and acceptor molecules’ [see 

Figure 3.1(a) and 3.1(b)] atomic coordinates are obtained from literature or experiment. In Module 

1, the atomic charges of the donor and acceptor molecules are calculated using density functional 

theory or assigned using published force-fields. Module 2 combines multiple donor and acceptor 

molecules [Figure 3.1(c)] and equilibrates the overall system using the charges from Module 1 to 

a pre-assigned temperature and pressure [Figure 3.1(d)]. This is followed by a determination of 

the distribution of interfacial D/A pair geometries in a form of multiple parallel trajectories [Figure 

3.1(e)]. Module 3 performs electronic state calculations on selected representative interfacial D/A 

pairs that correspond to different classes of geometries [Figure 3.1(f)]. From these calculations, 

excited donor and acceptor states are identified using a preset criteria of excited states properties 

(oscillator strength and CT characteristics) [Figure 3.1(g)]. Here the relevant transitions and the 

coupling between the donor and acceptor states are obtained. Module 4 uses MD simulations to 

calculate the fluctuations in the D/A energy gap in the condensed phase [Figure 3.1(h)]. Combining 

these fluctuations with CT characteristics from Module 3, LSC-based E-FGR CT rates [Figure 

3.1(i)] are obtained by Module 5 at the chosen level of theory. 
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Figure 3.2. Flowchart representing information flow during each section of the software. Each box represents a 
process while the arrows represent data within the software. Input parameters are the number of representative 
structures from MD (N1), excited states from Q-Chem (N2), and excitonic (N3) / CT (N4) states for which transitions 
are selected.  
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ii. Computational Approach 

Figure 3.3 illustrates the actual scripts that comprise each module in CTRAMER. The 

electronic structure calculations and the MD simulations reported in this manuscript are based on 

Q-Chem 4.052 and AMBER1237 respectively. All the scripts are available on GitHub121 

(https://github.com/ctramer/ctramer). Below, I provide additional information on the procedures 

for establishing the different parameters under each module. 

  

https://github.com/ctramer
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Figure 3.3. Execution of the CTRAMER scripts in order. (available on Github: https://github.com/ctramer/ctramer) 

  

https://github.com/ctramer
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iii. Electronic structure calculations (Modules 1 and 3) 

Time-dependent density-functional theory (TD-DFT) calculations are used in two modules 

of CTRAMER. First, in Module 1, TD-DFT is used on individual molecules to obtain partial charges 

for use in the MD simulations of Module 2. In Module 3, TD-DFT is used on selected interfacial 

D/A molecule pairs to obtain excited states and their partial charges, oscillator strength (OS), and 

relative energy.53 These electronic structure protocols are benchmarked against experimental 

measured excitation energies75-77 (including those of charge transfer states) as well as measured 

rates.4,78 I note that, in the condensed phase, as molecules tend to neighbor several molecules, each 

molecule can be involved in multiple D/A pairs. I hypothesize that, on the macroscopical scale, 

CT follows the paths involving the D/A pairs with the fastest rate constants on the microscopical 

scale.  

Important excited states are selected and then classified as donor and/or acceptor states. 

CTRAMER calculates the electronic coupling coefficients between electronic states using the 

fragment-charge-differences (FCD) method.80 Choice of functional and basis set can be 

customized for the system under study based on literature and experimentation.  

For the results presented in this chapter, I used the 6-31G* basis set103 and Baer-Neuhauser-

Livshits (BNL) range-separated hybrid functional67,68 for TDDFT calculations. A γ value of 0.167 

bohr−1, tuned to an optimal value for the on-top geometry based on the J2(γ) scheme69, was used 

for all the geometries. 

Calculated excited states are classified as follows. First, the charge of the donor molecule, 

QD, is used to classify states either as non-CT (QD < 0.25 e) or CT (QD > 0.25 e). Second, states 

with a significant OS are referred to as light-absorbing states, or bright.79 CT states with negligible 

OS are referred to as dark (dCT) and those with a significant OS are addressed as bright CT (bCT). 
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Non-CT states with significant OS are referred to as excitonic (EX). As CTRAMER studies direct 

CT from photoexcited (bright) states to CT states, states that are both dark and non-CT are not 

addressed. However, extensions to consider additional processes can be developed in future 

versions. The states are then named as EXn, bCTn, or dCTn. The index n refers to the rank of a 

state’s energy, from smallest to largest, within EX, bCT, and dCT states with the same geometry. 

Classification thresholds can be customized within CTRAMER. 

Last, using these classified states, transitions from a bright state to a CT state are selected. 

The user selects the maximum number of donor and acceptor states between which transition rates 

are calculated. The computational cost is linear with the number of donor states but is largely 

unaffected by the number of acceptor states (as MD is performed only on the donor state as detailed 

in Chapter 3.B.v). As part of these electronic structure calculations, electronic coupling 

coefficients are computed for each transition. 

 

iv. Molecular dynamics simulations (Modules 2 and 4) 

Module 2 focuses on creating a condensed-phase system from the coordinates and charges 

established in Module 1, equilibrating it to a given temperature and pressure, and then analyzing 

the distribution of structures. From this distribution, representative structures are selected for 

further analysis along with their surrounding molecules. In simulations during Module 4, an 

interfacial molecular pair is kept fixed for use in calculating energy gaps between excited states. 

These energy gaps are used in Module 5 to calculate rate constants. 

CTRAMER uses Packmol98 to construct condensed-phase OPV systems. Packmol places a 

user-defined number of molecules into a region of space, the size of which is also set by the user. 

CTRAMER by default uses 6 square layers into each of which it places 25 molecules. Each layer 
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consisted of only one type of molecule. Space is placed between separate types of layers to 

simulate the fabrication procedure. Too much or too little space between molecules can cause the 

system to not equilibrate correctly. 

The MD simulations of CTRAMER utilize the generalized AMBER force field (GAFF),35-37 

augmented by other force fields (FFs) as needed. For example, interactions involving the boron 

atom that is found at the center of SubPC are not given in GAFF and were here taken from Refs. 

99,100 (see Table 2.1). The MD simulations are performed by the AMBER12 program SANDER.37 

CTRAMER fits the simulation box to the constructed system and then applies periodic boundary 

conditions. Both equilibration and production MD simulations have a time step of 2.0 fs. The 

SHAKE algorithm39 is used to constrain bonds involving hydrogen. Neighbor list updates, real-

space Coulomb interactions, and van der Waals interactions utilize a 10.0 Å threshold. CTRAMER 

calculates electrostatic interactions with the particle-mesh Ewald method.40,41 

By default, a hybrid algorithm is used to perform energy minimization. The default settings 

for this algorithm, used for the results in this chapter, are listed here. The conjugated-gradient 

method is used for 500 timesteps, followed by 4500 timesteps of the steepest-descent method. The 

minimized system is then heated to 298.15K using the canonical ensemble (NVT) gradually over 

a period of 10 ps. CTRAMER then fixes the system at this temperature for 1.0 ns and equilibrates at 

a constant pressure of 1.0 bar using a NPT ensemble with 1.0 ps as the pressure relaxation time. 

The simulation box is then refit to the equilibrated system with periodic boundary conditions kept. 

A planned future update is for CTRAMER to simulate automatically until equilibration is reached. 

Production runs in Module 2 use the equilibrated system with the adjusted box size in a 

NVT ensemble. As with all other parameters, the number and length of production runs can be 
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specified by the user. For the results shown in this chapter, one run of 20 ns was used. In my tests 

on CTRAMER, multiple production runs can aid in sampling multiple local minima. 

Productions run in Module 4 use the entire system in the timestep in Module 2 from which 

a representative geometry was chosen. The atoms of the representative pair are fixed in place using 

a harmonic potential. By default, CTRAMER uses a force constant of 50 kcal/mol-Å2. However, as 

the energies calculated by CTRAMER do not include the restraint potential, the size of the force 

constant will not affect the results.34,37 The goal of fixing the atoms is to keep the molecules in the 

representative geometry. These fixed atoms are assigned with Mulliken partial charges, from 

Module 3, of a donor state for that representative pair geometry. The rest of the molecules in the 

system have ground state charges from Module 1 and are unrestrained. After equilibration, 

production runs are performed using the same parameters as Module 2. The effect on uncertainty 

in rate constants in Module 5 by changing the number and length of production runs in Module 4 

is discussed in Chapter 3.B.v. 

 

v. Rate evaluations (Module 5) 

Module 5 can evaluate CT rates at different levels. Below, I show how to calculate 

transition rate constants following a Marcus-level linearized semi-classical (LSC) 3,86,92,93 

approximation to Fermi’s Golden Rule, where the donor-to-acceptor transition rate constant (kM) 

is given by:  

 𝑘𝑘M = |𝛤𝛤DA|2

ℏ �
2𝜋𝜋
𝜎𝜎U
2  exp �− 〈𝑈𝑈〉2

2𝜎𝜎U
2 �.  (3.1) 

Here, 𝑈𝑈(𝑹𝑹) = 𝑉𝑉𝐷𝐷(𝑹𝑹) − 𝑉𝑉𝐴𝐴(𝐑𝐑) is the D/A energy gap as a function of the nuclear 

coordinates, R, where VD and VA are the potential-energy surfaces of the donor and acceptor states, 

respectively. 〈𝑈𝑈〉 and 𝜎𝜎U are the first and second moments, respectively, of 𝑈𝑈(𝑹𝑹). This rate 
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constant was derived from Fermi’s Golden Rule by the LSC approximation, as detailed in refs. 

86,92,94,95, but is referred to as “Marcus-level” as the reorganization energy, 𝐸𝐸r, the reaction free 

energy, ∆𝐸𝐸, and the activation energy, 𝐸𝐸a, can be calculated from 〈𝑈𝑈〉 and 𝜎𝜎U: 𝐸𝐸r = 𝜎𝜎U2/(2𝑘𝑘B𝑇𝑇), 

∆𝐸𝐸 = −𝐸𝐸r − 〈𝑈𝑈〉, and 𝐸𝐸a = 𝑘𝑘B𝑇𝑇〈𝑈𝑈〉2/(2𝜎𝜎U2). These parameters allow for the analysis of rates 

calculated using Marcus Theory.81-84 The electronic excitation energies are from the Module 3 

electronic structure calculations.  

𝑈𝑈(𝑹𝑹) is determined for each transition using classically sampled trajectories of a D/A pair 

fixed in place with donor state charges as detailed in Chapter 3.B.iv. Then, the potential energy 

surface at a given timestep in a trajectory, 𝑉𝑉αM, is calculated for each state, with α denoting the 

donor or the acceptor, by recalculating the energy of the entire system in AMBER12.37 To avoid 

double counting of potential energy by the electronic structure and MD methods, 𝑉𝑉αM is corrected 

to Vα = 𝑉𝑉αM + Wα, where Wα is the difference in single-point energy of each state between 

calculations by the electronic structure and MD methods. U is then determined using the difference 

of VD and VA. Finally, 〈𝑈𝑈〉 and 𝜎𝜎𝑈𝑈 are obtained using the moments of NR MD trajectories of length 

LR. I here used NR=40 runs and LR=40 ns, which can be adjusted for the desired accuracy. The 

uncertainty for rate constants decreases approximately as 1
�𝑁𝑁R𝐿𝐿R

. 

As shown in Figure 1.5 and Figure 3.1(h), the distribution of 𝑈𝑈(𝑹𝑹) can be significantly 

non-Gaussian for many transitions. I attribute this to CTRAMER accounting for how the condensed 

phase’s heterogeneity can lead to multiple local energy minima. As the LSC approximation uses a 

Gaussian distribution to model the probability density at 𝑈𝑈(𝑹𝑹) = 0, CTRAMER resolves these 

energy minima by best fitting the probability density function of 𝑈𝑈(𝑹𝑹) to a sum of Gaussian 

distributions chosen by least-squares regression. CTRAMER increases the number of distributions, 
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beginning at one, until the 95% confidence interval for 𝜎𝜎U includes non-positive numbers or a 

maximum of three is reached. These settings can be customized within CTRAMER. 

While kM measures the transition rate between states, I multiply it by the amount of the 

corresponding charge transferred, (ΔQD), to measure the rate of CT (kC) for a transition:  

kC = ΔQD kM. (3.2) 

Both kC and kM are obtained in the context of a single transition for one structure. For aid in 

comparison between structures, these CT rates are summed over all the identified transitions, t, for 

a given representative structure i, to give a structure-level CT rate constant (𝐾𝐾𝑖𝑖C): 

𝐾𝐾𝑖𝑖C = ∑ 𝑘𝑘𝑡𝑡C𝑡𝑡 .  (3.3) 

A system-level CT density (𝜔𝜔C) can then established by averaging KC over the area of the D/A 

interface in the simulation:  

𝜔𝜔C = ∑ �𝐾𝐾𝑖𝑖C 𝑛𝑛𝑖𝑖� × 1
𝐴𝐴𝑖𝑖 , (3.4) 

where 𝑛𝑛𝑖𝑖 is the number of pairs represented by the structure i from Equation 3.3 and A is the 

approximate area of the interface (which is by default calculated by CTRAMER but can replaced). 

 

C. Results 

CTRAMER was used to analyze the CT rate in the interface of SubPC/C60 pair of donor 

acceptor organic material used in model OPV studies. CTRAMER can be used for many materials, 

but these results are presented here as an example use of the software. Data is available at 

https://github.com/ctramer/ctramer.121 

 

https://github.com/ctramer
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i. Sample preparation (Module 1) 

 The coordinates of the optimized SubPC and C60 molecules are provided on GitHub121 

(https://github.com/ctramer/ctramer), while the references used to determine the atomic charges 

are listed in Table 2.1. 

 

ii. Condensed-phase structures (Module 2) 

The multilayered OPV system was represented using 6 alternating layers of 25 SubPC or 

C60 molecules each. A large ensemble of interfacial D/A pairs was then obtained, where a 

interfacial D/A pair was defined as 1 SubPC molecule and 1 C60 molecule where the minimum 

distance between any atom from separate molecules was less than 5 Å.  

Analysis of the different interfacial pairs was aided by two order parameters [see Figure 

3.4(b)]: first, the distance (R) between the SubPC boron atom and the C60 center of mass, and 

second, the angle (θ) between the vector from the C60 center of mass to the SubPC boron atom and 

the vector from the SubPC boron atom to the SubPC chlorine atom. 

 Inspection of the potential of mean force (PMF) using a (R,θ) coordinate system [shown in 

Figure 3.4(a)] reveals two pronounced regions of low energy centered at approximately (7.5 Å, 0º) 

and (7.5 Å, 120º), which correspond to D/A pair geometries identified as on top and hollow in 

previous gas-phase and mean-field studies3,4,23,69,122 [examples of which are shown in Figure 

3.4(a)]. The approximate percentage of sampled D/A pairs corresponding to these geometries 

[shown in Figure 3.4(a)] were calculated using D/A pairs where R < 8.5 Å and θ < 38º for on top 

and D/A pairs where R < 9 Å and 95º < θ < 160º for hollow.  

However, the majority of the D/A pairs in the PMF did not correspond to either on top or 

hollow. Instead, these pairs corresponded to a geometry, noted as edge, that was identified using 

https://github.com/ctramer
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the condensed-phase analysis in Chapter 2.3 While most of the edge pairs fell within the range of 

10 Å < R < 14 Å and 40º < θ < 100º, they had a large variance in R and θ [one example structure 

is shown in Figure 3.4(a)]. The edge geometry consisted of pairs where only the edge of a SubPC 

arm was close to the C60 molecule. Most of the edge pairs fell within the following range on the 

PMF: 10 Å < R < 14 Å and 40º < θ < 100º. 

Among the ensemble structures from each basin (e.g. on-top, hollow, or edge ensembles), 

the most probable structure was selected as the representative D/A pair geometry for analysis in 

Module 3.  
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Figure 3.4. The potential of mean force (a) for the SubPC/C60 pair on a R-θ coordinate system. The color is scaled by 
kBT. Also shown are representative structures (on top, hollow, and edge) of SubPC/C60 pair at each of the three major 
geometries and the percentage of interfacial pairs in that geometry. R and θ are defined in (b), where the yellow bead 
corresponds to the C60 center of mass and the red and blue beads correspond to the SubPC boron and SubPC chlorine 
atoms, respectively. R is the distance between the SubPC boron atom and the C60 center of mass. θ is the angle between 
vectors V1 and V2. 

  



 

69 

iii. Electronic structure results (Module 3) 

Electronic structure calculations were performed on the interfacial D/A geometries selected 

from Module 2. The important parameters are (1) the charge of the D/A pair’s donor molecule 

(QD), (2) the energy for the D/A pair while isolated in the gas-phase (Egas), and (3) the pair’s 

oscillator strength (OS).79 These three parameters are shown by the x axis, y axis, and color bar, 

respectively, in Figure 3.5. 

Transitions studied here are from the lowest-energy bright EX state to each of the dark CT 

states, with one exception: in the on-top geometry, a bright CT state was considered as a donor 

state in addition to the lowest-energy EX state and also as an acceptor state. The OS of the bright 

states for the on-top geometry was about half that of the EX1 state for the hollow and edge 

geometries, as shown in Figure 3.5 and listed in Table 2.4. Hollow and edge each also had another 

EX state that is similar in both OS and Egas but was not used for these results. However, the dCT 

states for on top ranged from approximately equal to slightly lower in energy than its bright states 

while all the dCT states for hollow and edge were much higher in energy than the bright states. 

The exact values shown in Figure 3.5 were recorded in Table 2.4. EX and CT states as labeled in 

Figure 3.5 were used for analysis in Module 4.  
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Figure 3.5. Excited state properties for the three SubPC/C60 representative pair geometries. A scatter plot is shown of 
the excitation energy in the gas phase (Egas) versus the charge of the donor molecule (QD) for each geometry.Dots are 
colored according to their oscillator strength (OS). States used for calculations in this chapter are shown by large 
squares and labelled while other states are denoted by smaller circles. The 25 lowest-energy excited states are shown 
for each geometry. 

  



 

71 

iv. Charge-transfer rate constants (Modules 4 and 5) 

Next, I calculated the electronic-population-transfer rate constant, kM, and CT rate constant, 

kC, for transitions from a donor state (EX1 or bCT1) to an acceptor state (bCT1, dCT1, dCT2, or 

dCT3). The required inputs to calculate kM, as shown in Equation 3.1, were the D/A energy-gap 

first and second moments, the coupling coefficient, ΓDA, and the excitation-energy correction, Wα, 

(see Figure 3.6, Table 3.1, and Table 2.2). The relative energies between states were changed in 

MD simulations due to the molecular environment. Clearly, the CT states were expected to be 

stabilized by the condensed-phase polarizable environment more than the localized excitations.96 

The rate constant, kC, (see Table 3.1) was the product of kM and ΔQD, the difference in charge of 

the donor molecule between the donor and acceptor states. 
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Figure 3.6. A ridgeline plot of the probability density functions of U(R).  
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In the on-top geometry, the ΓDA for the bCT1 → dCT1 and bCT1 → dCT2 transitions were 

at least double the size of any other ΓDA considered. On the other hand, as transitions involving 

bCT1 used a CT state as donor state, ΔQD for these transitions was significantly less than that of 

transitions with an EX donor state. As a result, the values of kC for transitions with either EX1 or 

bCT1 as the donor state in the on-top geometry were within an order of magnitude of each other. 

Additionally, the values of kM were comparable to those from a non-condensed-phase analysis 

based on optimized geometries.4  

For both the hollow and edge geometries, smaller ΓDA values for transitions from EX1 to 

dCT states than those in the on-top geometry led to smaller rate constants. However, the kC values 

for the edge geometry were larger overall than those of the hollow geometry. This difference 

between edge and hollow can be traced back to the fact that the transitions in the edge geometry 

corresponded to a much smaller 〈𝑈𝑈〉 than those of the hollow geometry (see Table 3.1). The kM 

values for transitions in the hollow geometry were observed to be significantly smaller than those 

previously reported in a non-condensed-phase analysis based on optimized geometries (see Table 

2.7).4 Marcus theory parameters are available for all transitions in Table 2.6. 
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Table 3.1. Interfacial charge-transfer rates for the three SubPC/C60 representative pair geometries 

Geometry Transition 𝚪𝚪𝑫𝑫𝑫𝑫 
(meV) 

ΔQD 
(e) 

<U> 
(meV) 

kC 
(nA) 

On top 

EX1→dCT1 4.03 0.706 217±2 180±10 

EX1→dCT2 24.46 0.616 148±11 520±70 
EX1→dCT3 5.47 0.825 -168±1 220±10 
EX1→bCT1 25.82 0.314 114±5 510±40 
bCT1→dCT1 74.16 0.391 123±2 24±2 
bCT1→dCT2 72.27 0.302 61.6±0.1 1,010±20 
bCT1→dCT3 21.13 0.511 -240±12 0.014±0.008 

Hollow 
EX1→dCT1 1.85 0.943 -743±14 0.006±0.002 
EX1→dCT2 20.21 0.959 -837±14 0.04±0.02 
EX1→dCT3 15.53 0.905 -936±30 0.006±0.004 

Edge 
EX1→dCT1 10.30 0.977 -354±23 65±5 
EX1→dCT2 14.02 0.781 -432±15 0.32±0.07 
EX1→dCT3 17.22 0.953 -481±20 3.1±0.6 
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D. Conclusions 

I have described the software package CTRAMER for the analysis of CT rates based on 

electronic structure calculations, MD simulations, and rate theory. CTRAMER is a unique 

combination of well-established methods from different disciplines that allows for a more precise 

study of photoinduced CT between excited states and explicit environment. The customizable 

features, software architecture, and guidelines for usage were discussed. Additionally, the 

scientific justification behind the different approaches as well as example results were described. 

 CTRAMER will continue to be actively developed and supported, as it will remain a long-

term focus of the authors. Additions planned for the immediate future are automated tuning of the 

parameters for electronic structure calculations, enabling different level of theory, and machine-

learning clustering methods for selecting representative structures. Other future goals include 

various extensions to improve the accessibility and computational efficiency of the software.  
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CHAPTER 4. MOLECULAR ANALYSIS OF DBP/C70 

CHARGE TRANSFER 

A. Introduction 

Herein, I study the correlation between molecular morphology and CT (shown in Figure 

4.1) in an OPV cell consisting of Tetraphenyldibenzoperiflanthen (DBP), shown in Figure 4.2(a), 

as the electron donor and a fullerene (C70), shown in Figure 4.2(b), as the electron acceptor. The 

DBP/C70 cell is well-studied system with unique geometries and a complex electronic 

structure.31,32 

  



 

77 

 

Figure 4.1. DBP/C70 pairs are selected from an explicit condensed-phase environment to account for the effect of 
molecular morphology on charge transfer. 
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For this analysis, I utilize a recently introduced software package, CTRAMER16 (Charge 

Transfer RAtes from Molecular dynamics, Electronic structure, and Rate theory), which provides 

computational tools to correlate interfacial CT rates with the underlying interfacial structure. This 

approach, which has been benchmarked and employed by my collaborators and I in our previous 

work,3,92 combines state-of-the-art electronic structure calculations and molecular dynamics (MD) 

simulations to compute representative interfacial D/A geometries and their corresponding CT rate 

constants. The CT rate constants are calculated within the framework of Fermi’s golden rule (FGR) 

and based on the linearized semiclassical (LSC) approximation.85,86,90,92-95  

The FGR/LSC framework, used in this chapter for calculating CT rate constants, treats the 

environment of the D/A pair at the molecular level and not as a polarizable continuum or a 

harmonic bath.3,86 This level of resolution is required to account for the heterogeneity in the solid 

state environment as well as the distribution of D/A geometries and CT rates produced by this 

heterogeneity. 3,19,75,85,96,118-120 Moreover, the molecular models used herein are parameterized 

based on inputs obtained from electronic structure calculations. 
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Figure 4.2. DBP (a) and C70 (b) molecules with the cylindrical coordinate system (c) used to define order parameters. 
Pairs are classified according to the center of mass of C70 being “on” ([1]) or “off” ([0]) the major and minor axes of 
DBP shown in (a). 

  



 

80 

B. Methods 

Calculations in this chapter were done following the guidelines in Chapter 1. Adaptions 

specific to the results presented in this chapter are described in the following. 

 

i. Electronic structure calculations 

I used the 6-31G* basis set103 and a screened-range-separated hybrid (SRSH) functional73-

75,123 based on the PBE functional for TD-DFT calculations. An optimally tuned γ value67,68 of 

0.155 bohr−1, obtained for the [1,1] geometry based on the J2(γ) scheme69, was used for all the 

geometries. A polarizable continuum method (PCM)124,125 was used to treat the area surrounding 

the molecular pair during electronic structure calculations. These electronic structure protocols 

have been benchmarked against experimentally measured excitation energies75-77 (including those 

of charge-transfer states) as well as measured rates.4,78 I note that, in the condensed phase, as 

molecules tend to neighbor several molecules, each molecule can be involved in multiple D/A 

pairs. I hypothesize that, at the device level, CT follows the paths involving the D/A pairs with the 

fastest pair-level CT rate constants.  

Important excited states were selected and then classified as donor and/or acceptor states 

as follows. First, the charge of the donor molecule, QD, was used to classify states either as non-

CT (QD < 0.25 e) or CT (QD > 0.25 e). Second, states with a significant OS were referred to as 

light-absorbing states, or bright.79 CT states with negligible OS were referred to as dark (dCT) and 

those with a significant OS were addressed as bright CT (bCT). Non-CT states with significant OS 

were referred to as excitonic (EX). As this chapter studies direct CT from photoexcited (bright) 

states to CT states, states that are both dark and non-CT were not addressed. The states were then 
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named as EXn, bCTn, or dCTn. The index n referred to the rank of a state’s energy, from smallest 

to largest, within EX, bCT, and dCT states with the same geometry.  

 

ii. System preparation and molecular dynamics simulations for population analysis 

Packmol98 was used to construct the condensed-phase OPV systems of 6 square layers of 

25 molecules each shown in Figure 1.2 and Figure 4.1. Each layer consisted of only one type of 

molecule. Space was placed between separate types of layers to simulate the fabrication procedure. 

Production runs for population analysis were run on the equilibrated system (shown in 

Figure 1.2 and Figure 4.1) with the adjusted box size in a NVT ensemble. Six parallel runs of 5 ns 

each were used. 

 

iii. Population analysis using energy landscape theory and physics-guided machine learning 

DBP/C70 pairs were sampled from the MD production runs where an interfacial D/A pair 

was defined as 1 DBP molecule and 1 C70 molecule where the minimum distance between any 

atom from separate molecules was less than 5 Å. The pairs were then characterized using a 

cylindrical coordinate system as shown in Figure 4.2(c) for the C70 center of mass with the origin 

at the DBP center of mass. To account for the symmetry of DBP, points are reflected such that Z 

∈ [0 Å, ∞ Å) and Φ ∈ [0º, 90º].  

The Z-Φ probability density is then estimated using 2D kernel density estimation.42,43 The 

bandwidth is optimized44 individually for each variable to minimize L2 loss, or mean integrated 

squared error. The density at the boundaries of support is corrected using the reflection method.45 

From this density estimate, the free energy is calculated using the Boltzmann approximation. 

Ridgelines between free energy basins are determined by finding neighboring grid points of 
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highest energy beginning from a point on the edge of bounded support. Representative geometries 

were chosen from the local energy minima within the region. 

 

iv. Molecular dynamics simulations for rate calculations 

Production runs for rate calculations used the entire system in the timestep from which a 

representative geometry was chosen. Five parallel production runs of 5 ns were used for each 

transition with 5 ns of equilibration for each run.  

 

v. Rate calculations using the linearized semi-classical approximation 

While kM measures the transition rate between states, I multiplied it by the amount of the 

corresponding charge transferred, (ΔQD), to measure the rate of CT (kC) for a transition:  

kC = ΔQD kM. (4.1) 

Both kC and kM are obtained in the context of a single transition for one structure. For aid in 

comparison between structures, these CT rates are summed over all the identified transitions, t, for 

a given representative structure i, to give a structure-level CT rate constant (𝐾𝐾𝑖𝑖C or 𝐾𝐾𝑖𝑖M ): 

𝐾𝐾𝑖𝑖C = ∑ 𝑘𝑘𝑡𝑡C𝑡𝑡 .  (4.2) 

A system-level CT density (𝜔𝜔C) was then established with a weighted average of 𝐾𝐾𝑖𝑖C over the area 

of the D/A interface in the simulation:  

𝜔𝜔C = ∑ �𝐾𝐾𝑖𝑖C 𝑛𝑛𝑖𝑖� × 1
𝐴𝐴𝑖𝑖 , (4.3) 

where 𝑛𝑛𝑖𝑖 was the number of pairs per timestep represented by the structure i from Equation 4.2 

and A was the approximate area of the interface (41 nm2). 
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C. Results 

i. Impact of molecular symmetry on DBP/C70 energy landscape 

The D/A interface of the DBP/C70 system was represented using 6 alternating layers of 25 

DBP or C70 molecules each (shown in Figure 4.1). A large ensemble of interfacial D/A pairs was 

then obtained. Analysis of the different interfacial pairs was aided by using cylindrical coordinates 

(shown in Figure 4.2(c)) to represent the location of the center of mass of the C70 molecule relative 

to the center of mass of the DBP molecule. I focused on two order parameters: first, the distance 

(Z) from the center of mass of the C70 molecule to the center of mass of the DBP molecule projected 

on the Z axis, and second, the angle of rotation (Φ) for C70 around the main axis of DBP. 

 Assessment of the potential of mean force (PMF) using a (Z, Φ) coordinate system [shown 

in Figure 4.3] reveals a relatively flat energy landscape, with fluctuations of less than 2 kT. The 

region of highest probability, located at (0Å, 0º), had previously been identified as energetically 

favorable,31 but comprised only a small fraction of the overall interface. Other low-energy regions 

were centered at (0Å, 70º) and a long vertical region with basins centered at (9Å, 0º) and (12Å, 

60º). The ridgelines shown in Figure 4.3 divide each of these basins at the crests of highest energy 

between them using a density-based clustering algorithm. 

These four basins reflect the symmetry of the DBP molecule: one long major axis and a 

shorter minor axis. I utilized a major-minor naming scheme that references the position of the C70 

molecule on a given axis as [1] and off it as [0]. The representative structures for these basins 

were therefore referred to as [1,1], [0,1], [1,0], and [0,0]. Figure 4.2(b) shows that most interfacial 

D/A pairs (61%) are in the [0,0] geometry.  

Among each these regions, the most probable structure was selected (shown in Figure 

4.2(a)) as the representative D/A pair geometry for CT rate analysis.  
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Figure 4.3. The potential of mean force for the DBP/C70 pair on a Z-Φ cylindrical coordinate system. The color is 
scaled by kBT. Also shown are representative structures ([1,1], [0,1], [1,0], and [0,0]) of DBP/C70 pair at each of the 
four major geometries. Z is the distance of the C70 along the main axis of the DBP molecule from its center and Φ is 
the angle of rotation around the main axis (see Figure 4.2(c)). The percentage of sampled pairs corresponding to each 
representative structure is listed next to their label. Solid black lines show the border of each region. 
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ii. Complex electronic structure of DBP/C70 

 Electronic structure calculations were then performed on the chosen representative D/A 

geometries. The important parameters were: (1) the charge of the D/A pair’s donor molecule (QD), 

(2) the excitation energy for the D/A pair while isolated in a PCM (E), and (3) the pair’s oscillator 

strength (OS).79 These three parameters are shown by the x axis, y axis, and color bar, respectively, 

in Figure 4.4. 

All four geometries contained one excitonic state with an OS significantly higher than all 

other states from that geometry. This state was denoted as EX1. Transitions studied here were from 

the EX1 state to each of the dark CT (dCT) states. Each geometry contained a similar number of 

dCT states (18, 16, 20, and 16 dCT states for [1,1], [0,1], [1,0], and [0,0], respectively) and a 

single bright state: EX1. The OS of the EX1 state for the [1,1] geometry (0.94) was lower than the 

OS of the EX1 states for the [0,1], [1,0], and [0,0] geometries (1.24, 1.17, and 1.46) as shown in 

Figure 4.4.  

E for all four EX1 states were similar in magnitude. Moreover, the dCT states for all four 

geometries had a similar distribution of E. Whereas dCT states for [0,1] and [0,0] predominantly 

corresponded to the charge transfer of roughly a full electron, many dCT states for [1,1] and [1,0] 

had much smaller values of QD.  
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Figure 4.4. Excited state properties of DBP/C70 representative pair geometries. A separate scatter plot with the 
excitation energy (E) versus the charge of the donor molecule (QD) is shown and labelled for each representative 
geometry. Dots are colored according to their oscillator strength (OS). States used for calculations are shown by large 
squares while other states are denoted by smaller circles. The dotted line is used to divide the CT states from the non-
CT states. The 40 lowest excited states for each geometry are shown.  
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iii. The [1,1] geometry possesses the fastest rate but lowest population 

Next, I calculated the electronic-population-transfer rate constant, kM, for transitions from 

a donor state (EX1) to an acceptor state (dCTn). The required inputs to calculate kM, as shown in 

Equation 1.1, are the D/A energy-gap first and second moments, the coupling coefficient, ΓDA, and 

the excitation-energy correction, Wα. kM increases proportionally to ΓDA
2 but decreases 

exponentially with increasing |<𝑈𝑈>|
𝜎𝜎U

 (Equation 1.1). The relative energies between states were 

changed in MD simulations due to the molecular environment. Clearly, the CT states were 

expected to be stabilized by the condensed-phase polarizable environment more than the localized 

excitations.96  

As shown in Figure 4.5, all four geometries contained many transitions with a fast kM, with 

[1,1] having six of the seven transitions over 1012 Hz. The EX1→dCT10 transition from the [1,1] 

geometry had the fastest kM by a factor of five, due to having both a very small |<𝑈𝑈>|
𝜎𝜎U

 and the largest 

ΓDA. This resulted in the [1,1] geometry having the largest total rate (shown in Figure 4.5 and 

Table 4.1), represented by KC which is defined in Equation 4.2. However, KC for each of the other 

geometries was only an order of magnitude lower, which allowed each geometry to have an impact 

on the overall efficiency of the system, dependent on their population as shown in Table 4.1.  
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Figure 4.5. Charge transfer rate constants (kM) for the donor-to-acceptor transitions in each representative DBP/C70 
geometry. Each dot represents the CT rate constant of a single transition (e.g., EX1→dCT10). The thin rectangles 
correspond to the total CT rate constant (KM) of a geometry. The spacing on the x axis is jittered to allow for easier 
resolution of each point. 
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Table 4.1. Charge-transfer rate densities for the four DBP/C70 representative pair geometries 

Geometry Percent of 
Interface 

KC 
(nA) 

ωC 
(nA/nm2) 

[1,1] 8.2±0.1% 5520±382 931±65 
[0,1] 13.9±0.1% 140±    6 40±  2 
[1,0] 12.2±0.1% 503±  52 126±13 
[0,0] 65.7±0.1% 206±    3 279±  4 
Total   1377±67 
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D. Discussion 

Hundreds of thousands of D/A pairs were sampled from MD simulations of the DBP/C70 

interface. Each pair had many intermolecular and intramolecular degrees of freedom. A density-

based clustering algorithm utilizing cylindrical symmetry (shown in Figure 4.2(c)) was used to 

reduce the high dimensionality of the system and classify each pair into one of four regions. Each 

region corresponded to the placement of the C70 molecule “on” ([1]) or “off” ([0]) the major and 

minor axis (shown in Figure 4.2 (a)) of the DBP molecule. While the [1,1] geometry was the most 

energetically favorable at a pair-level, Figure 4.3 shows that its region contained the fewest pairs. 

The [0,0] region contained over half the D/A pairs but also had the most variance in Z and Φ.  

A representative pair was chosen for each geometry and the electronic structure was 

calculated using TD-DFT. CT rate constants, kM, were calculated between excited states for each 

molecular pair. By summing kM for each transition of a geometry and accounting for the quantity 

of charge transferred, I obtained a structure-level CT rate constant, KC. Table 4.1 shows that the 

[1,1] geometry had the highest KC by an order of magnitude. This higher KC may have been due 

to the higher surface area contact between DBP and C70 that comes from being “on” both axes. 

Each of the other three geometries had a similar KC. Future studies can use CTRAMER to study the 

variance of KC within each region. 

However, at a system level, the low population of the [1,1] geometry limited its impact on 

the overall CT efficiency. To measure this, I used CT rate density, ωC, which accounted for both 

the CT rate and the prevalence of a geometry. Table 4.1 showed that [1,1] still had the largest 

impact on system-level CT, despite its relatively low population. This result suggests that changes 

in device fabrication that affect the relative population of these geometries has the potential to have 

a large impact on device performance. [1,1] was the most favorable geometry for CT, however its 
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low population left room to optimize the fabrication procedure. The greater population of the other 

geometries allowed them to also have a significant impact on overall CT efficiency. 

 

E. Conclusions 

I studied interfacial D/A pairs in a condensed-phase DBP/C70 system and the associated 

CT across these pairs. I employed the recently introduced16 CTRAMER software that combines 

MD simulations and novel TD-DFT methods to aid rate theory in explaining photoinduced CT. 

 I choose four representative pair geometries using physics-guided machine learning to 

represent the D/A interface. MD simulations show that the interface was comprised mostly of the 

off-off geometry. The on-on geometry, which comprised the smallest portion of the interface, had 

the fastest CT rate by an order of magnitude. However, the other geometries had transitions with 

fast enough rates to affect overall CT efficiency due to larger populations. 

 These results show that a condensed-phase interface can stabilize multiple geometries that 

have both significant population and CT rate. This illustrated the need for a multi-scale software 

like CTRAMER that handles both complex many-body effects with MD as well as sophisticated 

electronic structure methods to accurate calculate long-range CT. I predict that small changes in 

the molecular morphology of DBP/C70 could have large effects on device performance. 
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CHAPTER 5. CONCLUSIONS AND FUTURE WORK 

In this dissertation I have outlined the main findings of my graduate research about how 

molecular morphology affects charge-transfer performance in OPV systems. Chapter 1 detailed 

background information on why research on OPVs is vital as well as the challenges in modelling 

them using current computational methods. I described the advances in each field that I used for 

my research as well as my specific research question. 

In Chapter 2, I studied the interfacial D-A pairs in a SubPC/C60 OPV system, and the 

associated CT across these pairs. I employed a comprehensive computational framework 

combining large-scale MD simulations, state-of-the-art quantum chemistry calculations, and the 

advanced rate theory of photoinduced CT. Large-scale MD simulations were employed to 

characterize the interfacial D-A pairs.  

I found three categories of pairs, including on-top, hollow, and edge. The edge 

conformation, which had not been addressed in previous studies, was found to dominate the 

interface. However, the on top geometry, which comprised a significantly smaller portion of the 

interface, was found to have comparable CT rates to the hollow geometry in studies utilizing a 

polarizable continuum. The molecular resolution invoked here to study the kinetics identified it as 

promoting the CT process most effectively. This interplay of rate constants and conformational 

density highlights the scope for improving the ability of controlling the fabrication at the molecular 

level. I predict that increasing the relative weight of on-top conformational pairs achieves 

enhanced CT kinetics across the interface. 

In Chapter 3, I described the software package CTRAMER for the analysis of CT rates based 

on electronic structure calculations, MD simulations, and rate theory. CTRAMER is a unique 

combination of well-established methods from different disciplines that allows for a more precise 
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study of photoinduced CT between excited states and explicit environment. The customizable 

features, software architecture, and guidelines for usage were discussed. Additionally, the 

scientific justification behind the different approaches as well as example results were described. 

 CTRAMER will continue to be actively developed and supported, as it will remain a long-

term focus of my collaborators. Additions planned for the immediate future are automated tuning 

of the parameters for electronic structure calculations, enabling different level of theory, and 

machine-learning clustering methods for selecting representative structures. Other future goals 

include various extensions to improve the accessibility and computational efficiency of the 

software.  

In Chapter 4 I described how hundreds of thousands of D/A pairs were sampled from MD 

simulations of the DBP/C70 interface. Each pair had many intermolecular and intramolecular 

degrees of freedom. A density-based clustering algorithm utilizing cylindrical symmetry was used 

to reduce the high dimensionality of the system and classify each pair into one of four regions. 

While the [1,1] geometry was the most energetically favorable at a pair-level, it contained the 

fewest pairs. The [1,1] geometry also had the highest KC by an order of magnitude. This higher KC 

may have been due to the higher surface area contact between DBP and C70 that comes from being 

“on” both axes. Each of the other three geometries had a similar KC. However, at a system level, 

the low population of the [1,1] geometry limited its impact on the overall CT efficiency. The 

greater population of the other geometries allowed them to also have a significant impact on overall 

CT efficiency. 

These results show that a condensed-phase interface can stabilize multiple geometries that 

have both a significant population and a fast CT rate. Future studies can use CTRAMER to study the 

variance of KC within each region. This finding illustrates the need for a multi-scale software like 
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CTRAMER, which handles complex many-body effects with MD and the sophisticated electronic 

structure methods needed to accurately calculate long-range CT. I predict that small changes in the 

molecular morphology of DBP/C70 will have large effects on device performance. 

There are many avenues to expand on these results using CTRAMER, but three are of 

particular interest. First, applying the CTRAMER process and software to systems other than 

SubPC/C60 and DBP/C70. There are many other types of OPV systems to explore such as non-

fullerene acceptors,10,109 polymer systems19,34,93 and hybrid cells.2 Additionally CTRAMER can be 

used to study CT in biological systems.75  

A second area of interest is using CTRAMER to study the systems in this dissertation in 

greater depth. While the use of representative geometries is a step forward from optimized 

geometries, there is still a large amount of variance within the regions they represent (particularly 

in the SubPC/C60 edge geometry and the DBP/C70 [0,0] geometry). It remains to be shown how 

this translates to variance in CT rate within these regions. A substantially larger number of 

representative geometries would allow for the use of machine learning algorithms to predict the 

CT rate of geometries. To aid this, a more computationally efficient alternative to TD-DFT would 

also need to be developed. 

A last area of interest would be to anchor these CT results into the other primary processes. 

These processes include charge diffusion,4,5,11,96,107 dissociation,29,108,109 and recombination,5,11,109-

111 which are associated with a wide range of length and time scales.9,11,105-108,110,112-114 While there 

appears to be evidence that interfacial CT plays a central role in determining the overall device 

performance, particularly in the tested systems,8,23,97 all of the rates of each step should be 

determined without imposing any assumptions.14,15 A possible method of accounting for these 

differing scales would be the developed of a kinetic Monte Carlo method integrated into CTRAMER. 
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