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Abstract 

Catalytic dehydrogenation, or the selective removal of hydrogen from 

hydrocarbons, is an economically-driven process. In general, all dehydrogenation 

processes share the same two difficulties. First, non-oxidative dehydrogenation is difficult. 

C-H bonds are strong and the dehydrogenation process is endothermic, indicating both the 

kinetic and thermodynamic challenges of these reactions. Second, even if the kinetic and 

thermodynamic obstacles are overcome, only the partial dehydrogenation of the reactant 

molecule is usually desired. The complete removal of hydrogen from a hydrocarbon 

reactant is unwanted because it leads to the formation of catalyst-deactivating coke. 

Therefore, the key to unlocking selective dehydrogenation is finding an effective catalyst 

that rises above the activity challenges of the reaction, yet remains selective to the desired 

product. 

 Recently, a class of catalysts known as single-atom alloys has attracted attention. 

These single-atom alloys consist of a highly active, isolated promoter atom that sits within 

the surface of a less-active host metal. A reactant would dissociate on the promoter atom 

and the resulting intermediates would diffuse away to the host metal, where it binds weaker 

and can desorb or undergo further chemistry. In our theory-driven work, we begin by 

examining the efficacy of these single-atom alloys. First, we find that they outperform the 

best literature monometallic catalyst in breaking the strong triple bond of N2, which is the 

rate-determining step of the Haber-Bosch process. We also determine that isolated 

palladium atoms in gold surfaces can actively and selectively dissociate methane for further 

upgrade in both non-oxidative and oxidative mechanisms. We then perform stability tests 
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for all combinations of metals to determine which combinations are stable as single-atom 

alloys. 

 Finally, we introduce a new paradigm that couples multi-faceted density functional 

theory and kinetic Monte Carlo to rationally design and optimize the size, shape, and 

promoter metals of a catalyst nanoparticle. As a case study, we examine the 

dehydrogenation of methanol to formaldehyde on silver and determine that small, cubic 

nanoparticles decorated with zinc or palladium promoters would optimize the reaction. Our 

paradigm can be extended to any catalytic reaction on metal surfaces and offers a bridge 

between computational and experimental catalysis. 
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Chapter 1. Introduction 

1.1. Catalytic Dehydrogenation 

The general objective of any industrial process is quite basic: to turn a reactant into 

a higher-value product. While these billion-dollar ventures are highly complicated mazes 

of unit operations, the key step of many industrial plants involves the removal of the 

simplest atom, hydrogen. The primary example of an industrial reaction that involves the 

removal of hydrogen is catalytic dehydrogenation, where hydrogen molecules are removed 

from a hydrocarbon, often to convert single bonds into double bond, or paraffins into 

olefins, and can be generalized as 

                                                  𝐶𝐶𝑥𝑥𝐻𝐻𝑦𝑦𝑂𝑂𝑧𝑧  → 𝐶𝐶𝑥𝑥𝐻𝐻𝑦𝑦−2𝑂𝑂𝑧𝑧 + 𝐻𝐻2.                                          (1) 

From organic chemistry, the π bonds in the olefinic products are more available for further 

reactions, including hydration, halogenation, oxidation, alkylation, olefin metathesis, 

epoxidation, and polymerization.  

 To provide a case study, a classic example of a dehydrogenation reaction is the 

dehydrogenation of propane to propylene in the reaction 

                                                         𝐶𝐶3𝐻𝐻8 →  𝐶𝐶3𝐻𝐻6 + 𝐻𝐻2.                                                (2) 

Historically, propylene has been produced primarily through hydrocracking and steam 

cracking. As the United States continues to move away from crude oil and towards lighter 

shale gas, however, propylene supply began to dwindle because fluidized catalytic cracking 

throughput decreased and smaller feedstocks were used in steam crackers. Since propylene 

remained in high demand because of its status as a precursor to polypropylene, the second-

most produced polymer after polyethylene, an on-demand reaction to form propylene was 

needed. As such, the propane dehydrogenation (PDH) reaction has seen a dramatic rise in 
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the 21st century, and more than 2 million metric tons/year of new PDH capacity came online 

between 2010-2015.1 The rise of the PDH reaction has partially led to a greater push in 

understanding the behaviors seen in catalytic dehydrogenation reactions. 

 The hydrogen atoms of the reactants, such as propane, can be removed either non-

oxidatively, seen in Equation 1, or oxidatively. In the oxidative mechanism, oxygen is co-

fed with the hydrocarbon reactant and abstracts hydrogen to form water, and can be 

generalized in the reaction 

                                          𝐶𝐶𝑥𝑥𝐻𝐻𝑦𝑦𝑂𝑂𝑧𝑧 + 1
2
𝑂𝑂2  → 𝐶𝐶𝑥𝑥𝐻𝐻𝑦𝑦−2𝑂𝑂𝑧𝑧 + 𝐻𝐻2𝑂𝑂.                                     (3) 

For instance, the oxidative dehydrogenation (ODH) of propane follows the reaction 

                                                𝐶𝐶3𝐻𝐻8 + 1
2
𝑂𝑂2 → 𝐶𝐶3𝐻𝐻6 + 𝐻𝐻2𝑂𝑂.                                            (4) 

In all cases of dehydrogenation, the non-oxidative route results in an endothermic reaction, 

while the oxidative route leads to an exothermic reaction due to the formation of water 

rather than dihydrogen, which has an enthalpy of formation of zero. In many cases then, 

including PDH, the oxidative pathway for the dehydrogenation of hydrocarbons is the 

more-studied pathway of the two, primarily because the oxidative route is much more 

favorable at lower temperatures than the non-oxidative one.2 This can be seen in the 

different routes of the PDH reaction. For a given catalyst, such as Mo-Ni/Al2O3 catalysts, 

the oxidative dehydrogenation is preferred at temperatures lower than ~550°C, whereas the 

non-oxidative dehydrogenation reaction is preferred at temperatures above 550°C.3 The 

presence of oxygen in the feedstream leads to a higher conversions at lower temperatures, 

and since chemical plants would prefer to run at lower temperatures and higher 

conversions, the oxidative dehydrogenation route presently tends to dominate in industry.2 
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 There are considerable drawbacks for the oxidative dehydrogenation route, 

however, causing the difficult non-oxidative route to remain well-researched as a pipe 

dream for many industrial reactions. While higher oxygen partial pressures lead to higher 

conversions of reactant to product, selectivity tends to suffer, as more CO and CO2 are 

produced.3–6 The drop in selectivity to desired products precludes many oxidative 

processes from being industrialized, including the oxidative coupling of methane, which 

will be further discussed in Chapter 3.1. Furthermore, many oxidative processes require 

pure oxygen to improve selectivity; for instance, in the oxidative dehydrogenation of 

ethane to ethylene, the replacement of air (21% oxygen) with pure oxygen causes a 

selectivity jump of over 30 percentage points for various mixed metal oxides and 

membrane reactors.7 Not only would the use of excess air lead to greater capital and energy 

costs, but the necessary purification of oxygen feedstreams is an expensive venture. Lastly, 

while the primary objective of any industrial process is to maximize the output of the 

desired product, the oxidative dehydrogenation process contains water as a co-product, 

whereas the non-oxidative dehydrogenation process contains H2 as the co-product. H2 is a 

highly valuable gas and can be burned for energy or fuel, used as a feedstock in other 

operations, or sold to other chemical producers. The implementation of any oxidative 

process would then minimize the return of the valuable H2 byproduct. 

 While there are advantages to removing oxygen from the reactant feedstream, there 

are also many pitfalls that come along with non-oxidative dehydrogenation. As mentioned 

above, higher temperatures are needed to perform the reaction. This is largely due to the 

strong C-H and O-H bonds in the hydrocarbon reactants.8 A catalyst for the non-oxidative 

reaction would need to directly break the C-H and O-H bonds, whereas oxygen or other 
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reactant species can assist in the bond scission in the oxidative scheme; more studies are 

discussed for oxygen-assisted dehydrogenation in Chapter 3. The higher temperatures 

needed to non-oxidatively dehydrogenate paraffins and light hydrocarbons lead to high 

energy costs, corrosion issues for the reactor, and sintering of the catalyst particles. 

Furthermore, at such high temperatures, the deep dehydrogenation, or the complete 

removal of hydrogen from the reactant species, is often favored, leading to the formation 

of coke species;4 the tendency of reactants to undergo deep dehydrogenation is further 

discussed in Chapter 3.3. Thus, while oxidative dehydrogenation schemes have an issue 

with lower selectivities, non-oxidative dehydrogenation reactions are victimized by poor 

conversion values. 

 In catalytic dehydrogenation reactions, further problems can also arise after the 

paraffin or hydrocarbon have been dehydrogenated. The desired olefinic products are much 

more reactive than their precursors and can undergo hydrogenolysis, cracking, or 

isomerization, which greatly affect the product composition and selectivities by 

introducing new byproducts.6 Therefore, in catalytic dehydrogenation, an optimal catalyst 

or reaction would optimize both conversion and selectivity while avoiding the complex 

byproduct formations that may result from the presence of highly reactive olefinic 

products. 

 

1.2. Innovative Catalyst Surface Strategies 

A single reaction on a heterogeneous catalyst, in its totality, is a highly complex 

system with myriad combinations of phenomena that come together to turn reactants into 

products. Due to its incredible complexity, it is necessary to identify trends and properties 
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that would yield high catalytic activity. These trends are in many cases captured by simpler 

property descriptors, thus allowing for the simplification of a difficult problem to a simple 

trendline. These trendlines, heavily examined by the group of Nørskov,9–18 suggest that 

catalytic activity may be proportionally or inversely related to certain descriptors. For 

instance, one of the first studies involving descriptors, known as the Brønsted-Evans-

Polanyi (BEP) relation, states that there is a linear relationship between the activation 

energy and the reaction energy of an elementary reaction step.19,20 The BEP relation 

marries the concepts of kinetics (activation energy) and thermodynamics (reaction energy) 

by suggesting that favorable thermodynamics would yield favorable kinetics as well. The 

BEP relations were first quantitatively examined for the Haber-Bosch process,18,21 where 

ammonia is formed from its constituent nitrogen and hydrogen gases; more background on 

the Haber-Bosch process is discussed in Chapter 2.1. The researchers indeed find that the 

activation energy and reaction energy are linearly related for the rate-limiting step, which 

is the dissociation of the N2 triple bond. Furthermore, the authors find that the binding 

energy of a single N adatom can be used as a descriptor in predicting catalytic activity; a 

stronger, more negative binding energy for a single N adatom on a catalyst surface yields 

a lower activation energy barrier. Similarly, dehydrogenation reactions can be treated using 

descriptors and scaling relations as well. Wang and coworkers examined over 200 

dehydrogenation mechanisms of small molecules on close-packed catalyst surfaces and 

found that the respective reaction energies and activation energies for the individual 

dehydrogenation reactions are linearly related.16 In addition, when considering the 

dehydrogenation of H2O, NH3, and CH4, the researchers found that the adsorption energy 

of the dehydrogenation reaction intermediates also linearly corresponded to the activation 
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energy, as shown in Figure 1. As the intermediates bound to the surface stronger, ie. with 

a lower binding energy, the transition state energy was also found to be lower. 

 

Figure 1. The transition state energies of dehydrogenation reactions plotted vs. the binding 
energies of reaction intermediates, from Wang et al.16 The linear relationships 
suggest that as adsorption becomes stronger, the activation energy decreases. 

 
 From the linear scaling relations, it may seemingly follow that in order to improve 

the kinetics of a catalytic reaction, a catalyst surface that binds the intermediates very 
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strongly should be selected. Contrary to expectations, however, a catalyst surface that binds 

intermediates too strongly would also hinder the reaction from obtaining its maximum 

yield. In the 1910s, Sabatier suggested that the best catalysts should not bind reactants too 

weakly, as the catalyst would fail to activate the reactant, nor should they bind reactants 

too strongly, as the product would be unable to desorb from the catalyst surface.22 Thus, 

there is an optimal, intermediate binding strength for adsorbates on catalyst surfaces; this 

concept is known as Sabatier’s principle and is depicted in Figure 2. 

 

Figure 2. An illustration of Sabatier’s principle, from Nørskov and coworkers.14 There is 
an optimal, intermediate binding strength for any given reaction and 
intermediate. 

 

 While it is a qualitative concept, Sabatier’s principle has been demonstrated in 

many quantitative works by plotting reaction rates against intermediate binding energies,23–

25 such as in the Haber-Bosch reaction14 discussed above; the role of Sabatier’s principle 

in guiding a large research direction in this dissertation will be discussed in Chapter 2.1. 

By creating similar plots, or activity volcanos, for dehydrogenation reactions, the optimal 

binding strength for an intermediate, or any other descriptor, can be determined. 
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Without considering any financial implications, a single-metal catalyst that sits atop 

the activity volcano for a given reaction would be ideal. This is rarely the case, however, 

that a monometallic surface would reach the Sabatier maximum. An alternative rational 

approach to approach the peak of Sabatier’s activity volcano is by alloying two 

monometallic catalysts. A combination of a metal that binds an intermediate too weakly 

with one that binds the intermediate too strongly would potentially yield an alloyed bimetal 

that is closer to the optimum binding energy. This has been demonstrated in cases such as 

Co-Mo catalysts for the Haber-Bosch reaction,14,21,26 Ni-Fe catalysts for methanation,27 and 

Pt-Bi catalysts for the hydrogen evolution reaction.28,29 

The activity volcano shown in Figure 2 plots the reaction rate against a single 

descriptor, the binding strength of an adsorbate on the catalyst surface. The single 

descriptor can be replaced by any other descriptor as long as the two descriptors can form 

a scaling relation between the two; for example, since the binding strength of an adsorbed 

species linearly corresponds to the transition state energy of the reaction, the x-axis of 

Figure 2 can be replaced with a transition state energy scale. The limitations of using a 

bimetallic alloy catalyst can be shown, however, when a multidimensional activity volcano 

is drawn, such as when the reaction rate is depicted as a function of two or more descriptors. 

 In Figure 3 below, taken from the work by Nørskov and coworkers,30 an activity 

volcano is depicted for the electroreduction of CO2 to CO. In this volcano, there are two 

descriptors: the adsorption energy of the CO intermediate and the adsorption energy of the 

COOH intermediate. The electrocatalytic activity is logarithmically represented by the 

colors given in the color bar on the right-hand side of the figure and is calculated using 

microkinetic modeling; microkinetic modeling is explained, performed, and analyzed in 
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Chapters 2 and 5 in this dissertation. The transition metals are represented by circles, while 

naturally-occurring, non-industrial enzymes are represented by the green triangles. A 

trendline is drawn to represent the expected activity of a metal, non-enzyme catalyst. 

Overall, from the activity volcano, the most active catalysts for the reaction are the two 

enzyme catalysts. Au and Cu are the best catalysts for the transition metals, but their 

activities are two orders of magnitude lower than that of the enzymatic catalysts. The 

strategy of alloying two monometallic catalysts would not work either; a bimetallic alloy 

of any two transition metals would remain on the trendline, and the trendline does not cross 

the peak of the activity volcano. Therefore, for this reaction and various other reactions, 

the traditional strategy of alloying to form conventional bimetallic alloys would not 

optimize the possible activity. Other design strategies are needed to develop a catalyst that 

would obtain the highest activity possible. 

 

Figure 3. The activity volcano for the electroreduction of CO2 to CO. The trendline for the 
metal catalysts never passes through the peak of the activity volcano, indicating 
that traditional catalyst design strategies would not optimize the reaction rate. 



10 
 

 Since catalysis occurs on the active sites of a catalyst surface, new design strategies 

that circumvent the scaling relations and break the trendlines must start there. In Figure 4, 

from Vojvodic and Nørskov,13 a schematic is depicted suggesting that a catalyst surface 

can break the scaling relations by adding a structural or electronic effect, shown on the x-

axis of an idealized parameter space, or by adding an intrinsic or extrinsic effect, shown on 

the y-axis of the same space. In the work of this dissertation, we examined some of these 

design strategies to circumvent the scaling relations that are seen in dehydrogenation 

catalysts. In particular, we heavily examine doping and promoters, discussed in Chapters 

1, 2, 3, 6, and 7; co-adsorption, discussed primarily in Chapter 3; and surface faceting and 

nanostructuring, examined in Chapters 4 and 5. 

 

 

Figure 4. An idealized parameter space suggesting different strategies to alter active sites 
in order circumvent scaling relations. Taken from Vojvodic and Nørskov.13 
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1.3 . Single Atom Alloys 

A primary reason that bimetallic catalyst surfaces largely fail to circumvent the 

scaling relations is the homogeneity of the “well-mixed” catalyst surface.12 In general, the 

adsorption energies on a bimetallic catalyst are just interpolations of the adsorption 

energies on its constituent monometallic surfaces,12 and adsorbates experience the ligand 

effect, which affects binding energies through electronic interactions.31,32 Homogeneously 

mixed bimetallic surfaces, however, tend to fail to truly use the ensemble effect, where two 

different active sites physically exist and work in geometric synergy to kinetically affect 

the reaction.12,31,32 An alloyed catalyst surface that is non-uniform might take greater 

advantage of the ensemble effect and break the aforementioned scaling relations instead. 

In the early 1990s, Nørskov and coworkers found through scanning tunneling 

microscopy that when Au is deposited on Ni(110), an Au monolayer covers the surface of 

the Ni surface, partially because Au is immiscible in Ni bulk.33 This concept of forming 

monolayers was adapted by many researchers to weaken binding energies, such as Pt 

monolayers on Ru(0001) to decrease the adsorption energy of carbon monoxide,34 Ni 

overlayers on Pt(111) for hydrogen,35 and V overlayers on Pd(111) and Rh(111) for CO.36 

These surfaces containing an overlayer of one metal on top of another metal were coined 

“near surface alloys” (NSAs) by Greeley and Mavrikakis,37,38 who found that these surfaces 

contain a distinct property; in H2 activation, these catalysts bind H2 weakly, yet dissociate 

the H-H bond readily at lower temperatures. This directly contradicts the scaling relations 

that suggest that stronger binding energies yield lower activation energies, which indicates 

that NSAs are a potential strategy to circumvent the established trendlines.  
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A considerable issue that NSAs face is that they are difficult to synthesize, as the 

monolayer amounts of added dopant tends to mix with the bulk host metal.39 From density 

functional theory calculations on Pt NSAs, under vacuum conditions, the only systems that 

are stable are Ag/Pt(111) and Au/Pt(111) NSAs, where Ag and Au are monolayers on top 

of the Pt core.40 Otherwise, the alloyed metal prefers to reside in the subsurface. Under 

acidic, alkaline, and oxygen reduction reaction (ORR) conditions, only Pt/Rh and Pt/Pd 

NSAs are stable, with Pt as the overlayer.40 Therefore, while NSAs and core-shell particles 

are a promising subset of catalysts that could circumvent the scaling relations, they are 

limited by their lack of stability and difficulty in synthesis. 

 The extreme limit of the ensemble effect is reached by reducing the active site to 

its smallest size possible, a single atom. Single-atom catalysis has grown rapidly over the 

past decade and has become a major research topic due to improved catalytic conversions 

and selectivities.41–44 In this dissertation, I will focus primarily on a class of single-atom 

catalysts known as single-atom alloys (SAAs), which consist of a single, isolated dopant 

atom that is dispersed in the surface layer of another metal. Generally, the single dopant 

atom, or the “promoter” atom, is a metal that is highly reactive for the target reaction and 

binds the reaction intermediates strongly, while the bulk metal, or the “host” metal, is a 

metal that is much less reactive for the target reaction and binds the reaction intermediates 

weakly. On these SAA surfaces, the reactant molecule dissociates on the promoter site. 

The subsequently formed reaction intermediates bind in sites that are shared by both the 

promoter atom and the adjacent host metal atoms. Eventually, the intermediates are 

entropically driven to diffuse or “spill over” to sites that consist of only weakly-binding 

host atoms, where it is easier for the reaction intermediates to desorb from the surface.45 
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Figure 5 below, taken from Sykes and coworkers,45 depicts how these SAAs escape the 

BEP relations by combining low activation energy barriers on the reactive promoter atom 

with weak binding on the host metal sites. Figure 5 also includes a model cartoon that 

indicates how these SAAs would dissociate a reactant.45 

 

Figure 5. (a) A diagram indicating that the SAAs break linear trends by combining low 
barriers with weak binding. (b) The SAAs extend beyond the traditional optima 
of activity volcanos. (c) SAAs dissociate reactants and spill them over. 
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 A key aspect of SAA surfaces is that adsorbates can diffuse away from the strong-

binding promoter site and onto weaker-binding host sites, where they can desorb or 

undergo further reactions. A considerable issue of this key aspect, however, is that the 

spillover from the strong-binding site to the weak-binding one is energetically difficult. 

The entropic driving force for this phenomena, derived in the Supporting Information in a 

work by Sykes and coworkers, is derived in Chapter 1.4. 

  These SAA surfaces, heavily championed by the groups of Sykes and Flytzani-

Stephanopoulos, have been investigated for many other reactions, including 

hydrogenation,46–50 dehydrogenation,51,52 oxidation,53,54 and reduction 55,56 reactions. They 

also prove to be economically promising catalysts because they minimize the amount of 

precious metal used in the catalyst.57 In this dissertation, in Chapter 2, I begin by probing 

the efficacy of SAA surfaces in the Haber-Bosch reaction, which is a reaction that has not 

yet been exclusively studied on SAA catalysts. In Chapter 3, I examine the Au3Pd(111) 

surface, which contains a surface geometry that is reminiscent of SAA catalysts, for 

dehydrogenating methane both non-oxidatively and oxidatively. In Chapter 6, I delve into 

the stability of these SAA surfaces and provide a table that indicates that there are many 

different SAA surfaces that are stable. Finally, in Chapter 7, I combine my examination of 

methanol dehydrogenation on Ag nanoparticles in Chapters 4 and 5 with SAA surface 

strategies and find marked improvement on bond scission activity on two particular 

surfaces. In the chapters listed above, more background exposition is given in their 

respective introductions for specific cases of SAA catalysts. 
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1.4. Spillover of Adsorbates on Single-Atom Alloys 

A key aspect of SAA surfaces is that adsorbates can diffuse away from the strong-

binding promoter site and onto weaker-binding host sites, where they can desorb or 

undergo further reactions. A considerable issue of this key aspect, however, is that the 

spillover from the strong-binding site to the weak-binding one is energetically difficult. In 

the Supporting Information of a work by Sykes and coworkers, it is argued that the 

diffusion from the promoter to the host site is entropically driven.45 In Figure 6 below, 

taken from the SI of Sykes et al., the energetic values of -E1 and -E2 are defined as the 

binding energies of the adsorbate onto the host and promoter sites, respectively. 

 

Figure 6. A diagram indicating energetic values for the adsorption of any given adsorbate 
on the host and promoter sites of a single-atom alloy. 

 

 To determine the free energy driving forces of the spillover to weaker-binding sites, 

a grand canonical ensemble is assumed, where chemical potentials are represented by the 

symbol μ. The total energetics of a given site are defined as 

                                                𝜀𝜀𝑖𝑖 = 𝑖𝑖 ∗ −𝐸𝐸𝑖𝑖 ,      𝑖𝑖 = 0,1, … ,𝑚𝑚𝑖𝑖,                                         (5) 

where εi is the energy of a given microstate, mi is the total number of sites of type i, and Ei 

is the adsorption energy, which is negative in Equation 5 to indicate that it is exothermic. 
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The degeneracy (ω) of each energy level is then derived. Since there are two 

distinguishable sites, there are mCi ways to generate a microstate with a given εi, or                                                

                                                    𝜔𝜔𝑖𝑖 =  �𝑚𝑚1
𝑖𝑖 � = 𝑚𝑚1!

(𝑚𝑚1−𝑖𝑖)!∙𝑖𝑖!
.                                                  (6) 

Therefore, the partition function (Ξi) of the adsorbates on a site type i is 

                           𝛯𝛯𝑖𝑖 = ∑ 𝜔𝜔𝑖𝑖 ∙ exp �− 𝜀𝜀𝑖𝑖−𝜇𝜇∙𝑖𝑖
𝑘𝑘𝐵𝐵𝑇𝑇

�𝑚𝑚1
𝑖𝑖=0 = ∑ �𝑚𝑚1

𝑖𝑖 � ∙ exp �𝑖𝑖∙(𝐸𝐸𝑖𝑖+𝜇𝜇)
𝑘𝑘𝐵𝐵𝑇𝑇

�𝑚𝑚1
𝑖𝑖=0 ,                   (7) 

where kB is the Boltzmann constant and T is temperature. From the binomial theorem, 

which states that 

                                                   (1 + 𝑥𝑥)𝑛𝑛 =  ∑ �𝑛𝑛𝑘𝑘�
𝑛𝑛
𝑘𝑘=0 ∙ 𝑥𝑥𝑘𝑘,                                             (8)  

the partition function can then be rewritten as 

                                                      𝛯𝛯𝑖𝑖 = (1 + exp �𝐸𝐸𝑖𝑖+𝜇𝜇
𝑘𝑘𝐵𝐵𝑇𝑇

�)𝑚𝑚𝑖𝑖.                                           (9) 

Thus, the grand potential ΦG of an adsorbate on site type j = 1,2 can be defined as 

                                                        𝛷𝛷𝐺𝐺,𝑗𝑗 = −𝑘𝑘𝐵𝐵𝑇𝑇 ln𝛯𝛯𝑗𝑗,                                                  (10) 

or 

                                     𝛷𝛷𝐺𝐺,𝑗𝑗 = −𝑘𝑘𝐵𝐵𝑇𝑇𝑚𝑚𝑗𝑗 ln(1 + exp �𝐸𝐸𝑗𝑗+𝜇𝜇
𝑘𝑘𝐵𝐵𝑇𝑇

�),   j = 1,2.                          (11) 

From Equation 11, it can be seen that the grand potential ΦG is proportional to the number 

of sites, mj. If the host sites are given as j = 1 and promoter sites are j = 2, m1 is much 

greater than m2 by the definition of single-atom alloys, which causes the equilibrium to 

shift towards the host sites. While E2 is greater than E1 due to the stronger-binding on the 

promoter site, the difference is assumed to be small, especially when considering the 

difference between the multiplicities of the two site types. 
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1.5. Density Functional Theory 

 Density functional theory, or DFT, has been firmly entrenched as a powerful 

research tool over the past 25 years.58 Since 1990, the number of research publications per 

year based on “density functional” or “DFT” has exponentially increased, as shown in 

Figure 7.58 

 

Figure 7. The exponential growth of publications per year based on DFT.58 

 

 Density functional theory is widely used now throughout the catalysis field because 

it allows for the calculation of the total energy of a system, which then yields the system’s 

structure and various other properties, all without any experimental input.58 While detailed 

explanations can readily be found in reviews58,59 and textbooks,60,61 this section will 

provide a brief summary of the steps taken in DFT calculations. 
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 A seemingly simple equation that provides information on the total energy of a 

system is the time-independent, nonrelativistic Schrödinger equation, 

                                                        𝐻𝐻𝐻𝐻 = 𝐸𝐸𝐸𝐸,                                                               (12) 

where H is the Hamiltonian operator, Ψ is the product of individual electron wavefunctions 

and the set of solutions of the Hamiltonian, and E is the ground-state energy of the system. 

To solve a system with N electrons, the Hamiltonian operator in the Schrödinger equation 

must be expanded, yielding the more complete, time-independent Schrödinger equation 

without considering electron spin, 

�− ħ2

2𝑚𝑚
∑ ∇𝑖𝑖2𝑁𝑁
𝑖𝑖=1 + ∑ 𝑉𝑉(𝒓𝒓𝑖𝑖)𝑁𝑁

𝑖𝑖=1 + ∑ ∑ 𝑈𝑈�𝒓𝒓𝑖𝑖 , 𝒓𝒓𝑗𝑗�𝑗𝑗<1
𝑁𝑁
𝑖𝑖=1 � 𝜓𝜓(𝒓𝒓1, … , 𝒓𝒓𝑁𝑁) = 𝐸𝐸𝐸𝐸(𝒓𝒓1, … , 𝒓𝒓𝑁𝑁),  (13)  

where, within the Hamiltonian operator, the first term is the kinetic energy of each electron, 

the second term is the interaction energy between each electron and the atomic nuclei, and 

the third term is the interaction energy between two different electrons.60 Furthermore, the 

wavefunction Ψ is a function of the spatial coordinates r of each of the electrons. Just a 

cursory examination of the equation leads to immediate issues though. A single O2 

molecule contains 16 electrons, and since there are three spatial dimensions per electron, 

the wavefunction is then dependent on 48 dimensions. A 3x3x4 slab of silver atoms 

contains 1,692 electrons, or 5,076 spatial dimensions. Even worse, the wavefunction of an 

individual electron cannot be determined without simultaneously considering the other 

electrons in the system due to the final term of the Hamiltonian operator, which defines 

electron-electron interactions.60 This difficult issue, then, makes the Schrödinger equation 

a many-body problem.60 
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 The wavefunction contains extraneous information though, because electrons are 

indistinguishable, and the only measurable quantity is the density of electrons at a 

particular position in space,  

                                                  𝑛𝑛(𝒓𝒓) = 2∑ 𝜓𝜓𝑖𝑖∗(𝒓𝒓)𝜓𝜓(𝒓𝒓)𝑖𝑖 ,                                               (14) 

where n(r) is the density of electrons and the term inside the summation is the probability 

that the electrons are at a particular set of coordinates, and the asterisk denotes a complex 

conjugate.60 This quantity is useful for solving the Schrödinger equation because it reduces 

the number of coordinates from 3N to just three. 

 Various researchers attempted to build models based on this function, such as the 

Thomas-Fermi-Dirac model in the late 1920s,62–64 and the Hartree-Fock-Slater model in 

195165, but these models failed for various reasons, including slight absolute errors in 

energy.59 However, in 1964, the groundwork for density functional theory was established 

in a paper by Hohenberg and Kohn,66 the latter of whom went on to win a Nobel Prize for 

his contributions to the understanding of the electronic properties of materials. Their paper 

established two major theorems. The first theorem stated that the ground-state energy of 

the Schrödinger equation is a functional of the electron density and can be expressed as 

E[n(r)], simplifying the Schrödinger equation to just three coordinates.60,66 The second 

theorem is just as important, stating that the electron density that minimizes the total energy 

of the functional is the correct electron density for the Schrödinger equation.59,60,66 

 One year later, Kohn and Sham developed the equations that are the basis for 

DFT.67 In their work, they described the energy functional as 

                                        𝐸𝐸[{𝜓𝜓𝑖𝑖}] = 𝐸𝐸𝑘𝑘𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜[{𝜓𝜓𝑖𝑖}] + 𝐸𝐸𝑥𝑥𝑥𝑥[{𝜓𝜓𝑖𝑖}],                                    (15) 
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where Eknown is the collection of contributions from the electron kinetic energies, the 

electron-nucleus interactions, the electron-electron interactions, and the nucleus-nucleus 

interactions, and EXC is the exchange-correlation functional, which contains all other 

quantum mechanical effects.60,67 From their work, the one-electron Kohn-Sham (KS) 

equation, which is similar to the time-independent Schrödinger equation, is  

                          �− ℏ2

2𝑚𝑚
∇2 + 𝑉𝑉(𝒓𝒓) + 𝑉𝑉𝐻𝐻(𝒓𝒓) + 𝑉𝑉𝑋𝑋𝑋𝑋(𝒓𝒓)� 𝜓𝜓𝑖𝑖(𝒓𝒓) = 𝜀𝜀𝑖𝑖𝜓𝜓𝑖𝑖(𝒓𝒓).                       (16) 

In the KS equation, the first potential, V(r), is the known part of Equation 16 and is the 

same as the second term in the Hamiltonian operator of Equation 12.60,67 The second 

potential, VH(r), is known as the Hartree potential, describes the Coulombic repulsion 

between the considered electron and the total electron density, and is defined as 

                                                𝑉𝑉𝐻𝐻(𝒓𝒓) = 𝑒𝑒2 ∫ 𝑛𝑛�𝒓𝒓′�
|𝒓𝒓−𝒓𝒓′|

𝑑𝑑3𝑟𝑟′.                                                 (17) 

The third potential, VXC(r), describes the exchange and correlation contributions, and is 

defined as 

                                                          𝑉𝑉𝑋𝑋𝑋𝑋(𝒓𝒓) = 𝛿𝛿𝐸𝐸𝑋𝑋𝑋𝑋(𝒓𝒓)
𝛿𝛿𝛿𝛿(𝒓𝒓)

.                                                  (18) 

The KS equations are now circular and considered to be self-consistent, and can be solved 

using the following algorithm from Sholl and Steckel60: 

1. Define the trial electron density, n(r). 

2. Using the trial electron density, solve the KS equations for the single-particle 

wavefunction, Ψi(r). 

3. Using the wavefunction from Step 2, solve for the Kohn-Sham electron density nks(r) 

using Equation 16. 
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4. Compare n(r) and nks(r), and if the electron densities are the same within a predefined 

tolerance, then the density is equal to the ground-state electron density, which can be 

used to calculate the total energy. If they are not the same, another iteration is necessary. 

 The only remaining challenge was then to determine what the exchange-correlation 

functional was. Since the publication of the KS equations, many theorists have developed 

their own functionals, and John Perdew, who is responsible for many functionals, classified 

and illustrated the hierarchy of functionals using “Jacob’s Ladder,” as depicted in Figure 

8.68 

 

Figure 8. Perdew’s “Jacob’s Ladder,” where higher rungs on the ladder are more accurate, 
but may have more constraints and be more computationally expensive.68 

  

In this dissertation, multiple exchange-correlation functionals are used. In Chapter 

3, the exchange-correlation functional PW91, developed by Perdew and Wang, is used.69,70 

PW91 is a generalized gradient approximation (GGA), meaning that it is not biased 
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towards the description of intermolecular interactions,71 and it uses information about both 

the local electron density and its gradient,60 as defined below: 

                                            𝑉𝑉𝑋𝑋𝑋𝑋𝐺𝐺𝐺𝐺𝐺𝐺(𝒓𝒓) = 𝑉𝑉𝑋𝑋𝑋𝑋[𝑛𝑛(𝒓𝒓),∇𝑛𝑛(𝒓𝒓)].                                            (19) 

The PW91 functional is a widely used functional because is usually more accurate than the 

Local Density Approximation (LDA) functionals with regards to total energies, 

atomization energies, energy barriers, and structural energy differences without being too 

computationally expensive.72 

 In Chapters 4, 6, and 7, the exchange-correlation functional PBE, developed by 

Perdew, Burke, and Ernzenhof, is used.72 The PBE functional is similar to the PW91 

functional, with improvements in the accurate description of the linear response of the 

electron gas, correct behavior under uniform scaling, and smoother potentials, and it has a 

simpler form and derivation, allowing for easier implementation and future improvement.72 

In Chapter 2, the revised Perdew, Burke, and Ernzenhof (RPBE) functional is used.73 The 

RPBE functional improves upon the chemisorption energetics of atoms and small 

molecules on transition state metals.73 When performing DFT calculations and comparing 

with literature results, it is necessary to ensure that the functionals used remain consistent 

throughout the work. 

 In conjunction with the PBE functional, in Chapters 4 and 7, the Bayesian error 

estimation functional with van der Waals correlation (BEEF-vdW) is used.74 A drawback 

of the PBE functionals is their inability to capture the effects of dispersion forces, so 

systems including zeolite surfaces or even transition metal surfaces with local interactions 

suffer when calculated using PBE.75 The BEEF-vdW functional provides a reliable 

description of van der Waals forces, accurately predicts chemisorption energies, and gives 
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an error estimation ensemble, making BEEF-vdW a powerful and reliable functional for 

different catalyst surfaces.74 

 In this dissertation, despite using different functionals, surfaces, reactants, products, 

and intermediates, all projects related to first-principles DFT follow the same general 

method to describe and quantify reactions on catalysts surfaces. First, after selecting the 

target surface, the lattice constants of the metal are optimized by varying the spacing 

between bulk metal atoms until a global minimum energy is obtained. The lattice constants 

that correspond to that global minimum energy are then compared to literature 

experimental lattice constants to ensure that the there is a match between theoretical and 

experimental results. Once the correct lattice constants have been obtained, a surface is 

created, with vacuum spacing made available in the z-direction to separate the surfaces in 

the periodically repeating unit cells. 

 To model the physisorption and chemisorption of adsorbates, first, precursor 

molecules must be optimized and their energies must be obtained in the gas-phase. The 

obtained gas-phase energies of these molecules are then the reference energies for any 

adsorption energy calculations. Then, all possible reactants, intermediates, and desired and 

undesired products are placed on all possible binding sites on the catalyst surface. The 

adsorption or binding energies of any given adsorbate can then be calculated by referencing 

the clean surface energy and the reference molecule energy in a generalized equation, 

                                                   𝐵𝐵.𝐸𝐸. = 𝐸𝐸𝑠𝑠𝑦𝑦𝑦𝑦 − 𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝐸𝐸𝑟𝑟𝑟𝑟𝑟𝑟,                                        (20) 

where B.E. is the binding energy, Esys is the energy of the entire system of adsorbate and 

surface, Esurf is the surface energy, and Eref is the energy of the reference molecule. For 
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instance, in a study where methane is dehydrogenated, the binding energy of methyl (CH3) 

can be calculated as follows: 

                                𝐵𝐵.𝐸𝐸. (𝐶𝐶𝐻𝐻3) =  𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠+𝐶𝐶𝐻𝐻3 − 𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 − 𝐸𝐸𝐶𝐶𝐶𝐶4 + 1
2
𝐸𝐸𝐻𝐻2.                        (21) 

In the above equation, the binding energy of methyl is calculated by taking the energy of 

the system, subtracting the energy of the metal surface as well as the reference energy of 

gas-phase methane, and adding the reference energy of gas-phase hydrogen. Methane and 

hydrogen are used as the reference gases because methyl is composed of the sum of those 

two gases. To determine if a given binding site is globally stable for an adsorbate, 

frequency calculations are then performed on the adsorbates. If an imaginary vibrational 

mode is present in the frequencies, then the global minimum in energy has not yet been 

reached and further adsorption calculations must be performed. 

 After the most favorable binding positions for the adsorbates are ascertained, 

images for an initial state and a final state of a reaction must be prepared. For instance, in 

the first step of the dehydrogenation of methane, which follows the reaction 

                                                      CH4* → CH3* + H*,                                                 (22) 

the most stable binding positions of physisorbed CH4 and chemisorbed CH3* and H* must 

be determined. The initial state (IS) image should already be available from the optimized 

geometries of CH4* physisorbed on the catalyst surface, but the final state (FS) must be 

generated by co-adsorbing CH3* and H*, preferably in their most stable binding sites and 

positioned to minimize any translational movement between the IS and FS. Once these 

images have been relaxed, the activation energy barrier of the reaction is calculated by 

using the climbing image nudged elastic band (CI-NEB) method.76,77 The activation energy 

barrier is confirmed to be a true saddle point by performing a frequency calculation on the 



25 
 

transition state (TS). If one imaginary vibrational mode is present and that vibrational mode 

corresponds with the appropriate bond breaking or forming, then the transition state is 

confirmed to be a true saddle point. If not, a new CI-NEB calculation must be performed 

with either a new pathway, interpolated images, or tighter convergences, and if this still 

does not yield a true TS, the dimer method must be performed.78  

 Finally, using the Atomic Simulation Environment’s (ASE) Thermochemistry 

module, various thermodynamic values of the IS, TS, and FS can be determined using 

calculated vibrational modes. This allows the effects of temperature to be encapsulated in 

free energies. These values can then be input into various kinetic models, such as in 

Chapters 2, 5, and 7, and rates on the surfaces can be discerned. 
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Chapter 2. Exploring the Efficacy of Single-Atom Alloys for the 

Haber-Bosch Process 

 In this chapter, the efficacy of single-atom alloys is tested, and we show how single-

atom alloys can follow microscopic trendlines that break macroscopic trendlines when 

combined together. The DFT work in this chapter was performed in conjunction with 

Cindy Mai, who was then a high school student who earned a summer research position 

through the ACS Project Seed and was my mentee, as well as Manuel Rojas, an 

undergraduate student who was mentored by our postdoctoral researcher, Shengguang 

Wang. One of the earliest examples of single-atom alloys was explored by Sykes and 

coworkers.50 In their seminal work, they found that isolated Pd sites in Cu are excellent for 

H2 dissociation in ultra-high vacuum (UHV) conditions. Generally, the Cu(111) surface is 

inert towards the dissociation of H2 due to high activation barriers.79 Meanwhile, on the 

Pd(111) surface, although H2 dissociation is not activated due to a near-zero barrier, the 

resultant H adatoms bind to the Pd surface too strongly and are less available for further 

catalysis.50 Sykes and colleagues found that the Pd/Cu(111) SAA has a hydrogen 

dissociation barrier of 0.02 eV, or nearly barrierless, while binding H adatoms to the 

surface at a binding energy that is closer to that of the H binding energy on Cu(111);50 the 

combination of facile H2 dissociation and weak intermediate binding circumvents the 

established scaling relations. The researchers depict and compare the hydrogen binding 

energies and activation energy barriers of the Pd(111), Cu(111), and Pd/Cu(111) surfaces 

in Figure 9 below. 
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Figure 9. From Sykes and coworkers,50 the activation energy barriers and the binding 
energies of H adatoms on Cu(111), Pd/Cu(111), and Pd(111), from left to right. 

 
 While there are many more examples of bond dissociations that are improved on 

SAA surfaces and will be discussed in the future chapters, the dissociation of H2 is the 

simplest case study. In this chapter, we hope to ascertain if the SAAs can perform similarly 

in the dissociation of another homonuclear diatomic molecule, N2. Of the homonuclear 

diatomic molecules, probing N2 would provide the clearest contrast between the activity of 

a pure surface and the SAAs, since N2 has a triple bond, the strongest bond of the 

homonuclear diatomic molecules. The splitting of N2 is the rate-determining step of the 

Haber-Bosch process, which is a highly important reaction that currently consumes over 

2% of the world’s energy.80,81 Recently, Nørskov and coworkers have explored new types 

of surfaces for the Haber-Bosch process.82,83 In their work, they focus on the 

cobalt/molybdenum system, where cobalt is the host metal and molybdenum is the 



28 
 

promoter metal. They determine that a surface dimer of molybdenum in a cobalt host would 

optimize the reaction, but acknowledge that the Mo/Co(0001) SAA would also be effective 

in splitting the N2 molecule. In this chapter, we explore different combinations of SAAs, 

rather than just focus on one specific combination of metals. We also introduce a 

microkinetic model that allows for the quantification of a rate on our surfaces. Although 

there are a few drawbacks of using a microkinetic model for quantifying kinetic rates on a 

SAA, we show that some SAAs are able to improve upon the activity on ruthenium, which 

is experimentally the most active monometallic catalyst for the Haber-Bosch process. 

 

2.1 . Introduction 

The Haber-Bosch process, which produces ammonia from its constituent elements, 

has been considered one of the greatest inventions in history due to its role in fertilizer-

based food production and the population explosion in the 20th century.80,81 The important 

reaction, N2 + 3 H2 → 2 NH3, is industrially performed over Fe-based catalysts at high 

pressures (200-300 bar) and temperatures (400-500°C).84,85 Two grand energetic and 

catalytic challenges exist within the Haber-Bosch process. First, the activation of the N2 

triple bond is difficult and has been shown to be the rate limiting step both experimentally86 

and theoretically.21,87 Second, the overall process is exothermic at low temperatures, 

causing the reaction intermediates N*, NH*, and NH2* to bind too strongly,18 particularly 

on Ru-based catalysts. Ru-based catalysts are known to be the most active catalysts for the 

reaction,88 yet are too expensive to be used industrially. Due to these two challenges, the 

current industrial means of performing the Haber-Bosch process requires a high 

temperature to reduce the reaction intermediates’ binding strength, as well as a high 
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pressure to recoup the exothermicity that was lost when the temperature was increased.18 

Thus, it has been proposed that an optimal catalyst for the reaction would be one that both 

has a lower barrier for the N2 scission and can bind the reaction intermediates weakly.18 

Linear scaling relations have been well-established for many different catalytic 

reactions, which allows for an enhanced understanding of trends in catalysis. These scaling 

relations, such as the Brønsted-Evans-Polanyi relations,9 indicate that metal catalysts that 

have lower activation energy barriers for a given reaction typically bind the reaction’s 

intermediates strongly. Bimetallic alloys can be used to alter the reactivity of its constituent 

metals, but these too are governed by the established linear scaling relations.89,90 To 

circumvent these scaling relations, a recent class of catalysts known as single-atom alloys 

have been pioneered.45 A single-atom alloy (SAA) is comprised of a single, highly-reactive 

metal atom that is doped and sits within the surface of a less-reactive metal. In general, a 

reactant molecule would adsorb and dissociate on the single promoter atom with a low 

activation energy barrier. The resultant adsorbates would disperse from the promoter atom 

to the host atoms, where it would bind weakly, allowing for desorption or further chemistry. 

For instance, one of the earliest applications of SAAs in catalysis was H2 activation on 

Pd/Cu(111), where Pd is the promoter atom and Cu is the host metal.91,92 H2 is able to 

dissociate on the single Pd atom and activate at lower temperatures on Pt/Cu(111) than on 

Cu(111), yet the H adatoms bind weakly since it is not fully surrounded by Pd atoms, 

limiting the ensemble effect and allowing for dispersion away from the active site. Thus, 

SAAs are promising options for breaking the linear scaling relations. 

In this work, we aim to predict a SAA catalyst that optimizes the Haber-Bosch 

process. First, we examine the N2 activation behavior of eight different metals in Figure 
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10, with the data adopted and re-purposed from Nørskov and coworkers.14 From the 

volcano plot and by the understanding of Sabatier’s principle,22 Re, Mo, and Fe bind 

nitrogen too strongly and therefore are limited by the desorption of the ammonia product, 

but should activate N2 quite readily. Meanwhile, Rh, Co, Ni, and Pt bind the nitrogen 

adatom weakly, but have low N2 activation energy barriers. Ru sits at the top of the volcano, 

verifying that it is the best single-metal catalyst for N2 activation.88 

 

Figure 10. The volcano plot for the Haber-Bosch process. The metals colored red are 
considered as potential promoter atoms, the ones colored blue are host metals, 
and the ones in black are not considered in this study due to prohibitive costs. 

 
 

Since we wish to have a promoter atom that is highly active, we consider Re, Mo, 

Fe, and Ru, or the elements that are colored red in Figure 10. Likewise, the host metal 

should bind the intermediate adsorbates weakly, so Co and Ni are considered, or the 
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elements that are colored blue in Figure 1. We eliminated Rh and Pt, colored black in Figure 

10, from consideration as host metals because of their cost; if the price of Ru is prohibitive 

for use in the Haber-Bosch process, so should the price of Rh and Pt. While Re, Mo, and 

Ru are expensive metals as well, they will be used as single-atom promoters and comprise 

only 1% of the metal content, therefore potentially remaining cost-effective.57 Thus, eight 

total SAA combinations were tested in this work to determine their efficacy for the Haber-

Bosch process: Re, Mo, Fe, and Ru doped onto the Co(0001) surface; and Re, Mo, Fe, and 

Ru doped onto the Ni(111) surface. 

 

2.2. Density Functional Theory Methods 

 The periodic density functional theory (DFT) calculations were performed using 

the Vienna ab initio Simulation Package (VASP)93–96 in the Atomic Simulation 

Environment.97 The exchange-correlation effects were described by the revised Perdew-

Burke-Ernzenhof (RPBE) functional73 using an energy cutoff of 400 eV. The core and 

valence electrons were represented with the projected augmented wave (PAW) method.98,99 

Gaussian smearing was used with Fermi temperatures of kbT = 0.1 eV, and the electronic 

energies were subsequently extrapolated to 0 K. All geometries were optimized until the 

forces were less than the convergence criterion of 0.05 eV/Å. 

 Using an 11×11×11 k-point set, the optimized bulk lattice constants for Co were a 

= 2.514 Å and c/a = 1.623, which agree with experimental values of a = 2.514 Å and c/a = 

1.633.100 Likewise, the bulk lattice constant for Ni was calculated to be 3.553 Å, which 

matches with the experimental lattice constant value of 3.524 Å.101 All surfaces were 

modeled as four-layered slabs with periodic (3×3) unit cells, and the bottom two layers 
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were fixed to their bulk positions, while the top two layers were fully relaxed. For the 

single-atom alloys, the center surface atom of the unit cell of Co(0001) or Ni(111) was 

replaced by the respective dopant atom and geometrically optimized, and their 

representations can be seen in Figures 11 and 12. All surface models contained a vacuum 

distance of 20 Å between the slabs in the normal direction. The Brillouin zone for all 

models were sampled by a (4×4×1) Monkhorst-Pack k-point set.102  

 The adsorption energies are calculated with reference to the respective clean 

surfaces and the gas-phase energy of N2. The activation energy barriers were calculated 

using the climbing image nudged elastic band (CI-NEB) method76 and the transition states 

were confirmed to be true saddle points using a vibrational analysis in the harmonic 

oscillator approximation, which showed one imaginary frequency along the reaction 

pathway. 

 

2.3. Microkinetic Modeling Methods for the Haber-Bosch Process 

The steady-state microkinetic model used to examine the Haber-Bosch process on 

the various SAA catalysts was implemented using CatMAP.103 Two separate sites were 

defined in the microkinetic model: the host site (h) and the promoter site (p). In our model, 

the splitting of N2 occurs on the promoter site. The resultant nitrogen adatoms then diffuse 

from the promoter site to the host sites, where it becomes hydrogenated to form ammonia. 

Thus, the elementary steps examined in the model are given below, where the parentheses 

indicate the location of the adsorbate or site. 

N2 Activation on Promoter Site 

                                                      N2 (g) + 2*(p) ↔ 2N*(p)                                               (23) 
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N Diffusion to Host Site 

                                                             N*(p) ↔ N*(h)                                                      (24) 

Hydrogenation of N to Ammonia on Host Site 

                                                       H2 (g) + *(h) ↔ 2H*(h)                                                (25) 

                                                 N*(h) + H*(h) ↔ NH*(h) + *(h)                                         (26) 

                                             NH*(h) + H*(h) ↔ NH2*(h) + *(h)                                         (27) 

                                             NH2*(h) + H*(h) ↔ NH3 (g) + 2*(h)                                                         (28) 

  

In our microkinetic model, we adopted a ratio of 99:1 for the host:promoter sites and 

assumed that any steps for molecular adsorption and desorption were non-activated.  

The binding and transition state energies used in the N2 activation and N adatom diffusion 

steps were collected from the DFT calculations in this work. Since the hydrogenation of 

nitrogen to form ammonia occurs on the large ensembles of host metals, it is assumed that 

those binding and transition state energies are equivalent to those of pure metals, and 

therefore, those energies are adopted from literature.104 The frequencies of the species in 

the first two steps were calculated on the promoter sites, but they were found to be similar 

to those of the pure metals from literature, so the literature values were adopted instead to 

ensure consistency.104 Entropy corrections were applied in the model using the Shomate 

equation for the gas-phase molecules and the harmonic approximation for the adsorbates. 

Frequencies were calculated on the pure surfaces and adopted for the SAA surfaces. 
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2.4. Results 

2.4.1. Adsorption of N/N2 

The adsorption of N2 was examined on all eight SAA surfaces, as well as on pure 

Co(0001) and Ni(111). From the adsorption trends seen in Figure 10 and our design of the 

SAAs, we expect that N2 should bind stronger to the promoter atoms on our SAAs than on 

the host metals. Figures 11 and 12 compare the binding energies of N2 on the promoter site 

with the binding energy of N2 on a host atom directly adjacent to that promoter site, as well 

as on the respective, pure host metal surface for Co(0001) and Ni(111), respectively. The 

N2 molecules geometrically relax to adsorb perpendicularly on the top sites of the metal 

atoms. While N2 does bind stronger to the promoter sites than the host metals for the Mo-, 

Re-, and Ru-promoted Co(0001) and Ni(111) surfaces, surprisingly, it slightly prefers the 

host metal sites adjacent to the promoter atoms on the Fe-promoted Co(0001) and Ni(111) 

surfaces. This is notable particularly because nitrogen binds stronger to the pure, close-

packed Fe(110) surface than the pure surfaces of Co(0001) and Ni(111).18 In all cases, N2 

binds stronger to the preferential binding site on all SAAs than on the pure surfaces, 

including on the Fe-promoted Co(0001) and Ni(111) surfaces; N2 binds stronger to the host 

sites on those surfaces than on their pure metal precursors. 
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Figure 11. The binding energies of N2 on the different sites of the Co(0001) and the Fe-, 
Mo-, Re-, and Ru-promoted Co(0001) surfaces. (inset) The binding location of 
N2 on the top site of the Fe promoter on Co(0001). 

 
  

 

Figure 12. The binding energies of N2 on the different sites of the Ni(1111) and the Fe-, 
Mo-, Re-, and Ru-promoted Ni(111) surfaces. (inset) The binding location of 
N2 on the top site of the host metal on the Fe-promoted Ni(111) surface. 
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A few trends can be seen in Figures 11 and 12. First, the binding energies of N2 on 

the host sites of the SAA surfaces are nearly equal to the binding energies of N2 on the 

respective pure metal surfaces. This indicates that the host sites of the SAAs can adequately 

predict the behavior of the pure host metal, which will become relevant in the microkinetic 

modeling studies. In addition, for both the Co(0001) and Ni(111) SAAs, when considering 

only the binding of N2 to the promoter site, the binding strength follows the trend of Re > 

Ru > Mo > host metal > Fe. Meanwhile, from the volcano plot showing the activities of 

the pure metal surfaces, nitrogen binding strength follows a trend of Re > Mo > Fe > Ru > 

host metal. In particular, N2 binds much stronger than expected on Ru and much weaker 

on Fe. A d-band analysis shows that the Ru/Co(0001) and Ru/Ni(111) systems have sharper 

peaks near the Fermi level than the host metal, potentially indicating that the promoter site 

is much more reactive than its precursor, according to the d-band theory.105 It is also 

important to note that the covalent radius of Ru (1.46 Å) is much larger than that of Co 

(1.26 Å) and Fe (1.32 Å),106 possibly introducing strain effects on the surface and 

strengthening any adsorbate bonding. 

The adsorption of a single N adatom can also be inspected. The N adatom relaxes 

to the three-fold sites on the metal surfaces. In Figures 13 and 14, the binding energies of 

the single N adatom are shown for the SAAs and the pure Co(0001) and Ni(111) surfaces, 

respectively. If nitrogen is bound to the “promoter” three-fold site, then it contacts one 

promoter atom and two host atoms, whereas if it is bound to a “host” three-fold site, then 

it contacts three host atoms. In all cases on the Co(0001) surfaces, N binds stronger to the 

promoter site than the host sites, even including the Fe-promoted Co(0001) SAA surface, 

where N2 binds stronger on the Co host than on the Fe promoter site. On the other hand, 
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on the Ni(111) surfaces, N binds stronger to the promoter site than the host sites for all 

sites but the Fe-promoted Ni(111) surface. On the Fe/Ni(111), the N adatom binds stronger 

to the host site than the Fe promoter site, following the trend set by the adsorption of N2 on 

Fe/Ni(111).  

 

Figure 13. The binding energies of N on the different sites of the Co(0001) and the Fe-, 
Mo-, Re-, and Ru-promoted Co(0001) surfaces. (inset) The binding location of 
N on the promoter site of the Fe/Co(0001) surface. 
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Figure 14. The binding energies of N on the different sites of the Ni(111) and Fe-, Mo-, 
Re-, and Ru-promoted Co(111) surfaces. (inset) The binding location of N on 
the host site of the Fe/Co(0001) surface. 

 

Similar to the adsorption of N2, there are a few trends that can be examined in Figures 13 

and 14 for the binding of N adatoms. For all SAA surfaces, the N adatom adsorbs on the 

host sites with comparable binding energies to the pure host metals, indicating that these 

host sites can sufficiently approximate the activity of the pure host metal, similarly to the 

adsorption of N2. On the Co(0001) SAAs, the binding strength trend for N adatoms is Re 

> Mo > Ru > Fe > Co, compared to Re > Ru > Mo > Co > Fe for the binding of N2 on 

Co(0001). The improved binding strengths of Mo and Fe are promising, as they indicate 

that the reaction would be more exothermic on these surfaces, and from the transition state 

scaling laws, this should decrease the activation energy barriers. On the Ni(111) SAAs, the 
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binding strength trend for N adatoms is Re > Mo > Ru > Ni > Fe, compared to Re > Mo > 

Ru > Ni > Fe for the binding of N2. As mentioned previously, the binding of N on the Fe 

promoter site is weaker than both the Ni site of the SAA and the pure Ni(111) surface, 

which is also seen in the N2 binding on the same SAA. In addition, all binding energies of 

N adatoms are considerably weaker on the Ni(111) SAAs than on the corresponding 

Co(0001) SAAs; for instance, the binding energies of N adatoms are weaker on both the 

promoter and host sites of the Mo/Ni(111) SAAs than on the promoter and host sites of the 

Mo/Co(0001) SAA. Indeed, from the activity volcano plot in Figure 10, nitrogen should 

bind stronger to Co than Ni.107 On all surfaces, the N adatom bound strongest to the hcp 

sites. 

 

2.4.2. Activation of N2 

After N2 binds to the SAA surfaces, the strong N-N triple bond breaks and the 

constituent nitrogen atoms bind to three-fold sites. Figure 15 below compares the activation 

energy barriers of the minimum energy pathways (MEPs) of N2 dissociation on each of the 

SAAs, as well as its barrier on Ru(0001), calculated by Logadottir and Nørskov.108 Figure 

15 also includes images showing the initial state (IS), transition state (TS), and final state 

(FS) of the dissociation of N2 on the Mo/Co(0001) SAA. 
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Figure 15. The comparison of the activation energy barriers for the dissociation of N2 over 
pure Ru(0001)108 and the promoter sites of the studied SAAs, as well as images 
depicting the IS, TS, and FS of the reaction on the Mo/Co(0001) SAA. 

 

 The most promising SAA is the Mo/Co(0001) SAA, with an activation energy 

barrier of only 0.90 eV, compared to a calculated barrier of 1.9 eV on the Ru(0001) terrace 

from the work of Logadottir and Nørskov.108 The Co-Mo system has previously been 

suggested as the ideal bimetallic system for the Haber-Bosch process. In 2000, Jacobsen 

found that Co3Mo3N catalysts outperformed the commercial iron catalysts for the 

process,109 and shortly thereafter, Kojima and Aiki were able to come to the same 

conclusions.110–112 The Nørskov group predicted that the Co-Mo system would yield the 

optimal results for a bimetallic alloy,14,26,82 and a recent study from Albrecht et al. found 

that the cobalt molybdenum nitrides remain stable during the Haber-Bosch reaction.113 The 
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other Mo-promoted SAA, Mo/Ni(111), also slightly improved upon the Ru(0001) standard 

with an activation energy barrier of 1.83 eV. The Ni-Mo system has also been studied for 

the Haber-Bosch process in the nitride form,109,114,115 but researchers have found its activity 

to be lower than that of the Co-Mo system, similarly to what is seen in Figure 15.  

 The other two SAA catalysts that improve upon the activation energy barrier of 

Ru(0001) are Re/Co(0001) and Fe/Co(0001), with barriers of 1.15 eV and 1.84 eV, 

respectively. Like the Co-Mo and Ni-Mo systems, the Co-Re system has also been studied 

in its nitride form,116,117 but its activity is lower than that of the Co-Mo nitride.113 

Interestingly, it was determined that the addition of cobalt to rhenium catalysts was 

effective for improving the activity, but the addition of nickel to rhenium was not,117 which 

corresponds to our activation barriers in Figure 15. The Co-Fe system has also been found 

to improve upon ammonia synthesis over pure Fe as bimetallic alloys,118–120 and has been 

found to produce more ammonia than its Ni-Fe counterpart.121 The Co-Fe and Ni-Fe 

systems are the only systems that  

 The only SAA combinations that perform poorer than their pure metal counterparts 

are the Ru/Co(0001) and Ru/Ni(111) SAAs. From the x-axis interpolation of the volcano 

plot in Figure 10, the Co-Ru and Ni-Ru bimetallic systems should give the worst activities 

of the studied alloys.14,26 Furthermore, it has been shown in kinetic equations that one of 

the key electronic energy parameters that dictate the activity of a catalyst for the Haber-

Bosch equation is the reaction energy (ΔErxn) of N2 dissociation to two N adatoms on the 

surface.14,82 A ΔErxn that is more negative would yield greater activity. As noted in Chapter 

2.4.1, the binding energy of N adatoms on the Ru/Co(0001) and Ru/Ni(111) SAAs are 

weakened and are lower than that of N2 adsorption on the respective surfaces. As a result, 
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the ΔErxn values are more positive, at -0.28 eV and 0.03 eV for the Ru/Co(0001) and 

Ru/Ni(111) systems, respectively. 

 To examine if there is a trendline for the dissociation of N2 at the promoter site, the 

activation energy barriers (EA) are plotted against the dissociation energy (ED) in Figure 16 

below. In this plot, the dissociation energy refers to the energy of the reaction N2* → 2N*, 

where N2* indicates that the dinitrogen molecule is already adsorbed onto the promoter site 

of the SAA. In the case of Fe-promoted Co(0001) and Ni(111), the binding energy of N2 

at the promoter site is used, even though the molecule binds stronger on the host site. 

 

Figure 16. The trendlines comparing the dissociation energy of N2 with the activation 
energy barriers on the Co(0001) and Ni(111) SAAs. 

 

 In Figure 16, the Co(0001) SAA surfaces, including pure Co(0001), are marked by 

circular, purple markers, while the Ni(111) SAA surfaces, including pure Ni(111), are 
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marked by triangular, green markers. Two trendlines are shown, one for the Co(0001) 

surfaces and one for the Ni(111) surfaces. The Co(0001) SAA surfaces share a trendline 

with the relation EA = 0.94ED + 2.09, while the Ni(111) surfaces share a trendline of EA = 

0.30ED + 2.13. If all data points are considered together and only one trendline is created, 

the mutual trendline shows a relationship of EA = 0.70ED + 2.06. Of the three trendlines, 

the Co(0001) SAA trendline is closest to the literature trendline of EA = 0.90ED + 2.07, 

established by Jacobsen and coworkers.122 Regardless, these microscopic trendlines show 

that lower N2 dissociation energies yield lower N2 activation energies. 

 

2.4.3. Dispersion of N Adatoms 

 The key step that single atom alloys utilize to circumvent the established scaling 

relations is the dispersion of the intermediates from the strong-binding promoter site to the 

weak-binding host site. After the N2 molecule dissociates into its constituent N adatoms, 

the N adatoms spill over from the promoter site to the host sites. Although this diffusion 

step is uphill in energy and therefore unfavorable, the diffusion still occurs due to the shift 

of thermodynamic equilibrium to states with greater site multiplicity (see Chapter 1.4), as 

well as displacement push from any N2 that would adsorb onto the promoter site.45 

Regardless, in this section, we examine the diffusion of N adatoms from the promoter hcp 

site, the strongest binding promoter sites on the surface, to a host fcc site that is bordered 

by three host metal atoms. The diffusion of N adatoms is also examined on the pure metal 

surfaces. The diffusion barriers, or the activation energy barriers that the N adatom must 

overcome to diffuse from the promoter hcp site to the host fcc site, are shown below in 

Figure 17. 
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Figure 17. The diffusion barriers for an N adatom to diffuse from a promoter hcp site to a 
host fcc site. 

 

 In most cases, the N diffusion barriers are lower than the N2 dissociation barriers 

on the respective surfaces. The lone exception is on the Re/Co(0001) SAA; while the 

Re/Co(0001) has the second-lowest activation energy barrier for N2 activation at 1.15 eV, 

it has the highest diffusion barrier, with an identical value of 1.15 eV. Although the 

thermodynamic equilibrium effect must be taken into consideration, the energetic 

limitations of diffusing the N adatom away from the Re promoter of the Co(0001) and 

Ni(111) surfaces may be debilitating. If the N adatom cannot diffuse away, it would simply 

act as a poison for the promoter site, unless any molecular N2 can adsorb onto the promoter 

site and displace the N adatom. Figure 18 below is a model that depicts which sites the N 

adatom would diffuse to and from on the Co(0001) SAAs. 
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Figure 18. The diffusion barriers for N adatoms on model Co(0001) surfaces. 
 

 Similarly to how a microscopic trendline can be formed between the N2 dissociation 

energy and the N2 dissociation activation energy barriers, microscopic trendlines can be 

drawn between the binding energies of N adatoms on the promoter sites (EN) and the N 

diffusion barriers away from the promoter site (Ediff). The trendlines for this relation are 

shown below in Figure 19. 
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Figure 19. The trendlines comparing the diffusion barriers of N adatoms with the N 
binding energies on the Co(0001) and Ni(111) SAAs. 

 

 As in Figure 16, the data in Figure 19 can be divided into the diffusion barriers on 

the Co(0001) and Ni(111) SAA surfaces. The Co(0001) surfaces, including pure Co(0001), 

are marked by circular, purple markers, while the Ni(111) SAA surfaces, including pure 

Ni(111), are marked by triangular, green markers. The Co(0001) SAA surfaces share a 

trendline with the relation EN = -0.83Ediss + 0.33, while the Ni(111) surfaces share a 

trendline of EN = -0.68Ediss + 0.60. If all data points are considered together and only one 

trendline is created, the mutual trendline between all points shows a relationship of EN = -

0.63Ediss + 0.51. The negative slopes for all relations indicate that if N binds to a site 

stronger, it is more difficult for it to diffuse away. 

 



47 
 

2.4.4. Circumventing Scaling Relations 

 With the energetics of the adsorption of N2 onto the promoter site, dissociation of 

N2 on the promoter site, adsorption of N on the promoter site, and dispersion of N from the 

promoter site to the host sites fully determined, the entirety of the reaction can be drawn 

and compared for each SAA surface. Inspired by the “butterfly” plots from the work of 

Sykes et al.,123 Figure 20 below presents a split potential energy diagram. Starting in the 

middle at Point 1 and going towards the left, the energetics of the entire reaction are given 

for the Mo/Co(0001) SAA surface, which yielded the lowest barrier for the rate-

determining step, the activation of N2. Meanwhile, starting at the middle and going to the 

right, the energetics are given for the entire reaction on the pure Co(0001) surface, 

including a one-step diffusion from an energetically favorable hcp site to a less-favorable 

fcc site. This diffusion step on the Co(0001) surface is performed to remain analogous with 

the Mo/Co(0001) surface, where a nitrogen adatom spills over from the promoter site to 

the host site. In the final diffusion step on Mo/Co(0001), it is assumed that the N adatom 

diffuses far away enough such that it no longer feels any electronic effect from the Mo 

promoter site and has the same adsorption energy of N on a pure Co(0001) surface. This 

assumption can be drawn especially because the binding energies of N on the host sites of 

all SAAs are similar to the binding energies of N on the pure host metals, from Figures 13 

and 14. This assumption also allows the conclusion to be drawn that once the N2 molecule 

has been activated on the promoter site, it can diffuse to a surface that is identical to the 

weak-binding host metal. 
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Figure 20. A “butterfly” potential energy diagram comparing the energetics of the overall 
reaction on Mo/Co(0001) to the left and pure Co(0001) to the right. 

 

 In Figure 20, it is shown that the transition state energy (ETS), or the energy 

difference between the reference energy at Point 1 and the highest energy state at Point 3, 

is drastically reduced on the Mo/Co(0001) SAA catalyst (0.46 eV) in comparison with the 

pure Co(0001) catalyst (1.82 eV). The dashed line that goes through both Points 5 indicates 

that once the N adatom has diffused away from the promoter site of the SAA, it experiences 

a similar, weak binding to that of the N adatom on the pure host metal. Furthermore, the 

potential energy diagram for the SAA has a smaller energy difference between the highest 

and lowest energy states at 1.18 eV compared to an energy difference of 2.02 eV for the 

pure Co(0001) surfaces. A lower energy difference between the highest and lowest energy 
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states typically corresponds to more reaction turnovers, according to the energetic span 

model.124 

 Although Figures 16 and 19 in the sections on N2 dissociation and N diffusion show 

data points following a trendline behavior, these trendlines work in conjunction to break 

established scaling relations. From Figure 20 on the Co/Mo(0001) catalyst, after the N 

adatom disperses from the promoter site to the host metal site, the final binding energy of 

the N adatom is seen to be weak. Despite this, the overall reaction transition state energy 

remains low, which is counter-intuitive to the Brønsted-Evans-Polanyi relationship, which 

suggests that surfaces that have weaker binding adsorbates would have higher transition 

state energies. The ability of the studied SAAs to circumvent the BEP relations can be seen 

by comparing the final state energies (ΔE) and the transition state energies (ETS) with the 

literature scaling relation of ETS = 0.90ΔE + 2.07 for close-packed surfaces, established by 

Jacobsen et al.,122 in Figure 21. 

 

Figure 21. The comparison of examined surfaces with the literature scaling relation.122 
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 From Figure 21 above, all Co- and Ni-based SAAs have the same respective 

reaction energies because it is assumed that the N adatoms diffuse far away from the 

promoter, where it binds with the same energy as on a pure Co or Ni host. In the figure, the 

established scaling relations are confirmed for pure, close-packed surfaces due to the 

proximity of the pure Co(0001) and Ni(111) data points to the line. Meanwhile, it is also 

confirmed that many of these SAA surfaces indeed circumvent the established BEP 

relations by yielding a lower transition state energy despite having higher than expected 

reaction energies. In particular, the Mo- and Re-promoted Co(0001) and Ni(111) SAA 

surfaces show the greatest deviation from the linear trend. If it were to follow the linear 

trend, the Mo-promoted Co(0001) SAA, which deviates from the trend the most, would 

require a ΔE of -1.79 eV to reach the ETS of 0.46 eV, whereas the SAA requires a more 

reasonable ΔE of -0.28 eV. This study indicates then that SAAs are promising catalyst 

surfaces to circumvent the established scaling relations and improve the activity of the 

Haber-Bosch process. 

 

 2.4.5. Microkinetic Modeling Results 

 By examining the N2 dissociation barriers and the differences between the highest 

and lowest energy states of the reaction, we can begin to predict which SAA catalysts are 

most active for the Haber-Bosch reaction. The Mo/Co(0001) SAA is the most promising 

one due to its lowest N2 dissociation barrier of 0.90 eV and an energy difference between 

the highest and lowest energy states of 1.18 eV. A kinetic model, however, is still needed 

to fully predict the outcomes of each of the SAA surfaces. Following the methods presented 
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in Chapter 2.3, the results of the microkinetic model for temperatures between 500-800 K 

and a pressure of 300 bar are shown in Figure 22. 

 

Figure 22. The results of the microkinetic model between 500-800 K at 300 bar for the 
Haber-Bosch reaction on Mo/Co(0001), Fe/Co(0001), and Ru(0001). 

 

In Figure 22, the Mo/Co(0001) and Fe/Co(0001) SAAs are compared to Ru(0001), 

where all energies are adopted from the work by Logadottir and Nørskov.108 From the 

results in Figure 22, the Mo/Co(0001) SAA catalyst shows a turnover frequency that is 

four orders of magnitude greater than on Ru(0001) at 800 K, which is the upper bounds of 

the temperatures used for the reaction industrially. Meanwhile, the Fe/Co(0001) SAA 

performs better than the Ru(0001) surface at lower temperatures, but at the upper 

temperature bounds of this study, the Ru(0001) surface performs at an order of magnitude 

better. The primary reason for the difference in the curves of the SAA catalysts and the 
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pure metal catalyst is that diffusion is considered on the SAA catalysts while on the pure 

catalysts, it is not. This is because there is a clear distinction between promoter and host 

sites on the SAA catalyst, whereas all sites on the pure surface are indistinguishable. 

A drawback of the microkinetic modelling method for the description of SAA 

catalysts is its inability to distinguish spatial features.125–127 In the microkinetic model, it is 

assumed that the promoter atoms take up 1% of the available sites and that any diffusion 

must occur between the promoter site and a host site, but there is no way to indicate that a 

promoter site must be surrounded by six host sites, that adsorbates may interact with each 

other laterally, or that diffusion is allowed between different host sites without explicitly 

defining every single site that exists. Therefore, it is expected that these microkinetic 

models underestimate the amount of diffusion that occurs on the surface of the SAA 

catalysts, but they still provide a reasonable prediction of the overall activity of the SAA 

catalyst surface. 

An important consideration when designing SAA catalysts is the energetic stability 

of the SAA surface; this consideration is heavily investigated in Chapter 6 of this 

dissertation. While we initially assumed that the SAA catalysts are stable in the 

configuration where one single promoter atom sits isolated in the catalyst surface, 

energetically, it is possible that the promoter atom could diffuse into the subsurface and 

bulk, diffuse within the surface to form dimers and larger islands, or even fail to penetrate 

the surface and sit as an adatom. In the study in this work, we compared the energies of the 

SAA surfaces with surfaces where the promoter atom and the atom directly below it in the 

first subsurface are switched. Since the number of each atomic species remains the same, 

the DFT energies of the two surfaces can be directly compared. A differential chart 
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showing the difference between the energies of the SAA surfaces and their respective 

subsurface configurations is presented in Figure 23 below. 

 

Figure 23. The energetic differences between the DFT energies of the SAA surfaces and a 
subsurface counterpart surface for the eight bimetallic systems. 

 

 In Figure 23 above, a negative value indicates that the SAA surface is more stable 

than its subsurface counterpart. Figure 23 shows that only Ru/Co(0001) is more stable as a 

SAA, but from the energetics of the reaction and microkinetic modeling, that combination 

of metals does not optimize the reaction. The energies of the Fe/Co(0001) SAA and 

subsurface configuration are nearly indistinguishable, so the Fe/Co(0001) SAA may be a 

potential stable configuration, as there would be some diffusion barrier needed for the Fe 

promoter to diffuse to the subsurface. From the microkinetic modeling results shown in 

Figure 22, although the Fe/Co(0001) catalyst does not perform as well as the laboratory 
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standard Ru(0001), it may hold more potential due to its lower costs. The promising 

Mo/Co(0001) SAA catalyst is likely hindered by the poor stability of the SAA catalyst 

itself. In some cases, such as those explored by Greeley and Mavrikakis for their near-

surface alloys37 and CO on various SAAs,128 the partial pressure of reactant gases could 

tune the stability of the SAA through adsorbate-induced surface segregation. If the 

adsorbate binds strongly enough with the promoter metal of the SAA, it could potentially 

“pull” the promoter metal out of the bulk and onto the surface. The binding energy of N2 

on the subsurface configuration of the Mo/Co(0001) alloy is -0.27 eV, whereas the binding 

energy of N2 on the Mo/Co(0001) SAA is -0.44 eV, indicating that N2 does bind stronger 

to the Mo promoter site. Further studies are needed to determine if this energy difference 

is sufficient for N2-induced surface segregation to occur on the Mo/Co(0001) catalyst, 

which has been suggested to be a promising catalyst for the reaction in the 

literature.14,26,82,113 

 

2.5. Conclusion 

 We investigated the efficacy of single-atom alloys (SAAs) for the Haber-Bosch 

process. By examining the volcano plot of single-metal catalyst surfaces for ammonia 

synthesis, we selected four strong-binding metals (Fe, Mo, Re, and Ru) and two weak-

binding metals (Co and Ni) to form eight SAAs. Through first-principles density functional 

theory (DFT) calculations, we examined the surfaces of all eight SAAs on close-packed 

surfaces and compared their activities to their respective pure-metal precursors, Co(0001) 

and Ni(111). From adsorption studies, in most cases, the promoter metal binds nitrogen 

strongly, whereas the host metal binds nitrogen weakly and similarly to their pure-metal 
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precursors. N2 dissociates over the promoter metals on the SAAs, and in the examination 

of the dissociation barrier, the Mo-, Re-, and Fe-promoted Co(0001) SAAs and the Mo-

promoted Ni(111) SAA outperform the literature reports on the close-packed Ru(0001) 

surface, which is widely accepted to be the best pure-metal surface for the Haber-Bosch 

reaction. Once the N2 molecule has dissociated over the promoter metal, the resultant N 

adatoms bind to the sites surrounding the promoter atom before dispersing or spilling over 

to the surrounding host metal sites. On the host metal sites, the N adatoms bind weaker, 

allowing for easier hydrogenation to occur and for ammonia to form. The weak binding of 

the N adatom on the host sites also pushes the reaction energy to be more positive, and 

coupled with the lowered activation energy barriers and transition state energies, these 

SAAs circumvent established linear scaling relations. The SAAs are then further studied 

in a microkinetic model, and at 800 K and 300 bar, the Mo-promoted Co(0001) SAA 

outperforms Ru(0001) by four orders of magnitude. Another promising SAA catalyst, 

Fe/Co(0001), is outperformed by Ru(0001) by one order of magnitude at those conditions, 

but remains promising due to its lower costs and greater energetic stability. In this work, 

we have found that isolated promoter metal species in SAA catalysts are promising active 

sites for the Haber-Bosch process and circumvent the established scaling relations for the 

reaction. 
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Chapter 3. The Synergy of Dilute Pd and Surface Oxygen 

Species for Methane Upgrading on Au3Pd(111) 

 In Chapter 2, we confirmed the effectiveness of single-atom alloys (SAAs) for the 

dissociation of the strong triple bond of nitrogen. In this chapter, which was published in 

Energy Technology in 2019, we explored the efficacy of isolated palladium atoms for the 

dehydrogenation reactions. Our target molecule in this work was methane, the smallest yet 

most difficult to work with. Methane (CH4) is the simplest hydrocarbon and is readily 

available. CH4 constitutes approximately 75% of natural gas by volume, and according to 

the BP Statistical Review of World Energy in 2015, there is an estimated 187.1 x 1012 m3 

of natural gas reserves.129 Furthermore, this number does not include any reservoirs that 

have yet to be discovered or are too costly to mine; for instance, natural gas hydrates in the 

crystalline form are currently too complex to recover, but have been considered as a 

potential energy source,130,131 and there are an estimated 1.5 x 1016 m3 in reserve.130 In 

addition, the evolution of the extraction of natural gas from shale rock formations has 

allowed access to huge quantities of natural gas from previously impermeable and 

impractical sources.132 Finally, other sources of methane include fossil fuel production and 

combustion, which is responsible for at least 33% of human methane emissions;133 biogas 

from anaerobic digestion of crops;133,134 and the decomposition of biodegradable solid 

waste from landfills.133 

 While methane is a readily available resource, the direct transformation of methane 

into useful chemicals is limited. Presently, less than 10% of natural gas is used as a 

chemical feedstock.135 One of the biggest reasons natural gas is often flared rather than 

converted is because the mass and energy density (0.7-0.9 kg/m3 and 30-40 MJ/m3, 
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respectively) of natural gas are approximately three orders of magnitude lower than that of 

oil (0.7-0.9 kg/dm3 and 30-40 MJ/m3, respectively), which makes transportation more 

expensive.135 Profitable conversion of natural gas into useful chemicals would justify the 

high transportation costs, but presently, only methane conversion to synthesis gas, 

hydrogen cyanide, acetylene, and chlorinated methane has been realized industrially.135 

 The lack of profitability from direct natural gas conversion is due to the difficulty 

in activating methane. The four C-H bonds are very stable at 440 kJ/mol, and because of 

the molecule’s symmetry, the bonds are only very weakly polarized. Methane resists 

nucleophilic reactions because the electron donation into the C-H σ* orbital is difficult and 

sterically hindered, and removing electrons from the C-H σ bond by electrophilic reactions 

is also challenging.135 Acid-base catalysis generally cannot occur because methane has low 

proton affinity and is a very weak acid (pKa = 40).135 Thus, the easiest method to activate 

the C-H bond is through the homolytic bond cleavage to a methyl radical and a hydrogen 

atom radical.135 However, if the inert methane can be activated, then its target species will 

be even easier to activate; for instance, the C-H bond of the methyl radical is easier to 

activate than the C-H bond of methane, leading to the methylene radical.135 This is an issue 

because the activation of one C-H bond in methane would likely lead to a series of C-H 

bond activations until just carbon, or coke, remains. 

 These challenges in the activation of methane limit the possibilities of methane 

conversion. Presently, there are only two industrial methods of converting methane. The 

first and most prominent method is the production of synthesis gas.135 Synthesis gas, or 

syngas, is a major industrial intermediate for the production of methanol and ammonia and 

consists of H2, CO, and CO2. Syngas is catalytically and industrially produced from 
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methane via steam reforming, dry reforming, and autothermal reforming. Syngas 

technology has been studied for decades and many reviews136–138 and books139,140 are 

available for more detail. The only other industrial use of methane in direct conversion is 

the formation of hydrogen cyanide through the BMA process or the Andrussow process. 

 The successful activation and upgrade of methane in an active and selective manner 

is so highly sought-after that it is considered a “holy grail” of catalysis. In this chapter, we 

use the surface geometries of SAAs to impact the surface chemistry and lead to the active 

and selective dehydrogenation of methane in non-oxidative and oxidative pathways. The 

results of this work are represented in Figure 24 below, which suggests that the Au3Pd(111) 

can upgrade methane with activity, unlike pure Au, and with selectivity, unlike pure Pd. 

 

Figure 24. Au3Pd allows for the active and selective upgrade of methane. 
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3.1. Introduction 

 Since methane is an abundant and low-cost resource, its conversion to higher-value 

chemicals is highly desirable. Immense efforts have been poured into methane conversion 

research, and while these have led to great advances in understanding, methane upgrade 

chemistry remains limited. Less than ten percent of natural gas is used as a chemical 

feedstock, and presently, only the conversion of methane to synthesis gas, hydrogen 

cyanide, acetylene, and chlorinated methane have been realized industrially.135 The lack of 

profitability from direct methane conversion is due to the difficulty in selectively activating 

the molecule’s C-H bonds. The four C-H bonds are stable at 439 kJ mol-1,8 and because of 

the molecule’s symmetry, the bonds do not offer any obvious point of attack. 

Consequently, the rate-determining step for almost all heterogeneously-catalyzed methane 

activation schemes is commonly assumed to be the first C-H bond dissociation step.141 

 One strategy to facilitate the catalytic activation of methane is to introduce a dopant 

into the heterogeneous catalyst to produce an electronic effect.13,142 For instance, single-

atom alloys (SAAs) are a relatively new class of catalysts, where a single active promoter 

atom sits within the surface of a less-reactive host metal;41,45,143 these SAAs have been 

studied for a variety of reactions, including hydrogenation,46–49,144 dehydrogenation,51,52 

oxidation,53,54 and reduction55,56 reactions. In the majority of these reactions facilitated by 

SAAs, the reactant interacts with or is activated by the promoter atom, and the subsequent 

reaction intermediate moves or “spills over”91,92 to the less-reactive host atom, where it can 

desorb or undergo further chemistry. 

 An alloy combination of highly-reactive (stronger binding) and less-reactive 

(weaker binding) metals that has garnered recent interest for methane activation is the gold-
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palladium (Au-Pd) alloy. The Au-Pd alloy combination is catalytically promising because 

Au tends to isolate Pd atoms, providing an ensemble effect that inhibits the formation of 

certain byproducts,145–147 similar to the effect shown by the SAA catalysts. Within the 

family of methane conversion processes, Au-Pd alloys have been studied for methane 

combustion;148 methane oxidation to methanol;149,150 and the partial oxidation of methane 

to syngas.151 

 Inspired by the recent work on Au-Pd catalysts, we seek to investigate the role of 

various surface oxygen species for methane activation on Au3Pd(111), a surface that has 

isolated Pd surface atoms fully surrounded by Au atoms, reminiscent of the surface 

geometry seen in SAAs. Literature on oxidative processes on the Au-Pd SAA system is 

scarce, partially because ensembles of Pd are required to lower the dissociation barrier of 

O2.152,153 Pure Au catalysts, however, are known to be excellent oxidation catalysts,154–157 

and recently Cargnello and coworkers found that Au-Pd SAA catalysts can be used for the 

selective oxidation of 2-propanol to acetone via a hydroperoxyl intermediate.158 We 

hypothesize that the oxidation activity of the Au host, combined with the hydrogen 

abstraction ability of a single platinum-group metal promoter,51,52,159 would result in a 

catalytic system that would ease the activation of methane. To this end, we have studied 

methane activation pathways on Au3Pd(111) using density functional theory and compared 

against Au(111) and Pd(111) model surfaces as reference systems. We find that 

Au3Pd(111) offers strategic advantages over Au(111) and Pd(111) due to a surface 

geometry that mimics SAAs in both non-oxidative and oxidative reaction pathways. 
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3.2. Methods 

 The periodic density functional theory (DFT) calculations were performed using 

the Vienna ab initio Simulation Package (VASP)94,95,160,161 in combination with the Atomic 

Simulation Environment (ASE).162 The core and valence electrons were represented using 

the projector augmented wave (PAW) method98 using an energy cutoff of 400 eV. The 

exchange and correlation were described by the Perdew-Wang (PW91) functional.163 

Gaussian smearing164 was used with a Fermi temperature of kbT = 0.1 eV, and the electronic 

energies were subsequently extrapolated to kbT = 0 eV. All geometries were optimized until 

the residual forces on each atom were converged below 0.02 eV/Å.  

 The optimized lattice constant for Au3Pd was a = 4.117 Å, which is in good 

agreement with the experimentally determined value of 4.083 Å.165 The lattice constants 

of bulk Au and Pd were calculated to be 4.177 Å and 3.958 Å, respectively. The Au(111), 

Pd(111), and Au3Pd(111) surfaces were modeled in (2×2) periodic unit cells containing 

four atomic layers each, where the top two layers were allowed to fully relax, while the 

bottom two layers were fixed at their bulk positions. The subsequent slabs were separated 

in the z-direction by a vacuum space of 14 Å. All unit cells were sampled with a 6×6×1 

Monkhorst-Pack k-point set166 after testing was performed to confirm its convergence. 

Spin-polarization was considered in all calculations. 

 The binding and reaction energies were calculated in reference to the clean surfaces 

and to gas-phase CH4, H2, and O2. All gas-phase molecules were centered in 20×20×20 Å3 

boxes and calculated with the same settings as those used in the slab calculations, with the 

exceptions of a tighter force convergence criterion of 0.01 eV/Å,  Γ-point sampling, and a 

dipole correction along all three Cartesian directions. Due to the known calculation 
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difficulties in describing oxygen’s triplet state, the gas-phase energy of O2 was obtained 

from the formation of water, where the enthalpy of formation of water was -2.506 eV.167,168 

 The transition states were found using the climbing image nudged elastic band 

(NEB) method77 and fully optimized to a force conversion criterion of 0.05 eV/Å. These 

transition states were confirmed to be true saddle points in the potential energy surface by 

a frequency analysis, performed by the harmonic oscillator approximation with a Cartesian 

displacement of 0.01 Å, which showed a single imaginary frequency along the reaction 

pathway. The d-band centers were calculated and analyzed according to the d-band model 

of Hammer and Nørskov,105,169 and partial charges were estimated from a Bader’s 

analysis.170 

 A series of methane activation pathways, summarized in Scheme 1, were studied 

on the Au(111), Pd(111), and Au3Pd(111) surfaces. Each surface was modified with a 

different pre-adsorbed oxygen species, or motif. These motifs – atomic oxygen (O*), 

molecular oxygen (O2*), hydroxyl (OH*), and hydroperoxyl (OOH*) – can mediate the 

methane activation pathways, as described in Equations 29-33: 

 

                                             CH4 (g) + 2* → CH3* + H*,                                              (29) 

                                         CH4 (g) + O* + * → CH3* + OH*,                                        (30) 

                                       CH4 (g) + O2* + * → CH3* + OOH*,                                      (31) 

                                 CH4 (g) + OH* + * → CH3* + H2O*, and                                     (32) 

                                   CH4 (g) + OOH* + * → CH3* + H2O2*.                                      (33) 

We can generalize all of the studied reactions in the equation CH4 (g) + * + OxHy* → CH3* 

+ OxHy+1*, where OxHy represents the pre-adsorbed motifs. On the clean surfaces, where 
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methane dissociation is not mediated by a pre-adsorbed motif, the values of x and y are 

zero. 

 

3.3. Results and Discussion 

 The activation of methane in the presence of pre-adsorbed O* or OH* species on 

both Au(111) and Pd(111) has been well-studied.16,171–173 To the best of our knowledge, 

however, similar studies on gold-palladium alloys have not been reported yet. Prior to 

presenting our results on the three surfaces, we introduce the potential energy diagram of 

the O2-assisted CH4 activation mechanism on Au3Pd(111) in Figure 25 as an example. In 

this mechanism, we begin with the reference state (RS) at 0 eV, where molecular oxygen 

(O2) is pre-adsorbed onto the clean Au3Pd(111) on the top site of the Pd atom. In the 

following step, which we will refer to as the initial state (IS), methane is introduced and 

physisorbs weakly at -0.06 eV onto an Au top site. In this step, the energy of the system is 

given as a co-adsorption energy, i.e. infinite separation is not considered. The co-

adsorption energy was chosen because we assume that the adsorbates must be close enough 

in order for the oxygen species to facilitate in the C-H bond cleavage of methane. In the 

subsequent methane activation step, the hydrogen atom is transferred from methane to the 

O2*. The transition state energy (ETS) of this particular system is 1.34 eV and is calculated 

with respect to the RS. The corresponding activation energy barrier (Ea) is therefore 1.40 

eV. In the final state (FS), also calculated as a co-adsorption energy, a hydroperoxyl 

(OOH*) is bound to the Pd top site while the methyl (CH3*) is bound to an Au top site. 

The final state energy (EFS) is described as the difference in energy between the FS and the 

RS, and it is calculated to be 0.58 eV in this mechanism. 



64 
 

 

Figure 25. The potential energy diagram of the O2-assisted methane activation mechanism 
in the Au pathway over Au3Pd(111). 

 

 It is also imperative to distinguish between the two possible pathways on the 

Au3Pd(111) surface. In one pathway, termed the “Au pathway,” the methyl group resides 

on the Au top site in the FS. The example given in Figure 25 depicts the Au pathway for 

the O2-assisted mechanism; in this example, the CH3* sits on the Au top site and the OOH* 

sits on the Pd top site in the FS. On the other hand, in the “Pd pathway,” the methyl group 

resides on the Pd top site in the FS. This is an important distinction because CH3* binds 

weaker to the Au top site than the Pd top site; the weaker binding on the Au top site reduces 

the likelihood of complete dehydrogenation to coke, increases the probability of CH3• 
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radical desorption, and therefore provides selectivity benefits for the potential upgrade of 

methane to useful chemicals. 

 Before we continue the discussion of the oxygen-assisted mechanism, we examine 

the direct dissociation of methane on the three clean surfaces in the absence of any pre-

adsorbed species, as illustrated in Figure 26. The direct dissociation of methane on the three 

surfaces exhibits Brønsted-Evans-Polanyi type behavior, where an increase in EFS results 

in an increase in ETS. As expected, the activation of methane over Pd(111) is most favored, 

both kinetically and thermodynamically. This is consistent with Pd being a good methane 

combustion catalyst,174,175 but the unselective activation of C-H bonds is undesirable in the 

upgrade of methane to partial oxidation products.176 In contrast, Au(111) shows poor C-H 

bond scission ability but could be promising for partial oxidation reactions.177 Meanwhile, 

the non-oxidative activation and upgrade of methane on Au3Pd(111) may be promising. 

On Au3Pd(111), the Pd pathway is kinetically and thermodynamically preferred; the 

reaction following the Pd pathway behaves similarly to the reaction on Pd(111), while the 

Au pathway resembles the reaction on Au(111). Although the activation of methane via 

the Pd pathway on Au3Pd(111) has a higher barrier and reaction energy than on Pd(111) 

due to the less favorable binding of the FS species on Au3Pd(111), the subsequent 

dissociation of CH3* to CH2* and H* on Au3Pd(111) has a substantial energy barrier of 

1.40 eV. This energy barrier is greater than the barrier of 1.17 eV for CH4 activation on the 

Au3Pd(111) surface, indicating that the dissociation of methane on Au3Pd(111) might not 

be carried out to completion, but rather, the dissociation steps could terminate at the CH3* 

bound at the Pd top site. To make this comparison, the barrier for CH3* to desorb as a 

radical was calculated to be 1.51 eV without taking into account the substantial entropy 
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gain upon desorption of a CH3 radical. Using tabulated values the entropy of a free gas 

phase CH3 radical at 500 K is 1.12 eV.178 In contrast, the dissociation of CH3* into CH2* 

and H* involves only surface bound species for which the entropy change is expected to 

be small.Thus, CH3 radical formation is likely to occur at elevated temperatures and 

Au3Pd(111) may be a promising surface for the further investigation of non-oxidative 

methane activation and other non-oxidative dehydrogenation reactions. 

 
Figure 26. The potential energy diagram comparing the direct dissociation of methane on 

Au(111), Pd(111), and the two pathways of Au3Pd(111). The labels on the 
bottom of the plot indicate the compounds involved in the steps directly above. 

 

 The potential energy diagrams for the O-assisted, O2-assisted, OH-assisted, and 

OOH-assisted methane activation mechanisms in all four pathways are depicted in Figure 

27. In these diagrams, the distinction between the Au pathway and the Pd pathway on the 

Au3Pd(111) surface is most obvious in the O2-, OH-, and OOH-assisted mechanisms. For 

the two pathways of Au3Pd(111), the reference states are the same; the pre-adsorbed motifs 
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are adsorbed in their most favorable binding positions, which are on top of the Pd surface 

atom for O2*, OH*, and OOH*, and adjacent to the Pd surface atom in the fcc site for O*. 

In the initial states of the Pd pathway, however, the O2*, OH*, and OOH* must move away 

from the Pd site in order to allow the methane molecule to physisorb onto the Pd site, 

resulting in an endothermic energy change. In the O-assisted mechanism, since O* does 

not impede the physisorption of methane onto the Pd site, the O* does not have to move 

away from its reference state position. Therefore, there is no endothermic energy change 

associated with the first steps of the O-assisted mechanism on the Pd pathway of 

Au3Pd(111). 

 

Figure 27. Potential energy diagrams for CH4 activation via the (a) O-assisted mechanism; 
(b) O2-assisted mechanism; (c) OH-assisted mechanism; and (d) OOH-assisted 
mechanism on Au(111), Pd(111) and Au3Pd(111).  



68 
 

 The energetics of the O-assisted mechanism, illustrated in Figure 27a, shows that 

methane activation via this mechanism is more favorable on Au(111) than Pd(111), directly 

contrary to the results of the unassisted, direct dissociation mechanism. These results agree 

with prior reports on monometallic systems.171–173,177,179 These reports found that O* 

promoted the cleavage of the C-H bond on noble metals, such as Au, and exerts the opposite 

effect on more reactive metals, including Pd. Indeed, in our results, on Au(111), the O-

assisted mechanism gives a lower ETS (1.18 eV) in comparison to the direct dissociation 

mechanism’s ETS (1.90 eV), promoting the C-H bond dissociation, whereas on Pd(111), 

the O-assisted mechanism gives a higher ETS (1.38 eV) than the direct dissociation 

mechanism’s ETS (0.82 eV), inhibiting the dissociation. Meanwhile, the O-assisted 

mechanism via the Pd pathway and the Au pathway on Au3Pd(111) have similar values of 

ETS (1.24 eV vs. 1.25 eV). The reaction is nearly thermoneutral through the Au pathway 

(EFS = 0.04 eV) while it is more endothermic through the Pd pathway (EFS = 0.27 eV). This 

indicates that the reaction is thermodynamically favored when it proceeds through the Au 

pathway, which is advantageous since the resulting CH3* product resides on the Au top 

site, allowing for greater selectivity in methane upgrade reactions. Like their Au(111) and 

Pd(111) counterparts, the O-assisted mechanism following the Au pathway (ETS = 1.25 eV) 

promotes the activation of methane over the direct dissociation mechanism (ETS = 1.71 

eV), while in the Pd pathway, the presence of O* in the O-assisted mechanism (ETS = 1.24 

eV) slightly inhibits the direct dissociation mechanism (1.17 eV). 

 The O2-assisted mechanism, depicted in Figure 27b, begins with molecular oxygen 

bound on the Au top site of Au(111) and the Pd top site of Pd(111) and Au3Pd(111) in the 

respective reference states. Between the reference and initial states of the Pd pathway on 
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Au3Pd(111), the O2* must diffuse from the Pd top site to the Au top site so that methane 

can physisorb to the Pd site, resulting in an endothermic methane adsorption step of 0.19 

eV. Consequently, the Pd pathway on Au3Pd(111) yields the highest ETS value (1.50 eV) 

for the O2-assisted mechanism, and the Au pathway dominates on Au3Pd(111) due to its 

superior kinetics and thermodynamics. On the other hand, Pd(111) exhibits the lowest ETS 

(1.22 eV) for this mechanism, which is in contrast with the O-assisted mechanism, where 

the mechanism was favored for Au(111) over Pd(111). Similarly to the O-assisted 

mechanism though, the presence of O2* lowers the ETS on Au(111) and the Au pathway of 

Au3Pd(111) while raising the ETS on Pd(111) and the Pd pathway of Au3Pd(111), in 

comparison to the direct dissociation mechanism. In all cases, the final state comprises of 

a methyl and a hydroperoxyl located on surface top sites. 

 The OH-assisted mechanism, illustrated in Figure 27c, commences with OH* 

bound to the bridge sites on Au(111) and Pd(111) and the bridge site spanning the Pd and 

Au atoms on Au3Pd(111). In the Pd pathway of Au3Pd(111), the OH* must diffuse away 

from its original location adjacent to the Pd atom to a bridge site spanning two Au atoms 

to allow methane to physisorb to the Pd top site, resulting in an endothermic step of 0.07 

eV. In the OH-assisted mechanism on monometallic systems, Au(111) is favored over 

Pd(111), reminiscent of the O-assisted mechanism. Furthermore, the OH-assisted 

mechanism promotes methane activation over the direct dissociation mechanism on 

Au(111), while inhibiting methane activation on Pd(111). These results on the 

monometallic surfaces follow the trends found by others.172 On the Au3Pd(111) surface, 

the OH-assisted mechanism is kinetically favored in the Au pathway, where the ETS (0.84 

eV) is not only lower than its Pd pathway counterpart, but also outperforms the ETS of the 
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monometallic Au(111) surface. In contrast, although the Pd pathway yields a higher ETS, it 

yields a lower EFS because the H2O* product has no site preference on Au3Pd(111), and 

therefore the EFS is largely dependent on the binding energy of CH3*, which prefers the Pd 

top site. 

 Lastly, the OOH-assisted mechanism, shown in Figure 27d, initiates with OOH* 

bound to the top sites on the monometallic systems and the Pd top site of the Au3Pd(111) 

surface. In the Pd pathway of Au3Pd(111), OOH* diffuses to an hcp site surrounded by 

solely Au atoms, resulting in a large endothermic step of 0.47 eV and consequently the 

largest ETS value of 1.13 eV. Conversely, the overall mechanism on Au(111) is slightly 

exothermic and yields the lowest ETS value of 0.90 eV, indicating that Au(111) would be 

the preferred surface for OOH-assisted methane activation. Previous studies have also 

shown that the OOH* motif on Au is beneficial for other reactions, including the catalytic 

oxidation of CO.157 

The four motifs can be divided into whether they have one or two oxygen atoms. 

As previously discussed, the motifs containing only one oxygen atom, O* and OH*, have 

been previously examined to elucidate their roles in the promotional activation of C-H 

bonds.171–173,176,179 Meanwhile, to the best of our knowledge, no theoretical work has yet 

been reported on the promotional activation of C-H bonds using the motifs with two 

oxygen atoms, O2* and OOH*. To determine whether a motif containing one or two 

oxygen atoms is preferred, the dissociative activation of O2* to 2 O* is studied on all three 

surfaces, and their energy values are given in Table 1. As expected, on the monometallic 

surfaces, O2 activation is highly preferred on Pd(111) over Au(111) due to a lower 

activation energy barrier and its reaction exothermicity. These results are corroborated by 
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previous works that show that the dissociative chemisorption of O2 is facile on Pd(111) but 

is a highly activated process on Au(111).180–183 Meanwhile, the activation of O2 occurs over 

the Pd site of Au3Pd(111), with activation and reaction energies between those of the 

monometallic surfaces. 

Table 1. The activation and reaction energies of O2 dissociation on the three different 
surfaces. 
Surface ETS (eV) EFS (eV) 

Au(111) 1.68 0.56 

Pd(111) 0.78 -1.16 

Au3Pd(111) 1.29 0.20 

 

Assuming that O2 plays a role in the methane activation mechanisms on all three 

surfaces, the dissociation of O2* competes with the O2-assisted activation of methane. On 

Pd(111), the activation energy of the exothermic O2 dissociation (ETS = 0.78 eV) is lower 

than that of the endothermic O2-assisted activation of methane (ETS = 1.22 eV), indicating 

that the splitting of O2* to 2 O* will occur first. Therefore, the activation of methane on 

Pd(111) in the presence of O2 most likely proceeds via the direct or the O-assisted 

mechanism, depending on the O* coverage.175 Once the O* has been hydrogenated through 

the abstraction of H from methane, OH* could remain on the surface, and the OH-assisted 

mechanism becomes accessible. In contrast, on Au(111), the dissociation of O2 (ETS = 1.68 

eV) is less favorable than the O2-assisted activation of methane (ETS = 1.37 eV), indicating 

that on Au(111), the oxidative dissociation of methane is most likely initiated via the O2-

assisted mechanism and continue through the OOH-assisted mechanism. On Au3Pd(111), 

O2 dissociates over the Pd site (ETS = 1.29 eV and  EFS = 0.20 eV) and is more 
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thermodynamically favorable than the O2-assisted methane activation in the Au pathway 

(ETS = 1.34 eV and EFS = 0.58 eV), although it is kinetically competitive. Consequently, 

on Au3Pd(111), the oxidative dissociation of methane is expected to proceed through the 

O-assisted mechanism. The potential energy diagram of the most competitive oxidative 

dissociation mechanisms of methane to methyl and OH* or OOH* on the three different 

surfaces is shown in Figure 28. In addition, the unassisted, direct dissociation on Pd(111) 

and the O2-assisted mechanism on Au3Pd(111) are included for comparison. 

 

 

Figure 28. The potential energy diagram of the oxidative dissociation of methane pathways 
on Au(111), Pd(111), and Au3Pd(111), as well as the non-oxidative dissociation 
pathway on Pd(111). 
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The use of Au(111) for methane activation would be desirable because it binds 

CH3* weakly and therefore offers selectivity advantages towards upgraded products. 

Furthermore, in the oxidative activation of methane, the presence of any oxygen-based 

motif greatly lowers energy barrier that needs to be overcome. The inherent issue with the 

oxidative activation of methane, however, is that it there is poor interaction between 

oxygen and the Au(111) surface, as evidenced by the weak binding energies and previous 

literature.180–182,184,185 This is solved via the addition of the single Pd surface site, seen in 

the Au3Pd(111) surface. The binding energies of all oxygen species are stronger on the Pd 

site of the alloy than on pure Au(111), indicating that the presence of Pd allows for the 

adsorption and splitting of O2. Additionally, in all of the mechanisms, the Au pathway is 

preferred over the Pd pathway, which benefits the selectivity to partial oxidation products 

because it leaves the CH3* weakly bound to the Au top sites. As a result, the key role of 

monomeric Pd surface atoms in the Au3Pd(111) system is to bring oxygen to the noble Au 

surface while preventing the undesired, complete dehydrogenation of methane. 

When comparing the oxidative and non-oxidative dissociation mechanisms of 

methane, the Au(111) surface still prefers the O2-assisted mechanism over the non-

oxidative dissociation of methane due to the inherent inability of Au to cleave C-H bonds. 

On the Pd(111) surface the direct or O-assisted mechanism is most plausible depending on 

the O* coverage resulting from facile dissociative O2 adsorption. On Au3Pd(111), however, 

the preference is not so straightforward. The direct dissociation of methane on Au3Pd(111) 

via the Pd pathway is kinetically favored (ETS = 1.17 eV) over the splitting of O2 on the 

same surface (ETS = 1.29 eV), but the non-oxidative mechanism is much more endothermic 

(∆E = 1.01 eV) than the initial O2-splitting step of the oxidative one (∆E = 0.20 eV). 
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Regardless of which mechanism occurs, the presence of dilute amounts of Pd in an Au host 

is still highly desirable because the complete dehydrogenation of methane is unfavorable 

in both mechanisms; in the oxidative dissociation, since the mechanism follows the Au 

pathway, the resulting methyl group resides on the Au sites where it is less likely to further 

dissociate, whereas in the non-oxidative dissociation, the mechanism follows the Pd 

pathway, where the subsequent dehydrogenations of CHx have higher activation energy 

barriers than the first dehydrogenation of CH4 to CH3. 

 It is seemingly contradictory that Au(111), a surface that poorly dissociates the C-

H bond of methane in the non-oxidative mechanism, generally acts superiorly to the other 

surfaces when the pre-adsorbed motifs are present. Meanwhile, on Pd(111), where the non-

oxidative dissociation of methane is facile, the presence of oxygen moieties tends to hinder 

the catalytic dissociation of methane. The lower activation energy barriers exhibited by 

Au(111) when the O*, OH*, and OOH* pre-adsorbed motifs are available is due to the 

greater exothermic benefit on noble metals when the adsorbate is reduced.173 Since the 

adsorbates are weakly bound on the noble surface, they act as strong Brønsted bases, 

allowing for the easier abstraction of H from methane. This is prominently seen in the OH- 

and OOH-assisted mechanisms on Au(111), where the hydrogenation of the adsorbate 

results in the desorption of the product from the noble surface, leading to exothermic 

reaction energies. Thus, the binding strength of the pre-adsorbed motif is inversely related 

to the motif’s ability to catalyze the C-H bond scission; an endothermic adsorbate binding 

energy generally yields a more exothermic reaction energy. This relationship has been 

found for various other non-metal adsorbates, including B, C, N, P, S, and Se.172 This is 

also seen in the Au and Pd pathways of Au3Pd(111). The trends seen in the reactions via 



75 
 

the Au pathway mirror that of Au(111), while those seen on the Pd pathway show similar 

effects to those on Pd(111). 

 To understand the role of the oxygen moieties on the three surface, in Figure 29, 

the activation energy (ETS) is plotted against the change in energy when the surface or an 

adsorbate abstracts a hydrogen atom on Au(111), Pd(111), and both pathways of 

Au3Pd(111). The change in energy when an adsorbate adds a hydrogen atom will be 

referred to as ∆EX+H→XH and is calculated as ∆EX+H→XH = EXH – EX – EH, where EXH is the 

binding energy of the hydrided adsorbate, EX is the binding energy of the pre-adsorbed 

motif, and EH is the energy of a hydrogen atom calculated relative to the energies of gas-

phase water and oxygen, as calculated by Nørskov and coworkers.186 On the clean surfaces, 

where there are no pre-adsorbed motifs, EX is zero. Abild-Pedersen and coworkers have 

shown that ∆EX+H→XH holds an inverse relationship to EX when the adsorbate is a single 

adatom.172 Figure 29 shows that EA and ∆EX+H→XH are linearly related with two outliers, 

represented by circle markers, with one each on Pd(111) and the Pd pathway of 

Au3Pd(111). These two outliers are the unassisted, direct dissociation of methane on those 

two surfaces. Those two points are outliers because they do not have a “radical-like” 

transition state, which is defined by Nørskov and coworkers as a transition state where the 

methyl is not chemisorbed onto the surface.10 These two transition states are also the only 

two transition states where the atomic distance between the centers of the carbon atom and 

the nearest surface metal atom is less than 2.20 Å. Although the direct dissociations of 

methane on Au(111) and the Au pathway of Au3Pd(111) result in a final state where the 

methyls are bound to the Au(111) and the Au site on Au3Pd(111), the interaction of the 

methyl groups with the surface are so weak such that the transition state retained radical 
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behavior; Nørskov and coworkers also found that Au(111) was indeed a metal surface on 

which a radical-like TS was observed.10 As a result, the illustrated trendline, defined by the 

equation ETS = 0.56∆EX+H→XH + 0.95 with a mean absolute error (MAE) of 0.25, ignores 

the two outlier points and only considers the mechanisms where a radical-like TS is 

observed. Thus, following the linear relation, to decrease the intrinsically high activation 

energy barriers of dissociating methane, the surface requires a great exothermic change 

when a hydrogen atom is added. As we have seen, this may also involve pre-adsorbed 

motifs, where a weakly-bound adsorbate would take in a hydrogen atom with the greatest 

exothermic gain. This, again, is the greatest advantage of the inclusion of dilute Pd within 

the Au host; the Pd promoter draws adsorbates that would have otherwise bound too 

unfavorably to pure Au(111) without binding the adsorbates too strongly such that the 

system behaves like pure Pd(111). 

 

Figure 29. The linear scaling relation between the transition state energy (ETS) of all 
studied mechanisms and the change in energy when a hydrogen atom is added 
to a pre-adsorbed motif (ΔEX+H→XH). The two circle markers are outliers. 
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3.4. Conclusions 

On the unreconstructed Au3Pd(111) surface Pd atoms are fully surrounded by Au 

atoms and can therefore mimic certain features of a single-atom alloy comprised of a Pd 

promoter and an Au host. We compared the mechanisms of the non-oxidative and oxidative 

activation of methane on Au3Pd(111) with its monometallic counterparts, Au(111) and 

Pd(111). In the first step of the non-oxidative dissociation of methane, Au3Pd(111) exhibits 

initial activity similar to that of Pd(111), a surface that is non-selective to methane upgrade 

because it cleaves the C-H bonds of methane too easily and favors complete combustion 

or dehydrogenation of methane to coke. After the first dehydrogenation step of methane to 

methyl, however, Au3Pd(111) more resembles Au(111), where the subsequent 

dehydrogenation steps are more difficult than the first. Thus, Au3Pd(111) inherits both the 

high activity of Pd(111) and the high selectivity of Au(111) in the non-oxidative activation 

of methane. We also examined the role of four pre-adsorbed oxygenate motifs – O*, O2*, 

OH*, and OOH* – in the oxidative activation of methane. We found that while the 

adsorbates do greatly improve the C-H bond scission activity on Au(111), they bind poorly 

to the noble metal’s surface and therefore would not be present on the Au(111) surface in 

the first place. The inclusion of dilute amounts of monomeric Pd in the surface draws 

adsorbates to the weakly-binding Au, allowing the adsorbates to then facilitate the 

activation of methane. As an added bonus, since the adsorbates occupy the binding sites 

adjacent to the Pd atom, the resulting methyl product must bind to an Au site, where it is 

more favorable to undergo further chemistry. Lastly, we found that the binding strength of 

a pre-adsorbed motif is inversely related to its ability to facilitate the activation of methane, 

and we drew a linear scaling relation between the transition state energy of a methane 
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activation mechanism and the respective energy change when a surface or adsorbate 

abstracts a hydrogen atom from methane. These findings indicate that alloys containing 

dilute amounts of Pd in Au may be promising for methane activation and other catalytic 

dehydrogenation and selective oxidation reactions. Surprisingly, the role of the reactive 

metal is not necessarily to lower the C-H bond scission energy directly, but rather to bring 

oxygen moieties to the surface. Thus, the use of singly isolated reactive metals to increase 

the coverage of OxHy species as hydrogen abstraction sites is a promising strategy for 

methane upgrading and catalytic dehydrogenation or selective oxidation reactions. 
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Chapter 4. The Non-Oxidative Dehydrogenation of Methanol on 

the (100), (111), and (211) Facets of Ag 

 In Chapter 2, we confirmed the efficacy of single-atom alloys in breaking the strong 

triple bonds of N2 molecules. In Chapter 3, we published an article that established that 

single atoms can actively and selectively activate methane for further upgrade. In Chapters 

4, 5, and 7, we explore new strategies to improve upon the non-oxidative dehydrogenation 

of methanol to formaldehyde. In Chapter 4, specifically we explore the reactivity of 

different surface facets of silver crystals for the reaction. This lays the first-principles, 

density functional theory groundwork for the future rational design of Ag nanoparticles for 

this reaction. 

 

4.1. Introduction 

 Formaldehyde is a critical and commercially relevant chemical building block. 

Based on data estimates from the United States Bureau of Labor Statistics, the American 

Chemical Council estimated that formaldehyde and its chemical derivatives accounted for 

483 billion dollars in sales in 2014, or almost 3% of the United States gross domestic 

product in that year.187 These important chemical derivatives include various resins, 

plastics, and butanediol. Presently, a wide variety of industrial applications depend on the 

production of formaldehyde, including the construction, automotive, aviation, 

pharmaceutical, and cosmetic industries.188 

 Historically, formaldehyde has been produced industrially via the catalytic upgrade 

of methanol. Originally, silver gauze or crystals were used as dehydrogenation catalysts 

for the endothermic reaction CH3OH → CH2O + H2, which would be performed at 
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temperatures from 600-720°C and a pressure of 1 MPa.189 In many industrial cases, a co-

feed of air over the same catalysts and reaction conditions would promote the secondary, 

exothermic oxidation reaction CH3OH + ½O2 → CH2O + H2O. More recently, Johnson 

Matthey has implemented the FORMOXTM technology, which replaced the silver-based 

catalysts with MoO3-Fe2O3 catalysts.190 The FORMOXTM process, which runs under an 

excess of air, only promotes the selective oxidation reaction, but the process is run at 300-

400°C, with quantitative methanol conversion and selectivities above 90%. All of these 

reactions are run at high space velocities or low residence times to avoid the decomposition 

of formaldehyde. 

 While the FORMOXTM process operates at a lower temperature, which is beneficial 

for lower energy expenditures and the mitigation of corrosion, the non-oxidative 

dehydrogenation reaction is still highly desirable. As with other dehydrogenation reactions, 

the use of a great excess of air leads to higher capital and energy costs. Furthermore, the 

oxidation reaction’s waste gas containing trace amounts of formaldehyde is incombustible 

and therefore must be specially purified, whereas the non-oxidative dehydrogenation 

reaction’s byproduct hydrogen with trace formaldehyde can be burned as fuel.191 In 

addition, the mixture of the feedstreams of methanol and air and the product stream of 

water is flammable at certain ratios, raising up potential safety issues.192 Finally, the low-

temperature FORMOXTM oxide catalysts require excess air, which drives up utility costs; 

are more expensive than the traditional Ag catalysts; and cannot be regenerated on-site, 

unlike the Ag catalysts. Thus, there remains a heavy industrial push to continue studies on 

Ag catalysts, particularly on understanding the optimal catalyst nanoparticles for different 

operating conditions.192 In the review work by Millar and Collins, the authors lament that 
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“academic literature has focused on fundamental studies of catalyst mechanisms on silver 

catalyst but only rarely addressed problems which are industrially important such as … 

design of improved catalysts which are industrially viable [and] impact of catalyst 

poisoning and how to mitigate these effects.”192 

Our desire is to drive the rational design of industrial catalysts using a theoretical 

basis. Before we can even tackle the construction of a nanoparticle, we must first 

understand the catalytic reaction on an atomic scale. In this chapter, through first-principle 

approaches, we examine the non-oxidative methanol dehydrogenation on the (100), (111), 

and (211) facets of Ag crystals. We calculate all of the energetics of the elementary 

reactions that are relevant to the reaction to build an understanding that can be used in the 

spatial design of a catalyst in Chapter 5. 

 

4.2. Density Functional Theory Methods 

The periodic density functional theory (DFT) calculations were performed using 

the Vienna ab initio Simulation Package (VASP)93–96 in the Atomic Simulation 

Environment.97 The exchange-correlation effects were described by the Bayesian error 

estimation functional with van der Waals correction (BEEF-vdW)74 using an energy cutoff 

of 400 eV. The core and valence electrons were represented with the projected augmented 

wave (PAW) method.98,99 Gaussian smearing was used with Fermi temperatures of kbT = 

0.1 eV, and the electronic energies were subsequently extrapolated to 0 K. All geometries 

were optimized until the forces were less than the convergence criterion of 0.02 eV/Å. 

 Using an 11×11×11 k-point set, the optimized bulk lattice constant for Ag was a = 

4.222 Å, which is within 3% error with the experimental value of a = 4.086.193 All surfaces 
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were modeled as four-layered slabs with periodic (3×3) unit cells, and the bottom two 

layers were fixed to their bulk positions, while the top two layers were fully relaxed. Three 

surface facets were cut: Ag(100), Ag(111), and Ag(211). While the Ag(100) and Ag(111) 

facets are conventional surface cuts, the Ag(211) “facet” is the step site formed by the 

intersection of the Ag(100) and Ag(111) facets. The top and side views of the Ag(211) step 

are shown in Figure 30 below. In particular, the middle column in these two views 

constitute the step site. All surface models contained a vacuum distance of 20 Å between 

the slabs in the normal direction. The Brillouin zones for all surface models were sampled 

with a (4×4×1) Monkhorst-Pack k-point set.102  

 

Figure 30. (left) The top view of Ag(211). (right) The side view of Ag(211). 
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 There are multiple pathways that the non-oxidative dehydrogenation of methanol 

can follow on a surface. The pathways considered in this study are presented in the 

flowchart in Figure 31 below, where a symbol with one (*) indicates monodentate binding 

while a symbol with two (**) indicates bidentate binding onto the surface.  

 

Figure 31. A flowchart of possible and considered methanol dehydrogenation pathways 
on a metal surface. 

 
 

 In particular, the left-most branch of the flowchart in Figure 31 was most 

considered because the O-H bond is expected to break much easier than the C-H or C-O 

bonds. In this chapter, the following set of primary elementary dissociation reactions are 

examined: 

                                    Step 1: CH3OH* + * ↔ CH3O* + H*,                                       (33) 

                                     Step 2: CH3O* + * ↔ CH2O* + H*,                                         (34) 

CH3OH
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2H2 + CO

2H*+CH2O**

H2+CH2O

H2 + CHO* + H*
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H2+H2O+coke
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                                      Step 3: CH2O* + * ↔ CHO* + H*, and                                   (35) 

                                         Step 4: CHO* + * ↔ CO* + H*.                                           (36) 

In addition, while multiple byproduct formation pathways were considered and calculated, 

only one is reported in this chapter, where the C-H bond of methanol is broken rather than 

the O-H bond: 

                                 Step 5: CH3OH* + * ↔ CH2OH* + H*.                                       (37) 

Since there would be multiple H adatoms available on the surface, the recombination of 

hydrogen on the surface is given as 

                                             Step 6: 2H* ↔ H2* + *.                                                     (38) 

Finally, the adsorption and desorption of physisorbed species is considered: 

                                    Step 7: CH3OH (g) + * ↔ CH3OH*,                                          (39) 

                                      Step 8: CH2O (g) + * ↔ CH2O*,                                             (40) 

                                        Step 9: CO (g) + * ↔ CO*, and                                             (41) 

                                           Step 10: H2 (g) + * ↔ H2*.                                                  (42) 

The above reactions will be referred to by their Step number in this chapter. 

The binding energies are calculated with reference to the respective clean surfaces 

and the gas-phase energies of methanol and hydrogen. The activation energy barriers were 

calculated using the climbing image nudged elastic band (CI-NEB) method76 and the 

transition states were confirmed to be true saddle points using a vibrational analysis in the 

harmonic oscillator approximation, which showed one imaginary frequency along the 

reaction pathway. The free energies are calculated using the ASE Thermochemistry 

Module.97 
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4.3. Results 

4.3.1. Adsorption of Intermediates for the Dehydrogenation of Methanol 

 First, the binding energies of all intermediates for the primary pathway of the deep, 

non-oxidative dehydrogenation of methanol to CO were calculated. These binding 

energies, calculated with respect to gas-phase methanol and hydrogen, are provided below 

in Table 2. 

Table 2. The binding energies (eV) of all methanol dehydrogenation intermediates, 
calculated with respect to gas-phase methanol and hydrogen. 

Adsorbate Ag(100) Ag(111) Ag(211) 

CH3OH* 

(methanol) 

-0.24 -0.21 -0.34 

CH3O*  

(methoxy) 

0.10 0.38 0.30 

CH2O* 

(formaldehyde) 

0.87 0.88 0.80 

CHO* 

(formyl) 

1.68 1.81 1.68 

CO* 

(carbon monoxide) 

1.19 1.25 1.14 

H2* 

(dihydrogen) 

-0.05 -0.05 -0.06 

H* 

(hydrogen) 

0.47 0.42 0.40 
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 There are four closed-shell species that are expected to weakly bind onto all three 

Ag surfaces: methanol, formaldehyde, carbon dioxide, and dihydrogen. All four of these 

species physisorb onto the surface with similar binding energies, although the oxygenate 

closed-shell species do bind slightly stronger on the Ag(211) step. On the Ag(211) step, 

the oxygen atom of methanol and formaldehyde interact more strongly with the step, 

leading to a slightly stronger physisorption onto the step site. Regardless, when probing all 

possible adsorption sites for these four species, the binding energies remained relatively 

the same, and diffusion barriers for the physisorbed species were calculated to be near zero, 

indicating that there is no true preferential binding site for the physisorbed species. 

 For the chemisorbed species, in the dry dehydrogenation, methoxy and hydrogen 

are the most important ones. From the literature on dry dehydrogenation, the rate-

determining step of the dry dehydrogenation of methanol is the initial hydrogen bond 

scission.194,195 If Step 1 from CH3OH* + * → CH3O* + H* is indeed the rate-determining 

step, then the activation energy for that step must be lowered to achieve higher activities.  

 

4.3.2. Activation Energy Barriers for the Dehydrogenation of Methanol on Ag Facets 

 The activation energy barriers were calculated for each of the reactions listed in 

Chapter 4.2. Table 3 shows the activation energy barriers and reaction energies for Steps 

1-6 on the three facets. 
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Table 3. The activation energy barriers and reaction energies of Steps 1-6, in eV. 

 Ag(100) Ag(111) Ag(211) 

 EA ΔE EA ΔE EA ΔE 

Step 1 1.40 0.81 1.51 1.01 1.84 1.04 

Step 2 1.19 1.24 1.32 0.92 1.29 0.90 

Step 3 1.56 1.28 1.67 1.35 1.55 1.28 

Step 4 0.28 -0.02 0.56 -0.14 0.58 -0.14 

Step 5 2.25 1.90 2.32 1.87 2.26 1.80 

Step 6 0.60 -0.99 0.80 -0.89 0.87 -0.86 

 

 Almost all of the elementary dehydrogenation steps (Steps 1-5) are endothermic, 

following the general expectancy for dehydrogenation reactions. The lone outlier is Step 4 

on all facets, where the unstable formyl intermediate decomposes into the stably 

physisorbed CO adsorbate and a hydrogen adatom. Since hydrogen adatoms bind weakly 

to all three facets, the recombination of the adatoms to form H2 is very exothermic, but the 

recombination is not unactivated. On all three facets, the dehydrogenation of methanol to 

methoxy (Step 1) is more difficult than the dehydrogenation of methoxy to formaldehyde 

(Step 2), yet easier than the dehydrogenation of formaldehyde to formyl (Step 3). On all 

three facets, the formation of methoxy (Step 1) is much easier than the formation of 

CH2OH. From the bolded barriers in Table 3, Ag(100) is suggested to be the most active 

facet because it contains the lowest barrier for Step 1, while Ag(111) is the most selective 

facet because it contains the highest barrier for step 3. Many of these steps in Table 3, and 

Steps 2 and 4 in particular, show that a trendline cannot be drawn for a metal between 
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different surface facets, as a lower reaction energy in those steps do not necessarily yield a 

lower activation energy barrier. Nørskov and coworkers196 have suggested that different 

trendlines must be drawn for close-packed and stepped surfaces,197 and this strategy could 

also be used to break scaling relations.196 

To visually compare the reaction energies and the activation energies, the full 

dehydrogenation scheme (Steps 1-4) as well as the adsorption of methanol (Step 7) and 

desorptions of formaldehyde and CO (Steps 8 and 9) are drawn in the potential energy 

diagram depicted below in Figure 32. In this diagram, all adsorbed species are considered 

to be infinitely separated such that the binding energy of a state is equivalent to the sum of 

the binding energies of the adsorbates contained in that state. For instance, the binding 

energy of the (methoxy*+hydrogen*) state is equal to the sum of the binding energies of 

methoxy* and hydrogen*. The dehydrogenation of methanol to CH2OH is not shown in 

Figure 32 to improve readability. 
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Figure 32. The potential energy diagram for the deep dehydrogenation of methanol over 
Ag(100), Ag(111), and Ag(211), without any hydrogen desorption. 

 

 In Figure 32 above, the numbers above and below each step indicate the step 

numbers given in Chapter 4.2. The deep dehydrogenation of methanol to carbon monoxide 

over Ag(100), Ag(111), and Ag(211) is colored in blue, red, and green, respectively. The 

dotted black lines at Step 8 indicate the desired route, where the physisorbed formaldehyde 

desorbs to form gas-phase formaldehyde, ceasing the deep dehydrogenation to CO. The 

dashed colored lines at Steps 7 and 9 indicate the adsorption and desorption of methanol 

and CO, respectively. 

 In Figure 32, the hydrogen atoms that break off the methanol molecule are assumed 

to adsorb onto the surface without any recombinative desorption. The hydrogen adsorption 

therefore drives up the endothermicity of the reaction and causes the dashed line at Step 2 



90 
 

for Ag(100). In that step on that surface, the sum of the binding energies of the product of 

that elementary step is greater than the transition state energy of that step. Instead, if the 

hydrogen atoms are assumed to recombine and desorb without any barrier such that the 

hydrogen product species in each elementary reaction is ½H2 (g) rather than H*, then the 

potential energy diagram would be updated as the below Figure 33. 

 

Figure 33. The potential energy diagram for the deep dehydrogenation of methanol over 
Ag(100), Ag(111), and Ag(211), assuming that hydrogen adatoms recombine 
and desorb as H2 without a barrier. 

 

 In Figure 33, by removing the effects of hydrogen from the potential energy 

diagram, the transition state energy of the dissociation of methoxy to formaldehyde on 

Ag(100) can now be depicted. Since four H* atoms are now allowed to desorb into the gas 

phase at approximately 0.4 eV for each H*, approximately 1.6 eV of energy is gained on 
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each respective surface. In Figure 33, it also becomes clear that the first two steps of the 

dehydrogenation of methanol to formaldehyde is favored on the Ag(100) surface. The 

undesired dehydrogenation of physisorbed formaldehyde to formyl remains unfavorable in 

comparison to the desorption of the physisorbed formaldehyde to the gas phase on all three 

facets. 

 

4.3.3. Methanol Dehydrogenation on Ag Facets in Microkinetic Modeling 

 To understand how the differences in energetics plays a role at higher temperatures 

and pressures, a microkinetic model was implemented.103 Steps 1-10 in Chapter 4.2 were 

included in the microkinetic model, and the model was run for temperatures from 600-1000 

K and pressures of 1-9 bar. The inlet gas concentrations were varied, but the highest activity 

was obtained when the feed was pure methanol. The frequencies used in the model were 

obtained through vibrational frequency calculations on the adsorbates and the transition 

states of the dehydrogenation steps. Entropy corrections were applied in the model using 

the Shomate equation for the gas-phase molecules and the harmonic approximation for the 

adsorbates and transition states.97 Figure 34, 35, and 36 below show the production rates, 

in units of s-1, of the three main products on Ag(100), Ag(111), and Ag(211), respectively. 
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Figure 34. The production rates (s-1) of formaldehyde, carbon monoxide, and hydrogen 
gas on Ag(100). 

 

 
Figure 35. The production rates (s-1) of formaldehyde, carbon monoxide, and hydrogen 

gas on Ag(111). 
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Figure 36. The production rates (s-1) of formaldehyde, carbon monoxide, and hydrogen 

gas on Ag(211). 
 

 From Figures 34, 35, and 36, with increasing temperatures and pressures, more 

formaldehyde is formed, alongside more undesired CO. From the color map and contours 

of the three figures, the production rates of formaldehyde for the three surfaces go in the 

order of r(100) > r(111) > r(211). This can be seen below in Table 4, where the production rates 

of formaldehyde and CO at the typical process conditions of 1 bar and 800, 850, and 900 

K are presented. 
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Table 4. The turnover frequencies in s-1 of formaldehyde and CO at 1 bar and varying 
temperatures. 

 Ag(100) Ag(111) Ag(211) 

Temperature CH2O CO CH2O CO CH2O CO 

800 K 4.9e-2 3.3e-14 1.0e-2 1.6e-13 1.2e-3 1.6e-13 

850 K 1.3e-1 2.7e-13 3.1e-2 1.7e-12 4.4e-3 2.1e-12 

900 K 3.2e-1 1.8e-12 8.2e-2 1.4e-11 1.4e-2 2.1e-11 

 

 Table 4 confirms that for formaldehyde production, r(100) > r(111) > r(211). This also 

confirms an experimental study by Kourouklis and Nix who found that Ag(100) was the 

most reactive surface of the ones studied in this work.198 In their work, they also examined 

the coverage of methanol and other intermediates on their Ag surfaces and found none at 

temperatures up to 600 K; they did not study higher temperatures. The coverage of 

methanol on Ag(100) at the temperatures and pressures of this study is shown below in 

Figure 37. 

 

Figure 37. The coverage of methanol on Ag(100) on a logarithmic scale. 
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 The coverages shown in Figure 37 are displayed on a logarithmic scale, so at 600 

K and 1 bar, which are the upper bounds of the conditions in the work by Kourouklis and 

Nix,198 the coverage of methanol on the Ag(100) surface has an order of magnitude of 10-

4. The other intermediates have zero coverage as well, and the surfaces of the other Ag 

facets are empty too. 

 Finally, the degree of rate control, developed by Campbell et al., can also be 

gleamed from the microkinetic model.199–201 The degree of rate control for any species i is 

given as 

                                                     𝑋𝑋𝑖𝑖 = (𝜕𝜕(ln 𝑟𝑟)

𝜕𝜕�
−𝐺𝐺𝑖𝑖
𝑅𝑅𝑅𝑅 �

)𝐺𝐺𝑗𝑗≠𝑖𝑖.                                                        (43) 

In the above equation, r is the production rate of the product of interest, Gi is the Gibbs free 

energy of species i, Gj is the Gibbs free energy of species j, R is the gas constant, and T is 

the temperature. A positive degree of rate control indicates that the production rate will 

increase if the energy of the species is decreased or made more stable, whereas a negative 

degree of rate control indicates that the production rate would decrease if the species was 

made less stable. This then allows for the determination of the rate-determining step, which 

would be unclear by simply analyzing the energetics; while Step 1 has the highest 

activation energy barrier in the methanol-to-formaldehyde process, Step 2 has the highest 

apparent activation energy and energetic span.124 From the microkinetic models, the degree 

of rate control is +1 for the transition state of Step 1, indicating that the first 

dehydrogenation step is the rate-determining step in the process. Thus, any future work 

performed to improve the activity of Ag catalysts for the non-oxidative dehydrogenation 

of methanol to formaldehyde would need to focus on improving the first dehydrogenation 

step. 
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4.4. Conclusion 

 In this chapter, the non-oxidative dehydrogenation of methanol to formaldehyde 

was investigated on the (100), (111), and (211) facets of a Ag crystal using first-principles 

density functional theory calculations. The deep dehydrogenation of methanol to carbon 

dioxide and other undesired, secondary elementary steps were also explored. From the 

adsorption studies of the intermediates and the calculated kinetics and thermodynamics in 

the comparative potential energy diagrams, the energetics suggest that Ag(100) is the most 

promising surface for the methanol-to-formaldehyde reaction. The undesired deep 

dehydrogenation reaction was also found to be highly unfavorable. The energetics were 

input into a microkinetic model, which confirmed that Ag(100) is the most active facet of 

the three studied facets, followed by Ag(111) and then Ag(211). Interestingly, the 

coverages of all intermediates and adsorbates were near zero on all surfaces at all 

temperatures and pressures. Finally, a study of the degree of rate control indicated that the 

rate-determining step for the non-oxidative dehydrogenation of methanol to formaldehyde 

is the first hydrogen abstraction step to form methoxy. This would suggest that any future 

studies to improve this specific reaction should target the first hydrogen bond scission. 
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Chapter 5. The Terrace Model in Kinetic Monte Carlo 

Simulations for the Development of an Optimal Catalyst for 

Methanol Dehydrogenation 

 In Chapter 4, we elucidated the kinetics and thermodynamics of the methanol 

dehydrogenation reaction on the Ag(100), Ag(111), and Ag(211) surface facets using first-

principles density functional theory. From these calculations, we can begin to build a 

spatially optimized catalyst nanoparticle for the reaction and industrial operating 

conditions. We have developed a design paradigm that uses these calculations that predicts 

an optimal nanoparticle size, shape, and promoter metal for any given reaction; this design 

paradigm is summarized in Figure 38 below. 

 

Figure 38. A design paradigm that uses first-principles density functional theory 
calculations and inputs them into a “terrace model” of a kinetic Monte Carlo 
simulation to optimize a catalyst nanoparticle size, shape, and promotion. 
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 In our research strategy, we use our first-principles DFT calculations on our pure 

metal surfaces and input them into a “terrace model” in a kinetic Monte Carlo (KMC) 

simulation. The KMC simulation allows for the optimization of the nanoparticle shape and 

size. Then, we can perform further DFT calculations on surfaces that are modified by 

single-atom promoters in the single-atom alloy surface geometry. The DFT values on the 

SAAs are then input into new KMC simulations, where we can confirm the effectiveness 

of the promoter metal and if the catalyst nanoparticle shape and size remains optimal for 

the reaction conditions. 

 In this chapter, we use the energetics obtained in Chapter 4 to perform the first two 

steps, the optimization of size and shape, of our Ag catalyst nanoparticles. A terrace model 

is created in our KMC simulations and we determine an ideal Ag catalyst nanoparticle for 

methanol dehydrogenation. 

 

5.1. Introduction 

 First-principles DFT calculations offer valuable insight into the energetics of a 

reaction, but kinetic models are needed to translate energetic data into an understanding of 

reaction rates, production rates, rate control, and turnover frequencies. In Chapter 4, we 

used microkinetic models (MKM) to estimate the reactivity of the (100), (111), and (211) 

surface facets of Ag. MKM models have been used heavily for describing heterogeneous 

catalyst surfaces, and relevantly for this work, the study of methanol dehydrogenation over 

Pt(111),195,202–204 Rh(111)205, and Ni(100)206 as well as the partial oxidation of methanol 

over silver surfaces,207–209 Pd surfaces,210 Ir(111),211 Pt3Sn(111),212 and MoO3(010).213 The 
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MKM models, however, do have one considerable drawback that prevent its use in our 

predictive work for the design of an optimal catalyst size and shape. 

 Although MKM models are computationally efficient, one of the reasons they are 

efficient is because they take a mean-field approximation with regards to spatial 

correlations in the surface adlayer.214 The mean-field approximations cause two different 

estimations to study. First, diffusion barriers are typically found to be lower than expected 

in MKM models because the models implicitly consider diffusion to be fast in order to 

yield perfect mixing for mean-field approximations.215 In the terrace model later presented 

in Chapter 5.2, a kinetic model must be able to accurately describe the diffusion of adsorbed 

intermediates such as methoxy or H adatoms not only across one surface, but between 

surfaces facets as well. Furthermore, if single-atom alloy surfaces are to be considered, 

such as in the third step of the design paradigm presented in Figure 38 and in Chapter 7 of 

this dissertation, the diffusion of an adsorbate away from a promoter atom must be well-

represented. The breakdown of the mean-field approximation due to underestimated 

diffusion barriers has been shown to lead to an overestimation of turnover frequencies of 

two orders of magnitude in MKM models. 

 The mean-field approximation that is used in MKM models also leads to difficulty 

in accurately describing lateral interactions between adsorbates. Lateral interactions occur 

when two adsorbates are present near each other and are energetically affected by each 

other. Although we expect that lateral interactions will play a minimal effect on this 

reaction due to low surface coverages seen in the MKM models in Chapter 4 and literature 

experiments,198 if we intend to extend our catalyst design paradigm to other catalytic 
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reactions and surfaces, we must be able to account for lateral interactions in our kinetic 

models. 

 The lattice-based kinetic Monte Carlo (KMC) simulations, first attributed to Bortz 

et al.,216 has similar origins to the MKM models. Both MKM and KMC originate and utilize 

the Markov master equation, which describes the time evolution of a catalytic system.214 

Where they differ, however, is the treatment of the Markov master equation. MKM models 

apply a system-size expansion and mean-field approximations, which considers the 

behavior of the Markov master equation at large lattice sizes. MKM models, then, can use 

ordinary differential equations to describe surface coverages.217 On the other hand, KMC 

simulations individually treat events with stochastic realizations that follow the Markov 

master equation.125,127,218 Thus, all diffusion events and lateral interactions are explicitly 

treated by KMC. While computationally expensive, this gives a more accurate description 

of any catalyst surface, which is desired for our terrace model. For further insight and 

explanations of the algorithmic details of KMC, the work by Chatterjee and Vlachos is 

highly recommended.125 

 First-principles KMC simulations have been performed in a variety of systems. 

Relevantly to the work in this study, KMC simulations have been performed for the non-

oxidative dehydrogenation of methanol on Cu(100)219 and Pd(211),220 the partial oxidation 

of methanol on Cu(110),221,222 and both the non-oxidative and oxidative mechanisms on 

ZnCu(111).223 In this chapter, we examine the non-oxidative dehydrogenation on three 

surface facets of Ag catalysts, both individually and altogether in one terrace model. 
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5.2. Density Functional Theory and Kinetic Monte Carlo Methods 

 The periodic density functional theory (DFT) calculations were performed using 

the Vienna ab initio Simulation Package (VASP)93–96 in the Atomic Simulation 

Environment.97 The exchange-correlation effects were described by the Bayesian error 

estimation functional with van der Waals correction (BEEF-vdW)74 using an energy cutoff 

of 400 eV. The core and valence electrons were represented with the projected augmented 

wave (PAW) method.98,99 Gaussian smearing was used with Fermi temperatures of kbT = 

0.1 eV, and the electronic energies were subsequently extrapolated to 0 K. All geometries 

were optimized until the forces were less than the convergence criterion of 0.02 eV/Å. 

 Using an 11×11×11 k-point set, the optimized bulk lattice constant for Ag was a = 

4.222 Å, which is within 3% error with the experimental value of a = 4.086.193 All surfaces 

were modeled as four-layered slabs with periodic (3×3) unit cells, and the bottom two 

layers were fixed to their bulk positions, while the top two layers were fully relaxed. Three 

surface facets were cut: Ag(100), Ag(111), and Ag(211). While the Ag(100) and Ag(111) 

facets are conventional surface cuts, the Ag(211) “facet” is the step site formed by the 

intersection of the Ag(100) and Ag(111) facets. All surface models contained a vacuum 

distance of 20 Å between the slabs in the normal direction. The Brillouin zone for all 

models were sampled by a (4×4×1) Monkhorst-Pack k-point set.102  

In this chapter, the following set of primary elementary dissociation reactions are 

examined: 

Step 1: CH3OH* + * ↔ CH3O* + H*,                                       (44) 

                                     Step 2: CH3O* + * ↔ CH2O* + H*,                                         (45) 

                                      Step 3: CH2O* + * ↔ CHO* + H*, and                                   (46) 
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                                         Step 4: CHO* + * ↔ CO* + H*.                                           (47) 

In addition, while multiple byproduct formation pathways were considered and calculated, 

only one is reported in this chapter, where the C-H bond of methanol is broken rather than 

the O-H bond: 

                                 Step 5: CH3OH* + * ↔ CH2OH* + H*.                                       (48) 

Since there would be multiple H adatoms available on the surface, the recombination of 

hydrogen on the surface is given as 

                                             Step 6: 2H* ↔ H2* + *.                                                     (49) 

Finally, the adsorption and desorption of physisorbed species is considered: 

                                    Step 7: CH3OH (g) + * ↔ CH3OH*,                                          (50) 

                                      Step 8: CH2O (g) + * ↔ CH2O*,                                             (51) 

                                        Step 9: CO (g) + * ↔ CO*, and                                             (52) 

                                           Step 10: H2 (g) + * ↔ H2*.                                                  (53) 

The above reactions will be referred to by their Step number in this chapter. 

The binding energies are calculated with reference to the respective clean surfaces 

and the gas-phase energies of methanol and hydrogen. The activation energy barriers were 

calculated using the climbing image nudged elastic band (CI-NEB) method76 and the 

transition states were confirmed to be true saddle points using a vibrational analysis in the 

harmonic oscillator approximation, which showed one imaginary frequency along the 

reaction pathway. The free energies are calculated using the ASE Thermochemistry 

Module.97  

To execute our kinetic Monte Carlo (KMC) simulations, we used the Zacros 

package developed by Stamatakis.126,224 Within graph theoretical kinetic Monte Carlo,126 
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the catalyst surface is represented in three different zones with periodic boundary 

conditions, as depicted in Figure 39 below. The first zone, depicted in blue, represents the 

lattice of the Ag(100) surface. In the (100) zone, the atoms are set in a rectangular matrix, 

where each atom is 4-fold coordinated. The second zone, depicted in red, represents the 

lattice of the Ag(211) surface. In the (111) zone, the atoms are set in a hexagonal matrix, 

where each atom is 6-fold coordinated. The terrace lengths of each of the first two zones 

can by varied by the number of atoms. The terrace length of the (100) zone will be denoted 

by x and the terrace length of the (111) zone will be denoted by y, in the form of [x × y]. 

For example, a lattice that is [7 × 9] will have a (100) terrace length of 7 atoms and a (111) 

terrace length of 9 atoms. The (100) and (111) terraces are separated by one column of 

Ag(211) step sites. The heights of the terraces and the step column are set at 8 atoms and 

kept equal throughout these simulations. By creating this terrace model, we expect to 

determine the optimal lengths for the (100) and (111) terraces. These values would then 

allow for the rational design of an optimal nanoparticle size and shape. 
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Figure 39. The terrace model implemented in the KMC simulations. 
 

 In addition to Steps 1-10 above, the diffusion of adsorbates may play a considerable 

role in the kinetics of the overall reaction. In this model, we do not consider the diffusion 

of the physisorbed species (methanol, formaldehyde, CO, and H2) because they can readily 

adsorb and desorb, nor do we consider formyl or CH2OH diffusion. Thus, the two diffusion 

steps in this model are 

                                           Step 11: CH3Oa* ↔ CH3Ob*,                                              (54) 

and  

                                                  Step 12: Ha* ↔ Hb*,                                                     (55) 

where a and b are two different sites on the same surface facet. Diffusion between the 

different surface facets should be considered as well, but due to the difficulty in modeling 

a surface to calculate these values in DFT, the diffusion barrier for methoxy and the 
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hydrogen adatom is assumed to be equivalent to the highest same-surface diffusion barrier 

of the three surface facets. 

 The kinetics of all the reactions (Steps 1-12) must be input into the KMC 

simulation. The input parameters included in this study are a pre-exponential and an 

activation energy. There are two ways to describe the kinetics of the reactions in this 

chapter. For surface-mediated reactions, such as the dehydrogenation reactions (Steps 1-6) 

and the diffusion reactions (Steps 11-12), the reaction kinetics follows the Arrhenius 

expression. From transition state theory, the rate of a reaction can be defined as 

                                                𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑘𝑘𝐵𝐵𝑇𝑇
ℎ

exp (− ∆𝐺𝐺⧧

𝑘𝑘𝐵𝐵𝑇𝑇
),                                                  (56) 

where krxn is the rate of the reaction, kB is the Boltzmann constant, T is the temperature in 

Kelvin, h is Planck’s constant, and ΔG⧧ is the difference in Gibbs free energies of the 

transition state and the initial state, or the Gibbs activation energy. The pre-exponential 

term is then 

                                                             𝐴𝐴𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑘𝑘𝐵𝐵𝑇𝑇
ℎ

,                                                        (57) 

where Arxn is the pre-exponential term that is used in the input file. Meanwhile, the 

exponential term from Equation 56 can be rewritten as  

                                         exp (− ∆𝐺𝐺⧧

𝑘𝑘𝐵𝐵𝑇𝑇
) = 𝑄𝑄⧧

𝑄𝑄𝑟𝑟𝑟𝑟𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛
exp (− ∆𝐸𝐸⧧

𝑘𝑘𝐵𝐵𝑇𝑇
),                                     (58) 

where Q⧧ and Qreactant are the quasi-partition functions of transition states and reactants, 

respectively, and ΔE⧧ is the zero-point corrected activation energy.127 Furthermore, in a 

surface-mediated reaction, the ratio of vibrational partition functions is approximately 

unity.127 Therefore, the reaction rate can be re-written as  

                                                𝑘𝑘𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑘𝑘𝐵𝐵𝑇𝑇
ℎ

exp (− ∆𝐸𝐸⧧

𝑘𝑘𝐵𝐵𝑇𝑇
),                                                  (59) 
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and the activation energy needed for Zacros is the ΔE⧧ value. 

 The adsorption and desorption of molecules (Steps 7-10) must be treated 

differently. Although there is no activation energy for these processes, a pre-exponential 

for the adsorption must be given, as well as a pre-exponential ratio of the forward and 

reverse reactions to dictate the kinetics of the desorption of the molecule. In the non-

activated adsorption of a species onto the surface, the adsorption rate constant is estimated 

from collision theory. Since the exponential term is unity due to a zero activation energy, 

the pre-exponential for the adsorption of a species is equal to 

                                                      𝐴𝐴𝑎𝑎𝑎𝑎𝑎𝑎 =  𝑝𝑝∗𝐴𝐴𝑆𝑆𝑆𝑆
�2𝜋𝜋𝜋𝜋𝑘𝑘𝐵𝐵𝑇𝑇

,                                                      (60) 

where Aads is the adsorption pre-exponential, p is the pressure, ASA is the surface area, and 

m is the mass of the species.127 Through partition functions, the pre-exponential ratio is 

equal to 

                                                         𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = exp (∆𝑆𝑆
𝑘𝑘𝐵𝐵

),                                                   (61) 

where ΔS is the change in entropy when the species is adsorbed onto the surface. The 

change in entropy, then, is equal to the entropy of the adsorbate minus the gas-phase 

entropy. The gas-phase entropy of methanol, formaldehyde, CO, and H2 are calculated 

using the Shomate Equation, and the entropy of the adsorbate is estimated using the relation 

of Campbell.225 

 Lastly, an important feature of KMC is the ability to consider spatial features, 

including lateral interactions between different adsorbates. To extract the interaction 

energy between two species, the pairwise interactions between the adsorbates in Figure 40 

are considered. 
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Figure 40. All combinations of pairwise interactions considered for lateral interactions. 
 

To perform this calculation, each pair of adsorbates was placed in their most-favorable 

binding position and positioned so that they were approximately one Ag atomic distance 

away. The adsorbates were allowed to relax and geometrically optimize, and the final 

energy was obtained. The surface energy and the individual binding energies of the 

constituent adsorbates from the final energy to yield the interaction energy. An interaction 

energy that was negative indicated that the pair became more stable when they were in 

close proximity, whereas a positive interaction energy indicated that the pair became less 

stable in close proximity. These calculations were performed on the Ag(100) and Ag(111) 

surfaces, and the interaction energies were input as “clusters” into Zacros. When clusters 

of adsorbates came together, the interaction energies would be considered. Due to the sheer 

number of values considered for the interaction energies, the interaction energies will be 

listed in the Appendix. 

 

 

 

 

 



108 
 

5.3. Results 

5.3.1. Calculation of Free Energies 

 The free energies of all gas-phase molecules at standard pressure and adsorbates 

were calculated through the ASE Thermochemistry module in the ideal gas and harmonic 

limits, respectively.97 The temperature considered for the calculations of the free energies 

was 700°C, or the industrial reaction temperature. The binding energies of the adsorbates 

were calculated and are tabulated in Table 5 below. In Table 5, the surface energies of 

Ag(100), Ag(111), and Ag(211) were assumed to be unaffected by any temperature change. 

 In Table 5 below, the binding energies of methanol, methoxy, dihydrogen, and 

hydrogen considerably weakened, while formaldehyde, formyl, and carbon monoxide 

bound considerably stronger in comparison to the DFT energies in Chapter 4.3.1. Likewise, 

the free energies of the transition states were also calculated. Then, in Table 6, the DFT 

activation energy barriers are compared to the free energy barriers for the reactions 

involving hydrogen, or Steps 1-6. 
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Table 5. The binding free energies (eV) of all methanol dehydrogenation intermediates, 
calculated with respect to the free energies of gas-phase methanol and hydrogen. 

 
Adsorbate Ag(100) Ag(111) Ag(211) 

CH3OH* 

(methanol) 

0.89 0.87 0.88 

CH3O*  

(methoxy) 

0.84 1.24 1.13 

CH2O* 

(formaldehyde) 

0.08 0.51 0.65 

CHO* 

(formyl) 

0.80 0.82 0.73 

CO* 

(carbon monoxide) 

-0.68 -0.89 -0.74 

H2* 

(dihydrogen) 

0.92 0.30 0.48 

H* 

(hydrogen) 

0.99 0.99 0.95 
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Table 6. The DFT activation energy barriers (EA) and the Helmholtz free energy barriers 
(EA_F) of Steps 1-6, in eV. 

 Ag(100) Ag(111) Ag(211) 

 EA EA_F EA EA_F EA EA_F 

Step 1 1.40 1.72 1.51 1.85 1.84 1.96 

Step 2 1.19 1.05 1.32 0.94 1.29 1.01 

Step 3 1.56 2.09 1.67 1.77 1.55 1.59 

Step 4 0.28 0.24 0.56 0.43 0.58 0.51 

Step 5 2.25 2.35 2.32 2.38 2.26 2.40 

Step 6 0.60 0.65 0.80 0.69 0.87 0.68 

 

In Table 6 above, Steps 1, 3, and 5 see an increase in the activation energy barriers 

at higher temperatures, while Steps 2 and 4 see lower activation energy barriers at higher 

temperatures. This is due to entropy. In Steps 1, 3, and 5, a physisorbed molecule must 

chemisorb and dissociate into two bound states, which is unfavorable entropically at high 

temperatures. On the other hand, in Steps 2 and 4, a bound state becomes an unbound 

physisorbed adsorbate, which causes a gain in entropy. A free energy diagram that assumes 

that all hydrogen adatoms immediately recombine and desorb is presented in Figure 41 

below. 
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Figure 41. The free energy diagram for the deep dehydrogenation of methanol to CO, 
assuming that all hydrogen products recombine and desorb without barrier. 

 

 In Figure 41, the entire reaction from methanol to adsorbed CO, as well as the 

desired reaction to form formaldehyde, becomes exergonic at 700°C. If the adsorption of 

hydrogen remains considered such that the hydrogen adatoms do not recombine and desorb 

as H2, the reaction becomes highly endergonic. The Ag(100) seems to remain the preferred 

surface for the reaction, with the lowest barriers in Steps 1 and 2, as well as a prohibitive 

activation energy barrier in the undesired Step 3. In this figure, the desorption of 

formaldehyde is much more favorable, as it physisorbs unfavorably to all three surfaces. 

To compare with a potential energy diagram using only DFT energies, see Figure 33 in 

Chapter 4.3.2. 
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5.3.2. Ag(100) and Ag(111) in Kinetic Monte Carlo 

 First, the rates of adsorption and desorption are calculated following the methods 

given in Chapter 5.2. The rates are dependent on the surface areas of the different facets. 

For the Ag(100) and Ag(111) surfaces, the rates were calculated with the assumption that 

the terraces were five atoms high and 20 atoms wide, or 100 atoms total. Based on the 

calculated lattice constant of a = 4.222 Å, the surface area of the Ag(100) terrace was 1783 

Å2, while the surface area of the Ag(111) terrace was 1544 Å2. The pre-exponentials and 

pre-exponential ratios of the four major adsorbates on Ag(100) and Ag(111) at 700°C are 

given below in Table 7. 

Table 7. The pre-exponential A (in s-1) and prefactor ratio r (unitless) for the adsorption of 
the four major adsorbates on Ag(100) and Ag(111). 
 Ag(100) Ag(111) 

Adsorbate A r A r 

CH3OH 2.66e10 2.85e-7 2.30e10 2.85e-7 

CH2O 2.75e10 1.88e-6 2.38e10 1.88e-6 

CO 2.84e10 8.05e-6 2.46e10 8.05e-6 

H2 1.06e11 9.44e-5 9.18e10 9.44e-5 

 

 For the Ag(211) step, in the terrace model, only a single column of these edge sites 

exist. Therefore, the rate of adsorption of the molecules on the Ag(211) step sites was 

assumed to be equal to 1/20th of the values for the Ag(100) site. For all sites, the pre-

exponential ratio remains consistent because it is dependent on the gas-phase entropy of 

the adsorbate calculated through the Shomate equation, as well as an assumed adsorbate 

entropy following Campbell’s relation.225 
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 The binding energies and interaction energies are input into the simulations as 

clusters for all three facets. The interaction energies between the Ag(211) step and the 

terrace sites are omitted due to the difficulty in describing the interaction between an 

adsorbate on the step site and an adsorbate on either the Ag(100) or Ag(111) terrace. The 

adsorption/desorption pre-exponential and pre-exponential ratios, as well as the reaction 

pre-exponentials and zero-point corrected activation energies, are input into the 

mechanism, which includes Steps 1-12 from Chapter 5.2 on all three facets.  

 First, the calculations were run on just the Ag(100) and Ag(111) terraces separately. 

After the first trial calculations, it was apparent that three mechanisms dominated the 

computational time for the model. The first was the immediate adsorption and desorption 

of methanol. Due to entropic effects and the lack of interaction of methanol with the surface 

of Ag, the desorption of methanol was favored over the adsorption of methanol, so any 

methanol adsorbed onto the surfaces immediately desorbed back into the gas-phase. In 

addition, the rates of adsorption and desorption are orders of magnitude higher than the 

rate of dissociating physisorbed methanol into methoxy. Therefore, the heavy majority of 

the computational time was used in calculating simply the adsorption/desorption behavior 

of methanol. To remedy this, it was assumed that the adsorption of methanol was 

automatically dissociative with a barrier equivalent to the barrier for dehydrogenating 

physisorbed methanol to methoxy. In addition, to further encourage the adsorption of 

methanol, the pressure was increased to 10 bar, despite industrial reactions occurring at 

atmospheric pressure. While this does not necessarily reflect real adsorption of methanol, 

it drastically reduced the computational expense needed to see any surface mechanisms. 
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 After the adsorption of methanol was fixed, the second and third mechanisms that 

dominated computational time were the surface diffusions of hydrogen adatoms and 

chemisorbed methoxy. The diffusion barriers for the two adsorbates are so low that the 

surface mechanisms were dominated by adsorbate hopping. Furthermore, since the 

coverages of hydrogen were low and two hydrogen adatoms sitting in adjacent sites are 

needed to desorb as H2, it became very difficult unlikely for the hydrogen adatoms to 

randomly “find” each other. Likewise, since the diffusion of methoxy had a much higher 

rate than the dissociation of methoxy into formaldehyde, minimal dissociation was seen. 

To decrease the dominance of diffusion events and lower computational expense for 

meaningful events to occur, the diffusion barriers for both adsorbates were artificially 

increased. First, both the methoxy and hydrogen adatom diffusion barriers were first 

increased to 0.75 eV, then to 1.00 eV. The resulting turnover frequencies are presented in 

Table 8 below. 

Table 8. The turnover frequencies, in s-1, of Ag(100) and Ag(111) when the diffusion 
barriers of methoxy and H are artificially increased. 

Diffusion Barrier of 

CH3O* and H* (eV) 

Turnover Frequency on 

Ag(100) 

Turnover Frequency on 

Ag(111) 

0.75 1.50±0.05 0.69±0.01 

1.00 2.03±0.02 0.78±0.01 

  

 On both surfaces, the increase in diffusion barrier led to a higher production rate of 

formaldehyde, although this was more pronounced on the Ag(100) surface. To improve 

computational efficiency, the diffusion barriers were selected to be 1.00 eV in the rest of 

this chapter. For comparison, in the microkinetic modeling (MKM) results in Chapter 4.3, 
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the turnover frequencies on the same surfaces at 1000 K and 9 bar were 13.6 and 4.0 s-1, 

respectively. Discrepancies between the two kinetic models may be due to factors such as 

forced dissociative adsorption in the KMC model, the ability to diffuse between sites in the 

KMC model, and the inability of the MKM to consider discrete adsorbate-adsorbate 

interactions. It is believed that the largest source of discrepancy comes from the diffusion 

of adsorbates, which is absent on the MKM model. While the absolute error between the 

two kinetic models are quite large, it remains promising that the turnover frequencies 

follow the same trend where the Ag(100) surface is expected to promote the formation of 

formaldehyde over Ag(111). 

 Kinetic Monte Carlo can be useful for the determination of coke formation and 

deactivation.226–228 Often, modelers would run their reactions at long times to determine 

when selectivity or rates change. The Ag(100) and Ag(111) surfaces were simulated to 2e6 

seconds, or more than 23 days, but there was no change whatsoever to the production rates 

of any of the products. An examination of the coverages indicated that there was no buildup 

of surface coverage whatsoever in KMC, which corresponds with what MKM and 

experimental literature reported198 as well. If there is no coverage on the surface, then no 

coking can occur, and the only catalyst deactivation mechanisms that can occur include 

particulate deactivation, such as sintering and aggregation, but these studies are outside the 

realm of this work. 

 

5.3.3. Examining Size in the Terrace Model in Kinetic Monte Carlo 

 The terrace model was generated, as discussed in Chapter 5.2. First, to optimize the 

nanoparticle size, the lengths of the (100) and (111) terraces of Figure 39 were varied, yet 
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kept the same between the terraces such that x = y. The height of the terraces was always 

kept constant at 8 atoms. These calculations gave an estimate of the optimal size for a 

nanoparticle. The turnover frequencies per site are plotted against the terrace sizes below 

in Figure 42. 

 

Figure 42. The turnover frequencies per site for different terrace sizes in KMC. 
 

 Figure 42 suggests that under the condition that the terrace lengths are the same, 

the turnover frequency would logarithmically increase as the terrace lengths increase as 

well. Since the Ag(100) facet dominates and the ratio of Ag(100) sites to total sites 

increases as the terrace lengths increase, it would then follow that larger Ag nanoparticles 

are more useful for the dehydrogenation of methanol to formaldehyde. 
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5.3.4. Examining Shape in the Terrace Model of Kinetic Monte Carlo 

 Similarly to Chapter 5.3.3, the terrace model was generated, but in these models, 

the lengths of the Ag(100) and Ag(111) were not the same. By altering the terrace sizes of 

the Ag(100) and Ag(111) facets and determining which combinations of sizes leads to the 

highest turnover frequencies, the optimal nanoparticle shapes can be predicted. Figure 43 

below plots the turnover frequencies against a changing ratio of terrace sizes and relatively 

depicts the terrace lengths. 

 

Figure 43. Turnover frequencies of the terrace model when the terrace lengths of the 
Ag(100) and Ag(111) surfaces are altered. 

 

 In Figure 43, the optimal terrace sizes are reached at [11×3] and [13×1] atoms, 

indicating that higher turnovers result from having more Ag(100) exposure. This would 

agree with all DFT and MKM calculations up to this point. A nanoparticle that contains a 

majority of Ag(100) facets, such as the one below in Figure 44, would be cubic in shape. 
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It is important to note, however, that the dehydrogenation of methoxy to formaldehyde is 

easier at higher temperatures on the Ag(111) surface than on the Ag(100) surface; if more 

diffusion were permitted, it is possible that some Ag(111) terraces would improve the 

production rates of methanol more than a plain cubic structure.   

 

Figure 44. A cube-like Ag nanoparticle would optimize the dehydrogenation of methanol 
to formaldehyde. 

 

5.4. Conclusion 

 The energetics of first-principles density functional theory for the dehydrogenation 

of methanol to formaldehyde were input into a kinetic Monte Carlo (KMC) simulation. In 

KMC, the reactions were examined on the Ag(100) and Ag(111) surfaces, where it was 

found that the Ag(100) yielded much higher turnover numbers. A periodic terrace model 

was then constructed that contained a Ag(100) terrace, a Ag(111) terrace, and a Ag(211) 
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step that divided the two terraces. The terrace lengths could be altered, which allowed for 

the examination of different sizes and shapes of nanoparticles. First, by keeping the terrace 

lengths of Ag(100) and Ag(111) equal to each other and then lengthening and shortening 

them together, an optimal size for Ag nanoparticles was determined. Then, but altering the 

terrace lengths of Ag(100) and Ag(111) such that they no longer equaled each other, an 

optimal shape for Ag nanoparticles was found. The KMC studies in this chapter suggest 

that small, cube-like nanoparticles would yield the greatest activity for the non-oxidative 

dehydrogenation of methanol. More importantly, this case study suggests that this process 

of coupling DFT calculations with a terrace model in KMC can allow for the rational design 

of catalyst nanoparticles for any catalytic reaction on a metal surface. We hope that this 

work could begin to bridge the theoretical and experimental realms of heterogeneous 

catalysis. 
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Chapter 6. The Stability of Single-Atom Alloy Surfaces 

In Chapters 4 and 5, through first-principles DFT calculations coupled with KMC 

simulations, we have begun to unlock a design paradigm for the rational development of a 

pure catalyst nanoparticle for methanol dehydrogenation. Our design paradigm of 

examining different surface facets and tying them together in a terrace model of a KMC 

simulation can be extended to any catalytic reaction on a metal surface. 

Many industrial catalysts also include promoters to improve the activity or 

selectivity of their catalysts. We have studied promoters in the form of single-atom alloy 

surfaces. In Chapter 2, we first explored SAAs for the activation of N2 in the Haber-Bosch 

process. Next, in Chapter 3, we studied isolated Pd sites in surface geometries akin to SAAs 

for the abstraction of hydrogen from methane in both non-oxidative and oxidative 

mechanisms. As an addition to our design paradigm developed in Chapters 4 and 5, we 

consider adding promoters as SAAs to our model nanoparticles. A considerable issue that 

was first encountered in Chapter 2, however, was that the SAA surface was not stable; 

although the Mo-promoted Co(0001) surface was the most active for N2 dissociation, the 

surface was more stable when the Mo promoter diffused into the subsurface and bulk, 

which potentially made it prohibitive as a catalyst promoter. In addition to the diffusion 

into the bulk, a promoter could diffuse within the surface and find another promoter to 

aggregate with and form islands, or a promoter could fail to enter the host surface 

altogether, which would leave the promoter sitting on the host metal as an adatom. In this 

chapter, we seek to determine which combinations of metals are stable as SAAs. Our table 

of SAA stability in this chapter will hopefully guide research directions into isolated metal 

promoters and augment our design paradigm introduced in Chapters 4 and 5. In this work, 
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the regression and machine learning studies were performed by Karun Kumar Rao, while 

the majority of the underlying DFT calculations were performed by Khoa Pham, an 

undergraduate mentee. 

6.1. Introduction 

 Over the past few decades, many catalytic reactions have been tied to linear scaling 

relationships. These linear scaling relationships often reduce the complexity of catalytic 

reactions to a few descriptors, such as the binding energy of an adatom or adsorbate that 

can describe the reactivity of single metal and homogeneous bimetal alloy catalysts quite 

well.15,229 In many cases, however, these linear trends must be “broken” through 

modifications in order to fully optimize the catalytic activity of the metal.57,144 For instance, 

a well-established trend in literature is drawn between the binding strength of an 

intermediate and the transition state energy on single metals and bulk alloys; this is known 

as the Brønsted-Evans-Polanyi relationship.229–233 This relationship is an inverse 

relationship; as the binding strength increases (i.e., the binding is more exothermic), the 

transition state energy decreases. While it may seem advantageous to select a surface that 

binds intermediates stronger, therefore decreasing the transition state energy and 

improving reaction kinetics, this would result in adsorbates that are too strongly bound to 

the surface, which subjects the surface to severe desorption limitations. Thus, it is highly 

desirable to find a surface that breaks these linear trends and decreases the transition state 

energy, while not binding the intermediates too strongly. 

 Simple alloying would not break these linear scaling relationships. Bimetallic 

alloys allow for the alteration of the binding energies on its constituent single 

metals,12,28,37,234 but the homogeneity of these alloys leads to ensemble and ligand effects 
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that cause these alloys to behave similarly to single metals.31,235,236 As a result, there have 

been many highly innovative strategies proposed by various authors that avoid the 

formation of homogeneous bimetallic alloys and break these linear trends.37,38,82,237–246 A 

popular strategy is to decrease the ensemble effect in metal alloys by reducing the amount 

of one of the metals to its lowest possible quantity: one single atom. These alloys are known 

as single-atom alloys (SAAs). In general, single-atom alloys consist of one highly-reactive 

promoter atom that sits within the surface of a less-reactive host metal.144 Reactants are 

activated on the promoter atom with greater activity than the host metal, but intermediates 

bind less weakly and often disperse or spill over 92 onto the weaker-binding host metal. 

Thus, these SAAs break linear trends because of a lower transition state energy due to the 

effects of the promoter atom, yet have intermediates that bind less strongly due to the 

effects of the host metal.45 

 An early example of the use of SAAs in catalysis is in H2 activation on both the 

Pd/Cu(111) and Pd/Au(111) surfaces,144 where Cu(111) and Au(111) are the respective 

host metal surfaces and Pd is the promoter atom in both cases. The activation of H2 requires 

a high temperature on the pure Cu(111) and Au(111) surfaces, but the presence of the single 

Pd atom allows for a lower temperature H2 activation pathway. The H adatoms can then 

readily diffuse from the Pd atom to the host metal, where it binds weaker and is available 

for hydrogenation mechanisms. The success of the SAAs for this simple mechanism has 

led to the exploration of these catalyst surfaces for many other reactions, including 

hydrogenation,46–49 dehydrogenation,51,52 oxidation,53,54 and reduction 55,56 reactions. 

 The ascendancy and efficacy of the utilization of SAAs for the above reactions have 

motivated the discovery of new SAAs for other catalytic reactions; however, the synthesis 
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of stable SAAs is non-trivial. Even if a certain SAA can be synthesized, dynamic 

restructuring of surface atoms may occur at the elevated temperatures necessary to drive a 

catalytic reaction and compromise the unique SAA geometry. Moreover, the presence of 

adsorbates may also drive the segregation of surface atoms. The understanding of how 

metal impurities segregate on surfaces was first explored decades ago. Beginning in the 

late 1970s, various empirical models 247–249 built off the work of Miedema 250 to predict 

surface segregation, which is the phenomenon where the atomic composition of the surface 

of an alloy is different from that in the bulk. In the late 1990s, Nørskov and coworkers 

created databases of surface segregation energies for single metal atom impurities within 

another metal host using Green’s function, first-principles calculations based on density 

functional theory.251–253 In these more recent works, the authors calculate surface 

segregation energies for 24 × 24 combinations of alloys, where a negative surface 

segregation energy indicates that an impurity within the host would segregate to the 

surface, whereas a positive surface segregation energy indicates that the impurity would 

dissolve into the bulk. In addition, they examine the curvature or the 2nd derivative of the 

surface energies as a function of the concentration of impurity metal within the surface of 

the host metal. A positive curvature signifies that phase separation and island formation is 

thermodynamically favorable, while a negative curvature suggests that some level of 

mixing is expected. These works greatly pushed forward the understanding of surface 

segregation, but were limited by the understanding of species isolation in the surface, the 

inability to consider strain effects near the metal impurity likely due to heavy 

computational demand, the small number of surface structures considered, and the 
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relatively low-level theory used in the calculations, especially when compared to the theory 

available today. 

 In this work, we aim to update the understanding of how impurity or promoter 

metals segregate on metal surfaces, particularly in the application of single-atom alloys for 

catalysis. Using density functional theory, we compare the surface energies of the idealized 

SAA with three other configurations. In the first configuration, we compare the SAA with 

an alloy where the single promoter metal is in the subsurface to determine if the promoter 

is more likely to dissolve into the bulk. Second, we examine dimers in the surface, where 

two atoms of the same promoter species are adjacent in the surface; this comparison allows 

us to determine if the promoter atom is more likely to stay as a monomer within the surface 

or dimerize and form islands. Lastly, we explore single promoter adatoms that sit on top of 

the host surfaces rather than within the host surfaces. Using this data, we create a 28 × 28 

database that indicates which configurations are most stable and suggests which 

combinations of metals could yield single-atom alloys for potential catalytic purposes. 

Lastly, we propose various machine learning models to understand what properties and 

factors affect the energies of these different surfaces and drive the formation of one surface 

feature over another. 

 

6.2. Methods 

6.2.1. DFT Methods 

 We consider 28 different metals in our model; the metals are tabulated, along with 

their crystal structure, lattice constant(s), semi-core electron considerations, and bulk 

energies per atom in Table 9. Our goal was to consider all of the 3d, 4d, and 5d elements, 
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but three were removed from consideration, while two elements outside of the d-block were 

added. Manganese (Mn) was removed from consideration due to its uncommon cubic 

crystal structure, where it has an I4�3m Hermann-Mauguin space group with 58 atoms per 

unit cell.254,255 Technetium (Tc) was removed because it is a synthetic metal and is 

radioactive, while mercury (Hg) was removed due to its existence as a liquid at standard 

temperature and pressure. On the other hand, we included aluminum and lead due to their 

catalytic performances as antifouling or anti-coking agents.256–258 

 We began by calculating the lattice constants for all 28 metals. The calculated 

lattice constants were compared to experimental results and found to be in good agreement. 

These calculated lattice constants were used to simulate the surfaces of the facets with the 

highest planar densities; these were the (111), (0001), and (110) facets for the fcc, hcp, and 

bcc systems, respectively. All pure surfaces were 4×4×4 atoms in dimension, with a 

vacuum space of 20 Å that separates the periodically repeated images of the surface along 

its normal direction. 

 To create our 28×28 database, we tested four different alloy analogs of our pure 

surface, where every combination of promoter and host is examined. These four surface 

configurations are depicted in Figure 45(a-d). First, our “monomer” surfaces (Figure 45a) 

represent SAA surfaces, where one promoter atom replaces a surface host atom. Second, 

our “subsurface” models (Figure 45b) probe surface segregation, where one promoter atom 

replaces a host atom located in the first sublayer. If the subsurface configurations are more 

stable than the respective monomer configurations, then surface segregation does not occur 

under inert environments and the promoter metal would remain in the bulk. Third, our 

“dimer” models (Figure 45c) investigate phase separation and island formation in the 
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surface by replacing two adjacent surface host atoms with two promoter atoms. In all 

bcc(110) surfaces, two neighboring atoms separated by a short bridge were selected and 

replaced; this led in all cases to a lower dimer surface energy compared to promoter atoms 

separated by a long bridge. By comparing the relative stabilities of the dimer model with 

that of the monomer model, we can determine if the promoter prefers to stay isolated or if 

it would gather to form ensembles within the surface. Lastly, our “adatom” configurations 

(Figure 45d) consider potential adlayer or cluster growth. In this configuration, one 

promoter atom is adsorbed on top of the host surface, without replacement. The adatom is 

located on the fcc adsorption sites for the fcc(111) and hcp(0001) surfaces and on the 3-

fold hollow site on the bcc(110) surfaces. 

 

Figure 45. Model representations of (a) monomer, (b) subsurface, (c) dimer, (d) adatom, 
(e) adatom+monomer, and (f) fcc(100) monomer configurations. 
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After we created our predictive models, we selected a small subset of host and 

promoter atoms to test our models with new geometries. In our “adatom+monomer” 

geometry (Figure 45e), we combined the “monomer” and “adatom” geometries by adding 

a promoter adatom to an fcc or 3-fold adsorption site that contains a bordering monomeric, 

promoter atom. In our “fcc(100) monomer” geometry (Figure 45f), we used the (100) 

surface facet of various fcc host metals and replaced a host surface metal with a promoter 

metal. Although a comprehensive test of these geometries was not performed and we 

therefore cannot gather conclusive generalizations about these configurations, they do 

allow us to test the effectiveness of our predictive models. 

In all calculations, the periodic density functional theory (DFT) calculations were 

performed using the Vienna ab initio Simulation Package (VASP) 93–96 interfaced with the 

Atomic Simulation Environment.97 The exchange and correlation were described by the 

Perdew-Burke-Ernzenhof (PBE) functional.72 The core and valence electrons are described 

by the projector augmented-wave (PAW) method;98,99 many transition metals, particularly 

the early transition metals, require semi-core s- and p-states to be treated as valence 

electrons, so the pseudopotentials for those states are selected based on the 

recommendations by Kresse.99 The special pseudopotentials are indicated in Table 9. 

Gaussian smearing 164 was used with Fermi temperatures of kbT = 0.1 eV, and the electronic 

energies were extrapolated to 0 K. For the lattice constant calculations, an energy cutoff of 

540 eV was used, and the Brillouin zone was sampled by an 11×11×11 Monkhorst-Pack 

k-point grid. Meanwhile, for the calculations of all surface configurations, an energy cutoff 

of 400 eV was used, and the Brillouin zone was sampled by a 4×4×1 Monkhorst-Pack k-

point grid. All surface geometries were optimized until the forces were less than the 
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convergence criterion of 0.02 eV/Å, whereas the convergence criterion was 1.0e-5 eV/Å 

for the lattice constant calculations. 

All machine learning (ML) methods were programmed using the scikit-learn 

python package.259 Specifics regarding the implementation of the ML model are discussed 

in the Results section and in Chapter 6.2.3. 

Table 9. The 28 metals and their crystal structures, calculated and experimental lattice 
parameters (obtained from Ashcroft and Mermin260), and their bulk energies per 
atom. 

Atom Crystal 
structure 

a (Å), 
calculated 

c (Å), 
calculated 

a (Å), 
exp. 

c (Å), 
exp. 

Semi-core 
orbitals 

Bulk Energy 
(eV/atom) 

Al fcc 4.041 - 4.05 - none -3.75 
Sc hcp 3.321 5.164 3.31 5.28 s -6.33 
Ti hcp 2.94 4.649 2.95 4.68 s -7.95 
V bcc 3.002 - 3.02 - s -9.12 
Cr bcc 2.852 - 2.88 - p -9.62 
Fe bcc 2.837 - 2.87 - none -8.31 
Co hcp 2.492 4.042 2.51 4.07 none -7.11 
Ni fcc 3.522 - 3.52 - none -5.57 
Cu fcc 3.634 - 3.61 - none -3.72 
Zn hcp 2.745 4.589 2.66 4.94 none -1.26 
Y hcp 3.66 5.673 3.65 5.73 s -6.47 
Zr hcp 3.239 5.179 3.23 5.15 s -8.55 
Nb bcc 3.315 - 3.30 - s -10.22 
Mo bcc 3.165 - 3.15 - s -10.91 
Ru hcp 2.735 4.305 2.70 4.28 p -9.27 
Rh fcc 3.852 - 3.80 - p -7.34 
Pd fcc 3.956 - 3.89 - none -5.17 
Ag fcc 4.162 - 4.09 - none -2.83 
Cd hcp 3.131 5.373 2.98 5.62 none -0.91 
Hf hcp 3.203 5.066 3.20 5.06 p -9.96 
Ta bcc 3.318 - 3.31 - p -11.86 
W bcc 3.191 - 3.16 - p -12.94 
Re hcp 2.776 4.477 2.76 4.46 none -12.42 
Os hcp 2.756 4.341 2.74 4.33 none -11.25 
Ir fcc 3.879 - 3.84 - none -8.83 
Pt fcc 3.976 - 3.92 - none -6.06 
Au fcc 4.173 - 4.08 - none -3.28 
Pb fcc 5.036 - 4.95 - d -3.71 
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6.2.2. Energetic Evaluation of the Dilute Surface Alloys 

 We compare the relative stability of each of the four dilute surface alloy geometries 

in Figure 45 with respect to the basis of bulk-type reservoirs. In general, a host surface with 

x atoms gains y promoter atoms and loses z host atoms. The corresponding generalized 

reaction can be expressed as: 

𝑥𝑥 𝑆𝑆𝑆𝑆𝑆𝑆𝑓𝑓𝑎𝑎𝑎𝑎𝑒𝑒ℎ𝑜𝑜𝑜𝑜𝑜𝑜 + 𝑦𝑦 𝐵𝐵𝐵𝐵𝐵𝐵𝑘𝑘𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 → (𝑥𝑥 + 𝑦𝑦 − 𝑧𝑧)𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 + 𝑧𝑧 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵ℎ𝑜𝑜𝑜𝑜𝑜𝑜 . (62) 

For the particular geometries considered in this work, the relevant formation energies are 

calculated on a per promoter atoms basis as: 

Δ𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆 =  𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆 + 𝐸𝐸𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻−𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 − 𝐸𝐸𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 − 𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑜𝑜𝑡𝑡𝑡𝑡𝑡𝑡−𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵, (63) 

Δ𝐸𝐸𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = �
1
2�
�𝐸𝐸𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 + 2𝐸𝐸𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻−𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 − 𝐸𝐸𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 − 2𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃−𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵�, (64) 

Δ𝐸𝐸𝑆𝑆𝑢𝑢𝑏𝑏𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 =  𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 + 𝐸𝐸𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻−𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵 − 𝐸𝐸𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 − 𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃−𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵, (65) 

and  

Δ𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 − 𝐸𝐸𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻−𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 − 𝐸𝐸𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃−𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵. (66) 

In these equations, ΔE represents the formation energy per promoter atom of the various 

conformations. The formation energies are divided by the number of promoter atoms to 

allow direct comparison between the dimer surfaces, which contain two promoter atoms, 

and other surfaces. The first term after the equal sign, Egeometry (ESAA, EDimer, ESubsurface, and 

EAdatom), is the DFT energy of the specified surface. The bulk energies of the host and 

promoter metals are EHost-Bulk and EPromoter-Bulk in the respective systems, and EHost-Surface is 

the surface energy of the pure host considered in the system. The most stable phase is 

defined as the geometry that has the most negative heat of formation per promoter atom 

with respect to Equations 63-66. In this work, the syntax for the combinations of hosts and 

promoters will be PromoterHost; for example, PdCu indicates a combination where Pd is 
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the promoter and Cu is the host. Sample calculations for all geometries of PdCu are 

provided in the Supplementary Material. 

 

6.2.3. Evaluating Models 

In this work we consider models of two forms: regression and classification. The 

regression models use the atomic species (configuration) and geometry as inputs, and 

outputs an energy (a continuous random variable) for that system. The accuracy of these 

models is evaluated using the classic Pearson correlation coefficient (R2). The close the R2 

value is to 1, the better the model. To quantify the accuracy of classification models, whose 

outputs are a predicted geometry i.e. a discrete integer we consider the effective of true and 

false positive results. For binary classification, we compute the F1 score which is defined 

as the harmonic mean of precision and recall (or sensitivity): 

                                                  𝐹𝐹1 = 2(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝∗𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟)
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝+𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟

,                                                  (67) 

where precision is the ratio of sum of true positives over sum of predicted conditional 

positives, and recall is the ratio of sum of true positives to sum of conditional positives. 

For both binary and multi class classification, the true and false positive rates for each class 

are considered, and the overall micro-average F1 score is the average of the individual 

categorical F1 scores weighted by the number of samples in that class. For multi class 

classification we at the area under the curve for the precision recall curve for each class 

and a micro-averaged area for the overall model performance. 
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6.3. Results and Discussion 

6.3.1. Table of SAA Stability 

The most stable surface alloy geometry for 28×28 combinations of promoter and 

host metals is color-coded in Figure 46. A dark blue square indicates that the SAA 

geometry is the most stable of the four geometries for that given combination of promoter 

and host, light blue represents the dimer geometry, light red the subsurface, and dark red 

indicates that the adatom configuration is most stable. The SAA and subsurface geometries 

are the most prevalent in the table, with 250 and 268 combinations, respectively. The dimer 

configuration is most stable in 183 compositions, while the adatom configuration is most 

stable only 55 times. In particular, the large number of SAA combinations is very 

promising, indicating that there may be many new SAA surfaces that have not received 

much attention but may have catalytic significance. One such SAA surface will be explored 

further in Chapter 7. 
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Figure 46. The most stable geometry for dilute binary surface alloys of different d-block 
promoters and hosts with DFT data. 

 

From Figure 46, there seem to be a few patterns that repeat within the same groups 

in the periodic table. For instance, in all cases, when Group IV metals are promoters, they 

are most stable in the SAA configuration if Group VIII metals are the hosts. Likewise, 

when Group XI metals are promoters, the adatom configuration is always the most stable 

if Group VI metals are hosts. There also seem to be clusters of stability for the different 
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configurations, where adjacent groups are likely to behave similarly to each other. There 

does not appear to be any discernable trend, however, when moving across the d-block. In 

general, the prevalence of adatom and SAA geometries follows closely the segregation 

energy trends previously reported. 252,253,261 

From the catalysis literature regarding SAA surfaces, some of the best SAA 

surfaces are those that contain a host that binds intermediates weakly and a promoter that 

binds intermediates strongly.45,144 Most experimental studies in the literature examine SAA 

catalysts containing a Group X promoter and a Group XI host.46–48,92,144,158,262–271 Of the 

nine possible combinations of those promoters and hosts, only PdCu and PtCu have SAAs 

as the thermodynamically most stable geometry under idealized vacuum conditions. The 

experimental literature, 45,47,48,92,262–264,266,267,271 however, shows that other combinations of 

those possible nine can be synthesized and characterized as well, even though they are 

shown to have the subsurface geometry as the most stable configuration. This can be 

explained by the presence of adsorbates that induce segregation of isolated promoter atoms 

to the surface during synthesis or dynamically during catalysis. The meta-stable SAA 

geometries may then be preserved if the diffusion barriers for the promoter to enter the 

subsurface of the host are sufficiently large relative to the temperature of the reaction. From 

Figure 46, we believe there are many more combinations that may be promising for 

different catalytic purposes that have not yet been tested. We also report for which 

elemental combinations the SAA geometry is within 0.1, 0.2, and 0.5 eV of the most stable 

configuration in Figure 47 below to account for other possible experimental stabilizing 

effects or errors in the overall DFT methodology. Aside from the 250 combinations of 

stable SAAs, there are 119 combinations of SAAs that are within 0.0-0.1 eV of the most 
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stable configuration, 68 combinations that are within 0.1-0.2 eV of the most stable 

configuration, and 171 combinations that are within 0.2-0.5 eV of the most stable 

geometry.  

 

Figure 47. Differential plot of stability of SAAs for all configurations. 
 

 

Although we present a rather extensive comparison of dilute surfaces, this list is by 

no means exhaustive. A model is necessary to extend such work to ternary or quaternary 

systems as complete DFT calculations would be infeasible because of the combinatorics 

involved with possible geometries. The data in this work presents two major opportunities 

from a modeling perspective: (1) it is rather exhaustive, having calculated energies for all 
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combinations for the four geometries, and (2) self-consistent, having been generated with 

same modeling parameters. Identifying physically relevant descriptors for inorganic 

materials from these data will also be necessary to understand how adsorbates and specific 

reaction conditions can induce or affect segregation. Models generated from these data is 

necessary to both better understand the trends in the data and predict new possible stable 

surfaces. We explore two specific models, one based on simple bond counting arguments, 

and a machine learning approach to identify physical properties to elucidate physically 

relevant processes between different stable geometries. By understanding why certain 

geometries are formed over others, we can begin to predict geometries or structures that 

have not yet been calculated and/or would be too computationally expensive to fully 

explore. 

 

6.2.2. The Bond Counting Model 

 The ultimate determination of the most stable phase depends on the relative energy 

of each of the phases. In our calculation of the relative stability of the different geometries, 

the final energy per promoter atom is calculated with respect to the bulk and surface energy 

of each the host and promoter (Equations 63-66). Although the energies in Equations 63-

66 are calculated from DFT, any model that estimates these energies can be used to predict 

the relative stability of the different geometries. By estimating the total energy of a system 

as a sum of bond energies (conceptually analogous to estimating a molecule’s energy by 

summing its individual bond energies), we can also estimate the energy of a particular 

geometry as: 

𝐸𝐸 = ∑𝑛𝑛𝑖𝑖𝑏𝑏𝑖𝑖 , (68) 
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where ni is the number of i-type bonds, and bi is the energy of the i-type bond. For pure, 

bulk systems, if we only consider bonds between nearest neighbors, the bulk energy can 

be calculated as: 

𝐻𝐻𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 𝑛𝑛𝑖𝑖𝑖𝑖𝑏𝑏𝑖𝑖𝑖𝑖 =
𝑁𝑁 ∗ 𝐶𝐶𝑏𝑏

2
∗ 𝑏𝑏𝑖𝑖𝑖𝑖, (69) 

where bii therefore represents the bond energy in the bulk of element i and is equivalent to 

the cohesive energy rescaled to a per bond basis, N is the total number of atoms in the unit 

cell (for primitive cells, N = 1 for bcc/fcc metals and N = 2 for hcp metals), and Cb is the 

bulk coordination number (Cb = 12 for fcc and hcp metals and Cb = 8 for bcc metals).The 

factor of 2 is included because each bond connects two atoms. From the DFT calculated 

Hbulk energies we calculated the i-i bond energies explicitly and the agreement with 

experimentally measured cohesive energies is reasonable. 

 Similarly, from the slab energies, we can estimate the bond energy for each element 

to a fictitious vacuum atom: 

𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑛𝑛𝑖𝑖𝑖𝑖𝑏𝑏𝑖𝑖𝑖𝑖 + 𝑛𝑛𝑖𝑖𝑖𝑖𝑏𝑏𝑖𝑖𝑖𝑖, (70) 

𝑛𝑛𝑖𝑖𝑖𝑖 = 𝑁𝑁𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 ∗
𝐶𝐶𝑏𝑏
2

+ 𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ∗ �
𝐶𝐶𝑏𝑏 − 𝐶𝐶𝑣𝑣

2 � , and (71) 

𝑛𝑛𝑖𝑖𝑖𝑖 = 𝑁𝑁𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ∗ 𝐶𝐶𝑣𝑣 , (72) 

where Nbulk is the total number of bulk-like atoms, Nsurface is the number of surface atoms, 

and Cv is the “vacuum coordination,” which is the number of bonds that would be formed 

if a real atom were present (for fcc(111) and hcp(0001) surfaces Cv = 3, and for bcc(110) 

surface Cv = 2). Equation 70 assumes that all i-i bonds are of the same character, e.g. bonds 

within surface layers atoms are equivalent to bonds between layers, so the biv term 

physically represents the energy gained from surface relaxation. Although not explicitly 
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considered in this work, the biv terms can also physically represent the bond energy between 

a surface atom and an adsorbate. One advantage of this model description is the ease of 

extending it to cases where adsorbate-induced surface segregation is studied. Using the bii 

values calculated from Equation 70 and surface energies from DFT, we can explicitly 

calculate biv energies. We also note that the biv bond energies in this model are negative, 

and the difference between biv and bii is related to the conventional definition of surface 

energy. 

Up to this point, the model perfectly replicates the DFT energies of monometallic 

bulk and surface geometries, which were used to fix the parameters bii and biv to known 

reference states using Equations 71 and 72. To estimate the energy of any other dilute 

binary surface alloy geometry of host i and promoter j, we can expand Equation 68 to 

include all possible pairwise interactions: 

𝐸𝐸𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 = 𝒏𝒏 ∙ 𝒃𝒃 = �𝑛𝑛𝑖𝑖𝑖𝑖 ,𝑛𝑛𝑖𝑖𝑖𝑖,𝑛𝑛𝑗𝑗𝑗𝑗 ,𝑛𝑛𝑗𝑗𝑗𝑗,𝑛𝑛𝑖𝑖𝑖𝑖� ∗ �𝑏𝑏𝑖𝑖𝑖𝑖, 𝑏𝑏𝑖𝑖𝑖𝑖,𝑏𝑏𝑗𝑗𝑗𝑗 , 𝑏𝑏𝑗𝑗𝑗𝑗𝑏𝑏𝑗𝑗𝑗𝑗�
𝑇𝑇.  (73) 

The number of each type of bond can be counted explicitly in each geometry. Since 

the bii and bjj terms are known from Equation 70 and biv and bjv are calculated from Equation 

72, the only unknown term is bij, which is the energy of the i-j bond. For our 28 element 

system, there are 378 distinct values of bij. We fit bij to the DFT energies of all four 

geometries (3024 data points) subject to the constraint that bij = bji.  

Using the constrained values of bii and biv and the fitted values for bij, we can 

recalculate the relative stabilities of each of the geometries from Equation 68 to predict the 

most stable geometry. A comparison between the bond counting predictions shown in 

Figure 48 below with the raw DFT data suggests that the bond counting model 

systematically underestimates the prevalence of stable SAAs and dimers, and 
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overestimates the stabilities of adatoms and subsurface species. These errors may be 

attributed to false assumptions equating the bond strength in different geometries. For the 

dimer geometry, the assumption that the bond energy between atoms j-j are equal to the 

energy between bulk atom is inadequate because surface interactions are stronger than the 

bulk bonds leading to an undercount of the number of stable compositions. In the case of 

SAA, we neglect differences in bjv associated with different atomic configurations. We 

would expect the energy associated with surface relation to be larger in the case when an 

atom j is surrounded by host atoms, i, rather than promoter atoms, j. The overestimation of 

the adatom configurations may result from the low coordination of the adatom to the 

surface which overestimates the stabilizing effect of the bjv term. In the adatom geometry 

niv = Cb-Cv which would overestimate the stability when compared to just Cv bonds in the 

relaxed surface. Finally, given the nature of the classification problem with finite 

categories, any model with systematic underestimations of Dimer and SAA configurations 

would lead to an overestimate of another category, in this case, Subsurface.  
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Figure 48. The table of stability based on the bond counting model. 
 

 

Although the overall model performance of the bond counting model is accurate 

with respect to energies, (R2 = 0.997), its ability to classify is not very strong with a micro-

average precision recall area of 0.39. This poor predictability despite high accuracy in 

energies is because a geometry is often the most stable by approximately 0.1eV, requiring 

very high precision in the model to accurately predict the most stable geometry. One 

possible source of error in the model is the constraint that bij = bji. The uncertainty in this 
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assumption was largest when the promoter and host have different bulk coordination 

numbers, shown below in Figure 49. Relaxing the constraint and allowing 𝑏𝑏𝑖𝑖𝑖𝑖 ≠ 𝑏𝑏𝑗𝑗𝑗𝑗 when 

the bulk coordination numbers of the host and promoter are different did improve the 

overall energy calculation accuracy (R2 = 0.9998) but did not improve the geometry 

predictability of the model (micro-average precision-recall area = 0.37). 

 

Figure 49. Mismatch in bij and bji due to differing bulk coordinations of the constituent 
metals. 

 

6.3.3. Comparing SAAs and Other Geometries 

 We can use Equation 70 to calculate the energies required to determine the stability 

of various geometries (Equations 63-66). If we consider a pairwise comparison of the 

stability between SAA and the other geometries, the difference in formation energies can 

be simplified to: 

Δ𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆 − Δ𝐸𝐸𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = −𝑏𝑏𝑗𝑗𝑗𝑗 + 𝑏𝑏𝑖𝑖𝑖𝑖 , (74) 

Δ𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆 − Δ𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝑏𝑏𝑖𝑖𝑖𝑖 − 𝑏𝑏𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑗𝑗𝑗𝑗 − 𝑏𝑏𝑖𝑖𝑖𝑖 , (75) 
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and 

Δ𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆 − Δ𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑜𝑜𝑜𝑜 = (2𝐶𝐶𝑣𝑣 − 𝐶𝐶𝑏𝑏) �
𝑏𝑏𝑖𝑖𝑖𝑖
2

+ 𝑏𝑏𝑗𝑗𝑗𝑗 − 𝑏𝑏𝑖𝑖𝑖𝑖� . (76) 

Most synthesis methods for SAAs comprise the fabrication of the host nanocrystal and then 

a subsequent deposition of highly dilute amounts of promoter metal.144,158 If a single 

promoter metal atom contacts the host surface, it can remain on top of the host surface as 

an adatom or enter the surface layer of the host as an SAA. Generally, when SAA catalysts 

are synthesized, the promoter metal is scarce such that there is a large distance between 

two promoter atoms. If there are two promoter metals that are nearby, however, the 

comparison between the stabilities of the SAA and dimer configurations can predict 

whether or not the promoter atoms would aggregate within the surface layer. From our 

DFT calculations, when only comparing SAA and Dimer, there are 422 combinations 

where the SAA is more stable than the dimer configuration and 334 combinations where 

the dimer is more stable, as depicted in Figure 50 below. Within Figure 50, there are distinct 

regions of SAA or dimer stability that appear to be repeatable across the periods of the 

table, particularly when the host metal is further to the right of the d-block. The stability 

criterion derived from the bond counting model (Equation 74) for the dimer geometry is 

simply 𝑏𝑏𝑖𝑖𝑖𝑖 < 𝑏𝑏𝑗𝑗𝑗𝑗. If the bond between an i and j atom is stronger, i.e. more negative, than 

the energy of the j-j bond (promoter-promoter interaction), then a SAA is more likely to 

form than the dimer and vice versa and is shown in Figure 51. The bond counting model 

predicts 454 stable SAA configurations (332 true positive), and 302 Dimer geometries (189 

true positives) with a micro averaged F1 = 0.70. 
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Figure 50. A binary comparison of the stability of SAAs and dimer configurations, 
calculated through DFT. 

 

 

Figure 51. A binary comparison of the stability of SAAs and dimer configurations, 
calculated through the bond counting model. 
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One limitation of this bond counting approach is that if a dimer is more stable than 

a SAA, the model predicts trimer geometries are more stable than dimers, and surface 

clusters are more stable with more atoms. If 𝑏𝑏𝑖𝑖𝑖𝑖 < 𝑏𝑏𝑗𝑗𝑗𝑗 then the model would extrapolate 

that including more and more j-j bonds (through larger and larger clusters) would be more 

favorable. Since dimer geometries have gained some theoretical interest as N2 reduction 

catalysts,82 this approach can not directly predict when dimers are more favorable than 

SAA and simultaneously more stable than trimers or larger cluster sized without 

modification. The dimer can be stabilized over the SAA and trimer geometries using the 

bond counting model if we introduce a fractional adsorbate bonding energy, i.e. an 

adsorbate binds only to a fraction of the possible promoter atoms. In this case where x 

fraction of the promotor sites are not free and not bound to the adsorbate (0 ≤ 𝑥𝑥 ≤ 1) the 

rule of thumb for a dimer to be the most stable geometry between dimer and trimer is: 

1
2
�𝑏𝑏𝑖𝑖𝑖𝑖 − 𝑏𝑏𝑗𝑗𝑗𝑗� + 𝑥𝑥𝑣𝑣𝑐𝑐�𝑏𝑏𝑗𝑗𝑗𝑗𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 − 𝑏𝑏𝑗𝑗𝑗𝑗� < 0. (77) 

If x = 0, (adsorbate binds to all promoter sites) we simplify to 𝑏𝑏𝑖𝑖𝑖𝑖 − 𝑏𝑏𝑗𝑗𝑗𝑗 < 0, which is in 

contradiction to the dimer vs. SAA stability rule and implies the dimer can never be both 

more stable than SAA and Trimer. If 𝑥𝑥 ≠ 1, where the adsorbate binds to a fraction of 

possible promoter sites, then a valid solution can be found for Equation 77. The first term 

in Equation 77 is guaranteed to be positive because we already assume dimer to be more 

stable than SAA, so this model shows that not only is it important to prevent the adsorbate 

from binding to all possible promoter sites (i.e. 0 ≤ 𝑥𝑥), but also that the adsorbate bind 

with sufficiently strength to compensate for the tendency of the promoters to cluster driven 

by the difference in 𝑏𝑏𝑖𝑖𝑖𝑖 and 𝑏𝑏𝑗𝑗𝑗𝑗 energies. 
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Once the single promoter atom has entered the surface layer of the host metal and 

if it does not dimerize, it can either remain in the surface layer or diffuse into the sublayer. 

By DFT, between only SAA and subsurface, we predict SAA in 356 configurations, and 

subsurface in 400 configurations, as shown in Figure 52 below. When comparing the 

stability of the SAA and subsurface in the bond counting model, 𝑏𝑏𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑗𝑗𝑗𝑗 < 𝑏𝑏𝑖𝑖𝑖𝑖 + 𝑏𝑏𝑖𝑖𝑖𝑖 must 

hold true for the SAA to be more stable. This criterion implies that combination of i-j and 

i-v bonds must be stronger than the i-i and j-v bonds. In the absence of adsorbates and 

surface relaxation effects, the vacuum bonds are weak and may be neglected. In this 

limiting case the stability criterion reduces to 𝑏𝑏𝑖𝑖𝑖𝑖 < 𝑏𝑏𝑖𝑖𝑖𝑖, i.e., the host atoms need to bind 

stronger to themselves than to the promoter atom. In the reaction relevant environment with 

a specific adsorbate present, the adsorbate may preferentially bind to a particular metal 

atom and significantly alter the strength of the 𝑏𝑏𝑖𝑖𝑖𝑖 and 𝑏𝑏𝑗𝑗𝑗𝑗  bonds which could also stabilize 

a particular promoter atom as compared to when exposed to a vacuum. In such cases a 

surface atom can be substantially stabilized and effectively prevented from diffusing into 

the bulk. This argument is consistent with the current models of surface segregation that 

are used to model near surface alloy or core-shell geometry stability versus subsurface.37  

Using this rule of thumb and fitted bond energies, we predict the stability of SAA versus 

subsurface rather well in Figure 53. In this comparison by the bond counting model, the 

SAA geometry is most stable 320 times (304 true positives) and the subsurface geometry 

is most stable 436 time (384 true positives) with a micro-averaged F1 = 0.79. 
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Figure 52. A binary comparison of the stability of SAAs and subsurface configurations, 
calculated through DFT. 

 

 

Figure 53. A binary comparison of the stability of SAAs and subsurface configurations, 
calculated through the bond counting model. 
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Finally, from our DFT calculations, the SAA geometry dominates over the adatom 

configuration and is the most stable configuration in 674 metal combinations, whereas the 

adatom geometry is most stable in only 82 configurations, as shown in Figure 54. The bond 

counting model in Figure 55 predicts 573 SAA configurations (548 are true positives), and 

183 adatom geometries (57 are true positives) and a micro-averaged F1 score of 0.81. By 

the bond counting model, the SAA is more stable than the adatom geometry, i.e., Δ𝐸𝐸𝑆𝑆𝑆𝑆𝑆𝑆 −

Δ𝐸𝐸𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 < 0. Because (2𝐶𝐶𝑣𝑣 − 𝐶𝐶𝑏𝑏)  is always negative, the criteria simplifies to 1
2
𝑏𝑏𝑖𝑖𝑖𝑖 +

𝑏𝑏𝑗𝑗𝑗𝑗 > 𝑏𝑏𝑖𝑖𝑖𝑖.  In other words, the strength of the i-j bond creation must be more than the 

strength of half a host bulk bond and one host ‘vacuum’ bond. Given the bond values 

calculated from these geometries, this criterion explains why the adatom is relatively rare 

compared to the SAA. Physically, the dominance of the SAA geometry may be due to the 

greater coordination number for the promoter atom in the SAA geometry compared to the 

adatom geometry. Interestingly, in 37 of the 82 combinations (45.1%) where the adatom 

geometry is more stable, a BCC metal is the host, even though BCC metals only make up 

seven out of the 28 metals (25%) considered in this study. This may be due to a lower 

planar density on bcc(110) surfaces compared to the fcc(111) and hcp(0001) surfaces. 
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Figure 54. A binary comparison of the stability of SAAs and adatom configurations, 
calculated through DFT. 

 

 

Figure 55. A binary comparison of the stability of SAAs and adatom configurations, 
calculated through the bond counting model. 
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While the bond counting model provides some physical insights in each of the 3 

geometries, the overall predictive power of the model on the final stable geometry, when 

considering all 4 classes, is low with areas for the precision-recall curves of 0.33, 0.04, 

0.76, and 0.41 for SAA, Dimer, Subsurface, and Adatom respectively, with an average of 

0.39.  To improve the accuracy of our models, we consider training different machine 

learning models to aid in predicting the stable geometry of a configuration. 

 

6.3.4. Machine Learning Models 

 To address the systematic discrepancies in the bond counting model, we also 

analyze the data using machine learning. Given the rapid rise of machine learning and data 

science applied to material science we attempted to fit several machine learning models to 

classify a given binary combination of elements by their most stable predicted geometry. 

To analyze this classification problem, we considered three general and widely used 

models: support vector machines, decision trees, and neural networks.  Such models 

estimate a general function f of the form  

𝑦𝑦 = 𝑓𝑓(𝑿𝑿), (78) 

where 𝑦𝑦 ∈ [0,1,2,3] represents the geometry, and X is an input vector of properties of the 

constituent elements such as atomic radius, bond energy, cohesive energy, and other 

chemical properties. For our particular system of promoter and host atoms, X is a 

concatenation of the properties of the promotor and host atoms: 

𝑿𝑿 = �𝒙𝒙𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑‖𝒙𝒙𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉� ;𝒙𝒙𝒊𝒊 = � 𝑟𝑟𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎,𝑖𝑖 ,𝐸𝐸𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵,𝑖𝑖𝐸𝐸𝐶𝐶𝐶𝐶ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒,𝑖𝑖 … �. (79) 

We selected properties for the input vector which we expect to be correlated with the 

resulting geometry such as crystal structure, atomic radius, cohesive energy, and other 
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properties, some of which do not have an obvious relationship to the stability of isolated 

metal structures, such as electronegativity. Despite our input vector containing over 60 

combinations of properties for both the promoter and host atoms, we were not able to fit 

any decision tree,272 neural network,273 or support vector machine274 with an F1 > 0.3 after 

cross validation. Given the poor fit, we show that these models operating in this paradigm 

do not perform well. Even if these models did capture the data effectively, such a 

classification model would also be extremely limited because they could not be easily 

extended to predict the relative stability of more classes without retraining the model with 

additional training data. Given the cost of generating more data, we instead take inspiration 

from the physical insight and simplicity of the previously discussed bond counting model 

to improve and guide the machine learning modeling algorithm and features to improve its 

accuracy. 

 

6.3.5. Kernel Ridge Regression 

 Instead of a classification problem we now consider a simple regression model on 

the formation energies (𝑦𝑦𝑖𝑖  ∈ ℝ). By reformulating the problem as a regression, we are 

more reasonably able to expand the model to more system geometries. Under Equation 79, 

X only included chemical information because the geometries were fixed in the 

classification scheme. We additionally modify the input vector to include the number of 

each type of bond, and bond energies fitted from the bond counting model in addition to 

the chemical information in the equation 

𝑿𝑿 = �𝒏𝒏‖𝒃𝒃‖𝒙𝒙𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑𝒑‖𝒙𝒙𝒉𝒉𝒉𝒉𝒉𝒉𝒉𝒉�. (80) 
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Under the updated definition of Equation 80, the input vector X is expanded to include 

both geometric and chemical information. Additionally, including physically relevant 

physical properties such as the specific fitted bond energies as input parameters is 

important to not only increase the fitting, but also improve the physically interpretability 

of the model. 

From the previously discussed bond counting model, we already know that products of the 

input variables would be physically relevant, so we expect products of the input features to 

correlate with the energies of the system. We solve for the function f of Equation 78 by 

using kernel ridge regression (KRR) with a polynomial kernel function of the second 

degree: 

𝑓𝑓(𝑥𝑥) =  �𝛼𝛼𝑗𝑗𝑘𝑘�𝑥𝑥, 𝑥𝑥𝑗𝑗�
𝑁𝑁

𝑗𝑗=1

;   𝑘𝑘�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = �𝑥𝑥𝑖𝑖𝑇𝑇𝑥𝑥𝑗𝑗 + 1�2. (81) 

Using KRR with a second order polynomial kernel on the input data, we are performing 

regression not only on the parameters themselves, but also pairwise interactions between 

parameters. The weights are obtained through minimizing the cost function: 

��𝑓𝑓�𝑥𝑥𝑗𝑗� − 𝑓𝑓𝑗𝑗�
2 + 𝜆𝜆𝜶𝜶𝑻𝑻𝑲𝑲𝑲𝑲

𝑖𝑖

(82) 

with a fixed positive regularization parameter 𝜆𝜆 (𝜆𝜆=150 by cross validation), which 

penalizes large components in 𝜶𝜶. These weights correspond with the coefficients in a 

weighted sum of pairwise interactions between components in X. This particular model 

then contains the bond counting model’s predicted energy value and extends it to include 

more interaction terms such as the bond energies multiplied by physical parameters, and 

selects the appropriate weights to reduce the estimation error. 
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 When using KRR, the energies are closer to the DFT results (R2 = 0.9999), and the 

predicted geometries are more closely in alignment with the DFT data compared to just the 

bond counting model, as shown in Figure 56. Our KRR model predicts 222 stable SAA 

configurations (133 true positive). This new model also corrects for the overestimation of 

adatom geometries suggesting 54 stable configurations (25 true positive) from the bond 

counting model and suggests more dimer-based geometries (272 dimers predicted from 

KRR of which 106 are true positives, compared to 18 in bond counting with 9 true 

positives) and only predicts 54 stable adatom configurations compared (25 true positive) 

to the 58 from the DFT model and 182 from the bond counting model (52 true positive). 

The area under the precision-recall curve for each of the classes using KRR is greater than 

the bond counting model in all but the dimer case at 0.60, 0.38, 0.51, and 0.24 for SAA, 

dimer, subsurface, and adatom respectively. The area under the micro-averaged precision-

recall curve is also greater than the bond counting model at 0.46 suggesting a better overall 

predictive model. The main source of error in the bond counting model was neglecting 

differences in bond energy in slightly different geometries. The KRR model addresses this 

issue and is able to estimate the error correction to this model by effectively including fitted 

error correction terms to adjust the bond energies based on both the geometric and chemical 

data included in the input vector X. 
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Figure 56. The most stable geometry for dilute binary surface alloys of different d-block 
promoters and hosts with kernel ridge regression. 

 
 

The KRR model has a significant advantage over the brute force classification 

approach because its input vector X can be adjusted to estimate the energy of any geometry, 

not just those contained in the training data set. To test this transferability of our models 

we calculated the formation energy of an adatom adsorbed on top of a SAA site, modeled 

in Figure 45f and charted in Figure 57. In this small test, our bond energy model in Figure 

57b is not accurate, only properly classifying 2/12 element combinations versus the DFT 

data in Figure 57a. This poor agreement is most likely a direct result of the assumptions 

mentioned earlier in the similar treatment of bond energies in all geometries. However, the 
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KRR model, while not entirely accurate either, manages to correctly predict 9/12 

geometries in Figure 57c, compared to DFT data. As a wider variety of geometries are 

considered in the training set, we anticipate the model to increase in overall accuracy to 

predict the most stable geometry. 

 

Figure 57. The most stable geometry predicted among five different geometries and the 
validation set considered using three methods: (A) DFT, (B) bond counting 
model, and (C) kernel ridge regression. 

 

6.4. Conclusion 

In this work, we use DFT to calculate the formation energies of four different 

configurations: SAA, Dimer, Subsurface, and Adatom. These calculations allow us to 

determine which configurations may form stable SAAs. We also show that despite having 

consistent data and an easy formulated classification problem, a brute force machine 

learning approach does not effectively capture trends in the data. Instead, we propose a 

simple and intuitive physical-based bond counting model to explain the observed trends. 

Although the bond counting model allows us to generalize rules of thumb for when each 

geometry is more stable compared to the SAA, the overall classification power of this 

model is poor. A more effective machine learning model was developed after incorporating 

insight from the bond counting model, highlighting the importance of including physically 
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relevant properties. The resulting model achieved the largest overall classification score 

and predicted a validation set with much higher accuracy than just the bond counting 

model. We expect the kernel ridge regression model can be expanded to include more 

geometries than the four considered here to get a better understanding of what dilute surface 

alloys may form to improve both the accuracy and classification score of the model. 
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Chapter 7. Pd- and Zn-Promoted Single-Atom Alloys for 

Methanol Dehydrogenation 

 In Chapter 5, we introduced our design paradigm for the prediction of optimal 

catalyst nanoparticles. By implementing first-principles density functional theory 

calculations from Chapter 4 into a terrace model in a kinetic Monte Carlo simulation in 

Chapter 5, we determined that our catalyst nanoparticle should be cubic in shape, and the 

first two steps of our design strategy illustrated in Figure 38 were fulfilled. To fulfill the 

final step in our design strategy, we would need to examine promoter atoms to improve 

catalytic activity on our designed nanoparticles. In Chapters 2 and 3, we found that single-

atom alloy surface configurations can greatly promote even the most difficult reactions. 

Thus, for the final step in our design strategy, we intend to examine single-atom alloys for 

the catalytic dehydrogenation of methanol. Uncertain of which combinations of metals 

were stable as single-atom alloys, we performed a full test of 28×28 metal alloys and 

compared dilute promoter surfaces in Chapter 6. With the stability information provided in 

Figure 46 in Chapter 6, we are able to select single-atom alloy surfaces that can cater to 

our process needs. In this chapter, we examine two different promoter metals for the two 

terrace facets of silver nanocrystals. Exploratory DFT work on different SAA systems was 

performed by Cindy Mai, who was previously a high school mentee and eventually became 

an undergraduate researcher. 

 

7.1. Introduction 

 In the industrial process of methanol decomposition to formaldehyde, various 

promoters have been added to silver catalyst surfaces to improve the yield of formaldehyde. 
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For instance, highly active metals such as Pd, Pt, Rh, Ru, and Ir have been found to improve 

the formaldehyde yield to over 90%.192 On the other hand, Pb has been used to improve 

formaldehyde selectivity under incomplete conversions for the reaction.192 In this study, 

we examine one of the highly active metals, Pd, as the promoter site. Pd-based catalysts 

have been examined for the dehydrogenation of methanol to formaldehyde,205,275 and while 

these Pd catalysts are highly active and break the hydrogen bonds of methanol readily, they 

are also very unselective to the formation of formaldehyde and carbon monoxide is a 

primary product. As studied in Chapter 3 and in its publication,276 by isolating Pd atoms in 

a weak-binding metal such as Au or Ag, the geometric ensemble effect is reduced, and 

while Pd will retain its dehydrogenation ability, it becomes less likely to fully 

dehydrogenate adsorbates due to the lack of a surrounding ensemble. Indeed, Pd-promoted 

SAAs have been heavily investigated in the literature; see Chapter 1.4 for a more 

comprehensive review of Pd-promoted SAAs for dehydrogenation reactions. 

 In addition to Pd, we also used the table of stability presented in Figure 46 of 

Chapter 6 to find another potential promoter. From that table, we find that Zn sits stably as 

an isolated promoter site within the close-packed Ag surface. Zinc metal has been well-

studied as a catalyst for methanol dehydrogenation, both as an alloy and additive223,277 and 

as a standalone catalyst,278,279 and has been found to be very selective to formaldehyde in 

the target reaction.279 Zinc has been found to bind oxygen strongly, which may be useful 

to bind methoxy stronger to the surface in the non-oxidative dehydrogenation of 

methanol.278 In this chapter, both of these promoters are examined in the single-atom alloy 

configuration on the two terrace facets of Ag. 
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7.2. Density Functional Theory Methods 

The periodic density functional theory (DFT) calculations were performed using 

the Vienna ab initio Simulation Package (VASP)93–96 in the Atomic Simulation 

Environment.97 The exchange-correlation effects were described by the Bayesian error 

estimation functional with van der Waals correction (BEEF-vdW)74 using an energy cutoff 

of 400 eV. The core and valence electrons were represented with the projected augmented 

wave (PAW) method.98,99 Gaussian smearing was used with Fermi temperatures of kbT = 

0.1 eV, and the electronic energies were subsequently extrapolated to 0 K. All geometries 

were optimized until the forces were less than the convergence criterion of 0.02 eV/Å. 

The clean surfaces of Ag(100) and Ag(111), calculated in Chapter 4, are used in this 

chapter. To build the Pd- and Zn-promoted SAAs, one surface atom of each Ag surface 

was replaced by the promoters. The new SAA surfaces are depicted in Figure 58. 

 

Figure 58. Top views of the Zn/Ag(100), Zn/Ag(111), Pd/Ag(100), and Pd/Ag(111) SAA 
surfaces. 
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 Similarly to the work in Chapter 4, the following set of primary elementary 

dissociation reactions are examined: 

Step 1: CH3OH* + * ↔ CH3O* + H*,                                       (83) 

                                     Step 2: CH3O* + * ↔ CH2O* + H*,                                         (84) 

                                      Step 3: CH2O* + * ↔ CHO* + H*, and                                   (85) 

                                         Step 4: CHO* + * ↔ CO* + H*.                                           (86) 

In addition, while multiple byproduct formation pathways were considered and calculated, 

only one is reported in this chapter, where the C-H bond of methanol is broken rather than 

the O-H bond: 

                                 Step 5: CH3OH* + * ↔ CH2OH* + H*.                                       (87) 

Since there would be multiple H adatoms available on the surface, the recombination of 

hydrogen on the surface is given as 

                                             Step 6: 2H* ↔ H2* + *.                                                     (88) 

Finally, the adsorption and desorption of physisorbed species is considered: 

                                    Step 7: CH3OH (g) + * ↔ CH3OH*,                                          (89) 

                                      Step 8: CH2O (g) + * ↔ CH2O*,                                             (90) 

                                        Step 9: CO (g) + * ↔ CO*, and                                             (91) 

                                           Step 10: H2 (g) + * ↔ H2*.                                                  (92) 

The above reactions will be referred to by their Step number in this chapter. In addition, 

like in Chapter 5, the diffusion of H* and CH3O* are also considered. In this chapter, 

however, the diffusion of the adsorbates occur between a promoter metal binding site and 

a host metal binding site, as 

                                           Step 11: CH3Op* ↔ CH3Oh*,                                              (93) 
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and  

                                                  Step 12: Hp* ↔ Hh*,                                                     (94) 

where p indicates that the adsorbate is bound to a site adjacent to the promoter metal and h 

indicates that the adsorbate is bound to a site that is fully surrounded by host metal atoms. 

All binding energies are calculated with reference to the respective clean SAA surfaces and 

the gas-phase energies of methanol and hydrogen. The activation energy barriers were 

calculated using the climbing image nudged elastic band (CI-NEB) method76 and the 

transition states were confirmed to be true saddle points using a vibrational analysis in the 

harmonic oscillator approximation, which showed one imaginary frequency along the 

reaction pathway. 

 As in Chapter 3, where methane could be activated through the Au or Pd Pathways, 

the reactions can occur either on the promoter atom or on the host metal atoms. Similarly 

to Chapters 2 and 3, the majority of the reactions that occur on the host metal atoms on the 

Pd- and Zn-promoted systems have nearly identical kinetics and thermodynamics as the 

pure Ag(100) and Ag(111) surfaces. In this chapter, for simplicity, it is assumed that the 

reaction energetics on the host sites of the SAAs are equivalent to the pure Ag surface 

analogs unless otherwise noted. 

 

7.3. Results 

7.3.1. Adsorption of Intermediates on the Pd- and Zn-promoted SAAs 

 First, the binding energies of all intermediates for the primary pathway of the deep, 

non-oxidative dehydrogenation of methanol to CO were calculated on the Ag(100) SAAs. 

The binding energies on the promoter sites, calculated with respect to gas-phase methanol 
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and hydrogen, alongside the binding energies on pure Ag(100), are provided below in 

Table 10. 

Table 10. The binding energies (eV) of all methanol dehydrogenation intermediates on the 
promoter sites of the SAAs of Ag(100), calculated with respect to gas-phase 
methanol and hydrogen. 

Adsorbate Ag(100) Pd/Ag(100) Zn/Ag(100) 

CH3OH* 

(methanol) 

-0.24 -0.27 -0.27 

CH3O*  

(methoxy) 

0.10 0.24 -0.32 

CH2O* 

(formaldehyde) 

0.87 0.71 0.86 

CHO* 

(formyl) 

1.68 1.07 1.27 

CO* 

(carbon monoxide) 

1.19 0.41 1.21 

H2* 

(dihydrogen) 

-0.05 -0.03 -0.05 

H* 

(hydrogen) 

0.47 0.23 0.37 

CH2OH* 

(hydroxymethyl) 

1.19 0.75 0.65 

  

 Going down Table 10, the first discrepancy comes at the binding of methoxy. On 

Pd/Ag(100), methoxy actually binds weaker on the promoter than on pure Ag(100) and on 
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the host metal sites, which maybe be promising for the second dehydrogenation step or 

even diffusion to the host sites. Meanwhile, on Zn/Ag(100), methoxy binds considerably 

stronger to the Zn site, possibly due to the affinity of Zn to oxygen.280 Next, on Pd/Ag(100), 

formaldehyde physisorbs slightly stronger than on the pure Ag analog. Both Pd/ and 

Zn/Ag(100) bind formyl stronger than the pure Ag(100) surface. For carbon monoxide, 

Zn/Ag(100) physisorbs CO with a similar strength as the pure Ag surface, but Pd/Ag(100) 

chemisorbs it strongly through the carbon atom; other studies on Pd-promoted SAAs have 

shown that this may be a promising feature in other applications.128,281–284 Hydrogen 

adatoms bind strongly to the bridge sites adjacent to the both promoter atoms; hydrogen 

adsorption has been well-studied on Pd-based SAAs.92,268,283,285 Lastly, the hydroxymethyl 

(CH2OH*) binds considerably stronger on the top site of both promoter atoms than on 

Ag(100). 

 Next, the adsorption of the intermediates on the Ag(111) SAAs is presented below 

in Table 11. 
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Table 11. The binding energies (eV) of all methanol dehydrogenation intermediates on the 
promoter sites of the SAAs of Ag(111), calculated with respect to gas-phase 
methanol and hydrogen. 

Adsorbate Ag(111) Pd/Ag(111) Zn/Ag(111) 

CH3OH* 

(methanol) 

-0.21 -0.23 -0.21 

CH3O*  

(methoxy) 

0.38 0.40 -0.08 

CH2O* 

(formaldehyde) 

0.88 0.86 0.88 

CHO* 

(formyl) 

1.81 1.00 1.64 

CO* 

(carbon monoxide) 

1.25 0.40 1.36 

H2* 

(dihydrogen) 

-0.05 -0.09 -0.05 

H* 

(hydrogen) 

0.42 0.11 0.46 

CH2OH* 

(hydroxymethyl) 

1.24 0.67 1.01 

 

 As in Table 10, we can examine Table 11 for discrepancies in the binding energies 

of any of the adsorbates. First, similarly to its (100) counterpart, methoxy binds 

considerably stronger to Zn/Ag(111) than Ag(111). Methoxy binds very slightly weaker 

on the Pd promoter, but the difference is nearly indistinguishable on the (111) surface. 
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Formyl binds much stronger to the Pd/Ag(111) surface and slightly stronger to the 

Zn/Ag(111) than on the pure surface. Like on (100), CO binds strongly to the Pd site, but 

interestingly, the physisorption of CO on the Zn site is weaker than on the pure surface. 

Hydrogen adatoms bind stronger to the Pd site and bind at an indistinguishable energy to 

the Zn site. Lastly, the hydroxymethyl binds considerably stronger to Pd/Ag(111) and 

mildly stronger to the Zn/Ag(111) than the precursor Ag(111) surface. 

 

7.3.2. Activation Energy Barriers for the Methanol Dehydrogenation on (100) SAAs 

 The activation energy barriers were calculated through the NEB method for each 

of the reactions in Chapter 7.2. Table 12 below shows the activation energy barriers for 

Steps 1-6 on the Ag(100) surface, as well as its two promoted surfaces. The values reported 

for the SAA surfaces correspond to the elementary step occurring on the promoter site. 

Table 12. The activation energy barriers of Steps 1-6 over the Ag(100) SAA surfaces, in 
eV. 
 Ag(100) Pd/Ag(100) Zn/Ag(100) 

Step 1 1.40 1.12 1.32 

Step 2 1.19 0.88 1.54 

Step 3 1.56 0.77 1.15 

Step 4 0.28 0.54 0.79 

Step 5 2.25 1.53 2.23 

Step 6 0.60 0.18 0.87 

 

 For all the steps above, all possible pathways were attempted; for instance, in the 

dissociation of methanol, a pathway where the resultant methoxy stabilized on a host site 
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while the hydrogen adatom bound to the promoter site was also tested. When comparing 

Pd/Ag(100), all barriers are considerably lowered except for Step 4, the dehydrogenation 

of formyl to CO. Since Step 1 was determined to be the rate-determining step in Chapter 

4, a barrier improvement of 0.28 eV is promising. At the same time, however, the undesired 

dehydrogenation of formaldehyde to formyl in Step 3 was also made easier, with a 0.79 eV 

decrease in that barrier. With the lower barrier to deeper dehydrogenation, kinetic studies 

must be performed on Pd/Ag(100) to ensure that the deep dehydrogenation does not begin 

to dominate. As an alternative to Step 1, methanol can possibly dissociate at the C-H bond, 

but the kinetics and thermodynamics of Step 5 remain unfavorable. With the very low 

barrier for H2 recombination in Step 6, it is possible that any H2 recombination and 

desorption could occur on the promoter site, which has been examined and prevented in 

other literature.283,284 

 On Zn/Ag(100), the barrier for Step 1 was also mildly lowered. Interestingly, 

however, the barrier for Step 2 greatly increased, most likely due to the very strong binding 

of methoxy to the promoter site. If the dehydrogenation of methanol was to solely occur 

on the promoter site of Zn/Ag(100), Step 2 may become the rate-determining step. 

Meanwhile, the dehydrogenation of formaldehyde to formyl is also made easier on 

Zn/Ag(100), but not to the extent of Pd/Ag(100). Also like Pd/Ag(100), Step 4 is made 

harder. Lastly, in the H2 recombination in Step 6 becomes more difficult, but this likely 

matters little because the Ag host sites are most prevalent anyways.  

 On Zn/Ag(100), it is possible for the methoxy adsorbate to diffuse away from the 

promoter site and onto the Ag(100) site, where the dehydrogenation of methoxy to 

formaldehyde becomes easier. The diffusion barriers of methoxy and hydrogen adatoms 
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away from the promoter site on Pd/Ag(100) and Zn/Ag(100) are given in Table 13 below, 

along with the diffusion barriers on Ag(100) in simple 4-fold-site hopping. 

Table 13. The diffusion barriers, in eV, of methoxy and hydrogen adsorbates (Steps 11 and 
12) on Ag(100), Pd/Ag(100), and Zn/Ag(100). 
 Ag(100) Pd/Ag(100) Zn/Ag(100) 

Step 11 0.26 0.17 0.63 

Step 12 0.10 0.33 0.26 

 

 In the diffusion barriers, it is important to note that the diffusion of methoxy away 

from the Pd promoter site is exothermic, so the diffusion barrier away from Ag sites and to 

the Pd site can be calculated through microscopic reversibility as 0.31 eV, assuming that 

the binding energy at the Ag site is equivalent to that of a pure Ag(100) surface. The low 

barrier for methyl diffusion away from the Pd promoter is likely due to its preference for 

the Ag site, while the high barrier for H diffusion away from the Pd site is likely due to its 

preference for the Pd site. Meanwhile, there is a high diffusion barrier for methoxy away 

from the Zn site of Zn/Ag. By examining the transition state energies and assuming that 

the diffusion of adsorbates from the promoter site is solely dictated by kinetics, it still 

remains kinetically more favorable to dissociate the methoxy adsorbate on the Zn promoter 

site. On the other hand, at higher temperatures and considering the statistical mechanical 

equilibrium effect discussed in Chapter 1.5, diffusion away from the Zn promoter site may 

become more favorable and lead to the Ag sites dominating Step 2. In Figure 59 below, a 

potential energy diagram comparing the three surfaces is presented. It is assumed that all 

reactions on the SAAs occur on the promoter site, and that the hydrogen adatoms do not 
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recombine and desorb, as to show the effects of the highly different binding energies of 

hydrogen on the different surfaces. 

 

Figure 59. The potential energy diagram for the dehydrogenation of methanol over 
Ag(100), Pd/Ag(100), and Zn/Ag(100) and assuming that hydrogen does not 
recombine and desorb. 

 

 From Figure 59, it is seen that the addition of a single promoter atom on the surfaces 

can greatly improve the kinetics and thermodynamics of the methanol to formaldehyde 

reaction on Ag(100), which was established in Chapters 4 and 5 as the best surface for the 

reaction. In particular, Pd/Ag(100) substantially lowers all barriers and reaction energies. 

It remains difficult to elucidate the differences between the Ag(100) and Zn/Ag(100) due 

to the differences in hydrogen binding energies, so in Figure 60 below, all hydrogen 

adatoms are assumed to recombine and desorb in the gas-phase. 
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Figure 60. The potential energy diagram for the dehydrogenation of methanol over 
Ag(100), Pd/Ag(100), and Zn/Ag(100) and assuming that hydrogen 
recombines and desorbs. 

 

 After removing hydrogen in Figure 60, it becomes clearer that the Pd promoter 

should greatly improve the rate of dehydrogenation over Ag(100). Meanwhile, the Zn 

promoter provides only a visibly slight advantage over the pure Ag(100) surface. It is 

important to note, however, that since the Pd/Ag(100) “catalyst” is on the same surface as 

Ag(100) and the Zn/Ag(100) is also fully surrounded by Ag(100) sites, hopping can easily 

occur via entropically-driven diffusion between the red and blue curves, as well as the 

green and blue curves, of the potential energy diagram in Figure 60. For instance, when 

considering the Pd/Ag(100) curve, even though the undesired dehydrogenation of 

formaldehyde to formyl is easier on the promoter than on the pure Ag(100) sites, the 
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diffusion of formaldehyde far away from the promoter site to pure Ag(100) sites remains 

a kinetically simpler step, and those sites heavily favor the desorption of physisorbed 

formaldehyde over the deeper dehydrogenation. Likewise, on Zn/Ag(100), as discussed 

above, although the methoxy binds strongly to the promoter site and the dehydrogenation 

of methoxy is difficult on the promoter site, it can diffuse away to the pure Ag(100) sites 

and dissociate there. 

 

7.3.3. Microkinetic Modeling of the Ag(100) SAAs 

 Microkinetic models were implemented to gain greater understandings into the 

kinetics of the reaction on the SAAs. Steps 1-12 in Chapter 7.2 were included in the 

microkinetic model, and the model was run for temperatures from 600-1000 K and 

pressures of 1-9 bar. The surface was assumed to be comprised of 90% host sites and 10% 

promoter sites. The inlet gas concentrations were varied, but the highest activity was 

obtained when the feed was pure methanol. The frequencies used in the model were 

obtained through vibrational frequency calculations on the adsorbates and the transition 

states of the dehydrogenation steps. Entropy corrections were applied in the model using 

the Shomate equation for the gas-phase molecules and the harmonic approximation for the 

adsorbates and transition states.97 Table 14 below displays the production rates, in units of 

s-1, of formaldehyde and CO on Ag(100), Pd/Ag(100), and Zn/Ag(100), respectively, at 

temperatures between 800 and 900 K and at 1 bar, which are the typical operating 

conditions of the reaction. 
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Table 14. The production rates in s-1 of formaldehyde and CO at 1 bar and varying 
temperatures for the Ag(100) SAAs. 

 Ag(100) Pd/Ag(100) Zn/Ag(100) 

Temperature CH2O CO CH2O CO CH2O CO 

800 K 4.9e-2 3.3e-14 1.0e-1 2.4e-6 4.8e-2 8.6e-14 

850 K 1.3e-1 2.7e-13 2.3e-1 7.2e-6 1.3e-1 5.0e-13 

900 K 3.2e-1 1.8e-12 5.0e-1 2.0e-5 3.0e-1 2.5e-12 

 

 From the values in Table 14, the Pd/Ag(100) SAA approximately doubles the 

production of formaldehyde. The SAA does also greatly increase the production of CO, 

but the amount of formaldehyde produced in comparison to CO remains greater by an order 

of magnitude of four or five. Meanwhile, on the Zn/Ag(100) SAA, the production rates of 

formaldehyde slightly decrease, while the production rates of CO slightly increase. On all 

sites on all surfaces, the surface coverages remained zero. On all surfaces, from the 

examination of the degree of rate-control,199–201 Step 1 remained the rate-determining step. 

 

7.3.4. Activation Energy Barriers for the Methanol Dehydrogenation on (111) SAAs 

The activation energy barriers were calculated through the NEB method for each 

of the reactions in Chapter 7.2. Table 15 below shows the activation energy barriers for 

Steps 1-6 on the Ag(111) surface, as well as its two promoted surfaces. The values reported 

for the SAA surfaces correspond to the elementary step occurring on the promoter site. 
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Table 15. The activation energy barriers of Steps 1-6 over the Ag(111) SAA surfaces, in 
eV. 
 Ag(111) Pd/Ag(111) Zn/Ag(111) 

Step 1 1.51 1.45 1.37 

Step 2 1.32 0.99 1.60 

Step 3 1.67 0.68 1.53 

Step 4 0.56 0.66 0.50 

Step 5 2.32 1.36 2.43 

Step 6 0.80 0.67 0.77 

 

 Beginning with Zn/Ag(111), the kinetics of the rate-determining Step 1 are slightly 

improved. Just as the Zn promoter caused an increase in the kinetic barrier of Step 2 in 

Zn/Ag(100), the Zn promoter leads to a higher barrier on the Ag(111) surface, and the same 

considerations must be made regarding the diffusion of methoxy and hydrogen adatoms. 

The diffusion barrier away from the Zn promoter site for the methoxy adsorbate on the 

Zn/Ag(111) surface is 0.63 eV, which is equivalent to the corresponding barrier on the 

Zn/Ag(100) surface. Analogously to the (100) SAA, the kinetics and the entropic push of 

the diffusion of methoxy on the Zn/Ag(111) surface must be delved into further to fully 

clarify where reactions occur on the promoted surface. 

From Table 15, Pd/Ag(111) very slightly improves the O-H bond scission step of 

methanol in Step 1, but not to the extent that the Pd promoter does on the Ag(100) surface. 

Similarly to the Pd promoter on Pd/Ag(100), Pd/Ag(111) considerably lowers the barrier 

for Step 3, opening the possibility of deep dehydrogenation to CO. The most notable value 

in Table 15, however, is the low barrier in Step 5. Step 5, which entails the scission of the 
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C-H bond of methanol rather than the O-H bond, competes with Step 1 and has a lower 

activation energy barrier. This is not necessarily surprising; the C-H bond scission is 

reported to occur first on Pd catalysts for the dehydrogenation of methanol.194,205,275,286,287 

In this work, however, the first few steps of the dehydrogenation of methanol through some 

species with a chemical formula of CH3O to a species with a chemical formula of CH2O is 

investigated on the Pd/Ag(111) SAA. The results of the study of the mechanisms over the 

Pd promoter is shown in the potential energy diagram below in Figure 61. 

 

Figure 61. The potential energy diagram for the possible mechanisms of the removal of 
two hydrogen atoms on the promoter site of Pd/Ag(111). 

 

 From Figure 61 above, there are three major pathways that the removal of two 

hydrogen atoms can follow. In the red pathway, the dehydrogenation of methanol to 

formaldehyde follows the standard O-H scission, followed by a C-H scission. In the blue 
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pathway, the first bond cleavage is the C-H bond, followed by the O-H bond to still produce 

formaldehyde. The blue pathway gives a lower barrier for the first dehydrogenation step, 

but has a higher reaction energy, and the second step is even more kinetically unfavorable. 

Regardless, if the reaction follows either the red or blue pathway, formaldehyde will still 

be the product. Finally, in the green pathway, a C-H bond in methanol is broken first, 

followed by a second C-H bond. In this pathway, it is impossible to form formaldehyde 

without a hydrogenation step, so this pathway is undesired. The second step in this pathway 

is highly unfavorable though, indicating that the occurrence of this pathway is unlikely. 

 With the first dehydrogenation pathways now clarified on the Pd/Ag(111) catalyst, 

a potential energy diagram can be drawn comparing the three (111) surfaces in Figure 62. 

For the ease of readability, only the red pathway of Figure 62 is followed, but the 

reasonable possibility of a second and maybe third pathway must be acknowledged. In 

Figure 62 below, it is assumed that all reactions on the SAAs occur on the promoter site, 

and that the hydrogen adatoms do not recombine and desorb, as to show the effects of the 

highly different binding energies of hydrogen on the different surfaces. 
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Figure 62. The potential energy diagram for the dehydrogenation of methanol over 
Ag(111), Pd/Ag(111), and Zn/Ag(111) and assuming that hydrogen does not 
recombine and desorb. 

 

 In Figure 62, the Pd/Ag(111) shows the most promising reaction pathway for the 

dehydrogenation of methanol to formaldehyde, but is not clearly better than the other 

pathways. A considerable concern, however, is that the barrier for the dehydrogenation of 

formaldehyde to formyl is too low and the deep dehydrogenation is too facile; this will be 

confirmed in kinetic modeling. Meanwhile, there is little distinction between the pure 

Ag(111) surface and the Zn/Ag(111) SAA outside of the strong methoxy binding near the 

Zn promoter. To discern between the two pathways, the effects of hydrogen are removed 

in Figure 63 below, as hydrogen adatoms are forced to recombine and desorb without 

barrier. 
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Figure 63. The potential energy diagram for the dehydrogenation of methanol over 
Ag(111), Pd/Ag(111), and Zn/Ag(111) and assuming that hydrogen 
recombines and desorbs. 

 

 From Figure 63 above, only two things seem to be clear in distinguishing between 

the three pathways. First, methoxy binds very strongly on the Zn site on Zn/Ag(111), which 

leads to a large barrier for the dissociation of methoxy to formaldehyde in Step 2. As 

discussed in Chapter 7.3.3, however, the adsorbates can spill over to the Ag(111) sites and 

follow the pathway for Ag(111), where the barrier in Step 2 is not so large. Second, the 

dehydrogenation of formaldehyde to CO* is much easier on Pd/Ag(111), which would hurt 

the selectivity of the reaction. If there is no clear kinetic advantage for the Pd promoter in 

Step 1, the rate-determining step, then the loss in selectivity upon usage of the Pd promoter 

on the Ag(111) surface may cause Pd to be a poor promoter on this surface. Interestingly, 
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at the end of the reaction on the Zn/Ag(111) SAA, CO binds so unfavorably to the Zn 

promoter that the desorption of CO is downhill in energy. This may have some relation to 

literature studies that show that Zn is an excellent anti-fouling additive.11,288,289 

 

7.3.5. Microkinetic Modeling of the Ag(111) SAAs 

 Microkinetic models were implemented to gain greater understandings into the 

kinetics of the reaction on the SAAs. Steps 1-12 in Chapter 7.2 were included in the 

microkinetic model, and the model was run for temperatures from 600-1000 K and 

pressures of 1-9 bar. The surface was assumed to be comprised of 90% host sites and 10% 

promoter sites. The inlet gas concentrations were varied, but the highest activity was 

obtained when the feed was pure methanol. The frequencies used in the model were 

obtained through vibrational frequency calculations on the adsorbates and the transition 

states of the dehydrogenation steps. Entropy corrections were applied in the model using 

the Shomate equation for the gas-phase molecules and the harmonic approximation for the 

adsorbates and transition states.97 Table 16 below displays the production rates, in units of 

s-1, of formaldehyde and CO on Ag(111) and Pd/Ag(111), respectively, at temperatures 

between 800 and 900 K and at 1 bar, which are the typical operating conditions of the 

reaction. The Zn/Ag(111) surface was omitted in this study due to computational issues. 
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Table 16. The production rates in s-1 of formaldehyde and CO at 1 bar and varying 
temperatures for Ag(111) and Pd/Ag(111). 

 Ag(111) Pd/Ag(111) 

Temperature CH2O CO CH2O CO 

800 K 1.0e-2 1.6e-13 8.7e-3 6.1e-10 

850 K 3.1e-2 1.7e-12 2.6e-2 2.4e-9 

900 K 8.2e-2 1.4e-11 6.9e-2 8.0e-9 

 

 From Table 16 above, the Pd promoter both lowers the production rate of 

formaldehyde and raises the production rate of the undesired CO. Although this study 

would need to be performed in a spatial model where diffusion is better understood and 

lateral interactions can be considered, the results in the MKM indicate that Pd is not a 

promising promoter for the non-oxidative methanol dehydrogenation on Ag(111), as all 

reaction steps would simply occur on the Ag sites. 

 

7.3.6. Kinetic Monte Carlo Simulations on Pd/Ag(100) 

 From the DFT calculations and MKM simulations performed on the Ag(100) and 

Ag(111) SAAs, Pd/Ag(100) was seen to be the most promising one, as it offered lower 

activation barriers for methanol activation and gave the highest turnover frequencies. As 

mentioned previously, MKM simulations cannot fully encapsulate the effect of diffusion 

on the SAA catalysts, so KMC simulations were performed on the Pd/Ag(100) surface to 

examine diffusion and lateral interactions on the SAA surface. 

 The first challenge in modeling SAAs in KMC is to correctly define the lattice sites. 

In graph theoretical KMC, the pre-defined lattice sites are often assumed to be top sites of 



177 
 

catalyst surface. If a 3×3 Pd/Ag(100) surface layer were to be modeled in KMC such that 

it would mirror the image given in Figure 58, then intuitively, the center of the 3×3 box 

would be given energetic parameters of the Pd promoter site calculated in DFT. 

Unfortunately, if the surface were modeled in this way, two related issues would arise. 

First, adsorbates such as methoxy or H* would bind in the 4-fold sites rather than the top 

sites. While there is only one top site that is affiliated with the Pd promoter, there are four 

4-fold sites that border that promoter site, so the intuitive top-site surface model in KMC 

would underestimate the true number of promoter binding sites that are available on the 

SAA surface. Second, if methanol were to dissociate into methoxy and H* on the intuitive 

top-site surface model, one of either the resulting methoxy or H* must reside on a Ag top 

site, since only one adsorbate can occupy a site at a given time. In the first-principles DFT 

calculations, however, when methanol dissociates over the Pd top site, the two resulting 

adsorbates occupy two of the four 4-fold sites that are adjacent to the Pd top site, indicating 

that the multiplicity of the intuitive top-site surface model would prove to be problematic. 

 To remedy these issues, the same lattices can be used, but shifted so that each lattice 

site is no longer a top site, but rather a 4-fold site. In Figure 64 below, the lattices used for 

a 3×3 surface and a 9×9 surface are depicted, where the squares represent 4-fold sites, and 

promoter binding sites are colored in purple, while the Ag binding sites are white. The 

intersections of gridlines in Figure 64 would represent surface top sites. For easier spatial 

visualization, the location where the promoter atom would reside is designated by the red 

dot, which is in the center of the cluster of promoter binding sites. Notably, in the 3×3 

model, four of the nine available lattice sites (44.4%) are promoter sites, whereas in the 

9×9 model, only four of the 81 available lattice sites (4.9%) are promoter sites. 



178 
 

 

Figure 64. The lattice representations of the 3×3 and 9×9 SAA models of Pd/Ag(100) in 
KMC. The purple  squares represent Pd 4-fold sites, the white squares 
represent Ag 4-fold sites, and the red dots indicate where the Pd promoter would 
reside. 

 

 The kinetic parameters of the SAA model in KMC are not straightforward, either. 

It is assumed that any dissociation or recombination reactions can only occur on two 

adjacent and similar sites. For instance, two H* adatoms can only recombine if they reside 

in adjacent Ag sites or adjacent Pd sites, but they cannot recombine if they sit in both Ag 

and Pd sites, even if they are adjacent. Likewise, an adsorbate can only dissociate into two 

similar sites; for example, when methanol dissociates, both resultant methoxy and H* must 

reside in Pd sites if it dissociates on a Pd site.  

 Diffusion is treated similarly to the studies in Chapter 6, where the barriers were 

artificially increased to reduce computational expense. In these studies, the diffusion 

barriers for methoxy and H* diffusion between similar sites was set at 0.75 eV. In DFT, 

the barrier for the diffusion of a methoxy adsorbate from a Pd site to a Ag site was 

calculated to be approximately 0.1 eV lower than diffusing from a pure Ag site to another 

pure Ag site on Pd/Ag(100). Thus, in KMC, the diffusion of methoxy from a Pd site to a 
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Ag site was artificially set at 0.65 eV to indicate that this diffusion step is easier than 

similar-site diffusion. Likewise, the diffusion of H* from a Pd site to a Ag site was 

calculated to be approximately 0.25 eV more difficult than from an Ag site to another Ag 

site, so in KMC, this diffusion barrier was set at 1.00 eV. 

 The adsorption parameters on the Pd sites were set to be the same as on the Ag 

sites. To decrease the over-occurrence of methanol adsorption and desorption, methanol 

adsorption was modeled to be dissociative and the pre-factor was set eight orders of 

magnitude lower. Lateral interactions between any two adsorbates were considered to be 

equal to the lateral interactions modeled on Ag(100); the lateral interaction between two 

methanol adsorbates on adjacent Pd sites, for instance, was equivalent to the lateral 

interaction between two methanol adsorbates on adjacent Ag sites.  

 To compare the pure Ag surface with that of the Pd-promoted surface, a 9×9 pure 

Ag(100) surface was compared to a 9×9 Pd/Ag(100) surface. The turnover frequency per 

site of the pure surface was calculated to be 1.34±0.01 s-1, whereas the turnover frequency 

of the SAA surface was calculated to be 3.21±0.09 s-1. This suggested that the presence of 

single Pd sites would greatly improve the activity of the Ag(100) surface. To elucidate the 

effects of dilution on the SAAs, 3×3, 5×5, 7×7, and 9×9 models were compared, each 

having only one Pd top site and therefore having four 4-fold sites. The results of these 

simulations are shown in Figure 65. 
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Figure 65. The effect of dilution of Pd sites on Pd/Ag(100) SAAs. A 3×3 lattice would 
have a higher dilution of Pd sites. 

 

 Figure 65 above suggests that higher concentrations of isolated Pd would yield 

higher turnover frequencies. In the 3×3 lattice, only 55.6% of the available sites are pure 

Ag(100) sites, in comparison to 95.1% on the 9×9 lattice. Since the Pd site is much more 

active for the dehydrogenation reaction than the Ag site, the number of isolated Pd sites 

should be maximized to increase the TOF. To confirm this, the reaction event frequencies 

were examined, and it was found that almost 98% of the resultant formaldehyde was 

formed on the Pd sites on the 3×3 lattice, while only 64% of the formaldehyde was formed 

on the Pd sites on the 9×9 lattice. 

 These studies also suggest that the true role of the Pd promoter in the SAAs for 

methanol dehydrogenation is to simply lower the barriers of dehydrogenation on otherwise 

less-reactive Ag surfaces. Unlike our studies on N2 dissociation and CH4 activation in 
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Chapters 2 and 3, spillover of adsorbates from the promoter sites to the host sites does not 

play a crucial role in this reaction. Indeed, even though methoxy binds weaker to the Pd 

site than the Ag site, more diffusion occurs from Ag sites to Pd sites than in the reverse 

direction because methoxy dissociates easier to formaldehyde on the Pd sites than on the 

Ag sites. It is crucial, however, that Pd remains isolated in the surface to prevent the deep 

dehydrogenation to CO. In these studies, no CO was formed. In the DFT calculations, the 

presence of adjacent Ag atoms weakened the binding of adsorbates enough such the 

dehydrogenation of formaldehyde to formyl on the Pd site remained difficult enough that 

selectivity would be retained. When Pd sites aggregate and form ensembles, however, the 

deep dehydrogenation of methanol would become preferred.205,275 Thus, although higher 

concentrations of isolated Pd sites would be optimal for this reaction, extra care must be 

taken to ensure that Pd atoms are not too geometrically close to each other such that they 

would aggregate easily. 

 

7.4. Conclusion 

 In this chapter, we examined two different promoters, palladium and zinc, on the 

Ag(100) and Ag(111) surfaces as single-atom alloys. The Pd-promoted Ag(100) and 

Ag(111) surfaces lowered dehydrogenation rates, allowing lower barriers to form 

formaldehyde from methanol, but also lowered the barriers towards deep dehydrogenation. 

Meanwhile, the Zn-promoted surfaces bound methoxy very strongly, and if adsorbate 

spillover from the Zn promoter site to the host sites occurred, then the Zn-promoted 

surfaces would be promising SAAs as well. The obtained energetic data from density 

functional theory was input into microkinetic modeling simulations, and while these 
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simulations have limitations due to their lack of spatial features, they do predict that the 

Pd/Ag(100) SAA would heavily promote the non-oxidative formation of formaldehyde 

from methanol. The Pd/Ag(100) SAA was then examined using KMC, and the presence of 

isolated Pd sites did improve the activity of  pure Ag(100). We determined that the role of 

Pd sites in SAAs for methanol dehydrogenation was simply to improve activity, as 

spillover did not play a considerable role in the mechanism and selectivity was already 

high. We also found that higher concentrations of isolated Pd sites would improve activity. 

The studies in this chapter lay the groundwork and offer an example on how promoter 

metals can be theoretically examined to provide greater activity on rationally designed 

catalysts. 
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Chapter 8. Concluding Remarks 

8.1. Final Conclusions 

 In this doctoral study, we sought to develop new catalyst strategies and insights to 

impact the field of catalytic dehydrogenation. Much of catalytic dehydrogenation is defined 

by rules, laws, or trendlines, and we investigated different methods to break those rules, 

laws, and trendlines and lay the groundwork for a rational design paradigm that could 

bridge the gap between theoretical and experimental catalysis. 

 We began by investigating single-atom alloys (SAAs). SAAs consist of a highly-

reactive, isolated promoter metal that sits within a host of less-reactive metal atoms. A 

reactant molecule would dissociate over the promoter metal and the resulting adsorbates 

would spillover or disperse away from the promoter metal to the host metal, where they 

would bind weakly and be available for further reaction. These SAAs boast low activation 

energies due to the reactive promoter metal, yet do not have highly exothermic reaction 

energies because the adsorbates spill over to the weak-binding host sites of the catalyst 

surface. These two properties come together to break traditional scaling relations, which 

state that catalysts that have low activation energies tend to have very exothermic reaction 

energies as well. The ability of the SAAs to break these scaling relations was tested for the 

Haber-Bosch reaction, where the single atom must be able to break the strong triple bond 

of N2. We found that our SAAs did indeed circumvent the established trendlines by 

lowering activation energy barriers yet binding the resultant nitrogen adatoms weakly, 

allowing for easier hydrogenation to form ammonia. In particular, we found that Mo-

promoted Co(0001) and Fe-promoted Co(0001) were promising SAAs for this reaction. 
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 With the understanding that isolated reactive atoms were promising tools in 

catalysis, we took aim at the base case of hydrocarbon dehydrogenation: the activation of 

methane. Methane is a notoriously difficult molecule to successfully activate; its C-H 

bonds are very strong, requiring a catalyst that exhibits excellent activity, yet once one of 

the C-H bonds is broken, it is likely that all of the C-H bonds will break, requiring a catalyst 

that is selective. We examined the Au3Pd(111) surface, which contains a single Pd atom 

that is fully surrounded by Au atoms, reminiscent of the surface geometry of SAAs. In the 

non-oxidative activation of methane on Au3Pd(111), the second dehydrogenation step of 

methane is more difficult than the first one, suggesting that there may be a temperature in 

which methane is dehydrogenated to methyl, which can sit on the Pd site for further 

chemistry. The oxidative activation of methane is also promising on this catalyst, as the 

isolated Pd atom draws oxygen to the otherwise inert Au surface, and the surface 

oxygenates readily abstract hydrogen from the methane molecule. From this work, we 

found that isolated metal atoms can combine activity and selectivity into one catalyst for 

both non-oxidative and oxidative reaction schemes. 

 From here, we wanted to create a new design paradigm for the prediction of an 

optimal catalyst for any reaction performed on a metal surface. By probing reactions on 

multiple surface facets of a catalyst and inputting the obtained energetic parameters into a 

kinetic Monte Carlo (KMC) simulation, reaction rates and turnover frequencies can be 

obtained from the first-principles density functional theory calculations. For our KMC 

simulations, we developed a terrace model that simulated the different terrace facets of a 

crystal, separated by a step site. Since each terrace represented a different surface facet, by 

increasing and decreasing the terrace lengths in our terrace model, we can find an optimal 
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size and shape for a nanoparticle for that particular reaction. By examining the non-

oxidative dehydrogenation of methanol to formaldehyde on silver nanoparticles as a case 

study, we found that small, cube-like nanoparticles would be most active for the reaction. 

 We wanted to wield our knowledge of single-atom alloys to add promoters to the 

catalyst nanoparticles that were predicted in our terrace model in KMC, but first, we needed 

to understand the stability of the SAA surfaces. The dilute promoter atom on a SAA surface 

can go multiple places; it can diffuse into the subsurface of the catalyst, it can dimerize and 

aggregate with other promoter atoms within the surface layer of the catalyst, or it can sit 

on top of the surface layer as an adatom. We calculated and compared the stability of each 

case for all combinations of the d-block metals and developed a chart with nearly 30×30 

elements. This chart presents information on what the most stable surface configuration is 

for that combination of elements and allows for the discovery of new SAA catalysts in 

reactions that may have never been tested before. 

 Using our developed chart of SAA stability, we returned to the dehydrogenation of 

methanol and examined Pd and Zn promoters for the reaction on different Ag facets. In a 

combined density functional theory and microkinetic modeling study, we find that Pd 

promoters aid in the dehydrogenation kinetics, while Zn promoters allow for the stronger 

binding of certain intermediates. We conclude that the rational selection of promoter metals 

for catalytic dehydrogenation reactions and other reactions in heterogeneous reactions 

could significantly improve the activity of the catalyst. 

 From this doctoral work, we have developed a research paradigm that combines 

first-principles density functional theory calculations with kinetic Monte Carlo simulations 

and allows for the determination of the optimal size, shape, and promoters for a catalyst 
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nanoparticle. While the chasm between theoretical and experimental catalysis is large, we 

hope that our efforts have laid the groundwork for the first bridges to span the 

computational and laboratory worlds. 

 

8.2. Future Work 

 Since a large bevy of topics were covered in this doctoral work, there are many 

different research questions and directions that could be followed. There are two directions, 

however, that I believe could be most lucrative in research. 

 First, I believe that a continuation of the kinetic Monte Carlo simulations discussed 

in this work would be promising. There remain multiple tasks to accomplish within those 

simulations, including the implementation of the single-atom alloys. There is little 

literature involving KMC on SAAs, so this could potentially be a source of multiple 

publications in understanding the diffusion rates of adsorbates on SAAs. 

 Second, and more importantly, I believe that there is a route for future exploration 

on selective oxidation on SAAs, similar to the study that was performed in Chapter 3. To 

finish the methanol dehydrogenation work, the introduction of oxygen to the system would 

add new and more impactful insights than what has been reported in Chapters 4, 5, and 7. 

There is little to no literature on selective oxidation on SAAs, and the Formox process is 

not the only reaction that could be promising. Selective oxidation on SAAs could be studied 

for ethylene epoxidation, isopropyl alcohol to acetone, or propene to acrolein. SAAs can 

also be used to draw water to the surface for hydration reactions. 
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