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ABSTRACT 

 

The positive effect of testing memory has been well demonstrated in laboratory settings and 

there is now a growing body of supporting evidence in real educational environments. 

However, whether and under what conditions testing facilitates transfer of learning is still 

somewhat unclear. Individual differences in learning from tests have also not been 

extensively studied. The aim of the current study is to further investigate the limits of transfer 

of learning via testing and explore the role of key cognitive abilities (i.e., reading 

comprehension, reasoning ability, and working memory). To accomplish this goal, we use an 

instance in the subject of Biology where we believe that background knowledge (i.e., the 

components of nucleic acids) is necessary for understanding of a subsequent related concept 

(i.e., DNA transcription). In a within-subjects experimental design with data from 153 

undergraduate students, we examined the effect of testing over background knowledge on 

performance on subsequent related information. Our study provides evidence of the positive 

effect of testing on not only exactly repeated test items (d= 1.01), but conceptually related 

questions (near transfer; d = .60) and questions about a subsequent related passage (far 

transfer; d = .21). We also report that testing influences pre-test score predictions, such that 

repeated testing is associated with increased pre-test confidence, while varied testing is not. 

Finally, we report that individual differences in cognitive ability do not interact with testing 

effects, but transfer performance is correlated with reasoning ability. Overall, we conclude 

that retrieval practice with cued recall questions is a highly effective strategy for learning 

complex educational materials.  

Keywords: Testing effect, transfer, individual differences,  metacognition 
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The Testing Effect, Individual Differences, and Transfer: An Investigation of Learning 

Strategies Using Educational Materials 

 

The goal of formal education is to facilitate learning that sustains time and can be 

applied to future problems in related fields. Recently, there has been an influx of research on 

the mnemonic benefits of the “testing effect” and subsequently there has been a push to 

effectively apply this research to educational settings. The testing effect (also called retrieval 

practice; henceforth the testing effect and retrieval practice are used interchangeably) refers 

to the finding that information is better remembered over time when attempts to retrieve 

previously learned material are made (e.g., taking a test, answering questions, or another 

form of recall). Although, the vast majority of testing effect studies show sizable increases in 

retention of material on which the learner made a retrieval attempt, less is known about the 

effectiveness of retrieval practice when the outcome measure differs somewhat from the 

retrieval practice conditions or requires transfer of learning. It is not entirely clear whether 

and under which conditions the testing effect facilitates transfer of learning (also called 

transfer), especially when using real educational materials (those that would generally be 

used in a classroom). In addition, few attempts have been made in the existent literature to 

explore possible individual differences in learning and transfer via the testing effect. Here, 

we review the literature and report on a study designed to (a) investigate the effects of 

retrieval practice on transfer of learning, (b) evaluate whether individual differences in 

cognitive ability moderate the effect of retrieval practice and transfer of learning, and (c) 

examine the effect of retrieval practice on pre-test score predictions. The studies proposed 
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here use authentic educational materials that have been used in college courses and transfer is 

defined in a way that is particularly relevant to students and instructors.  

The Testing Effect 

For teachers and instructors, the general conception of tests or examinations is that 

they assess learning that has been acquired through instruction and study. Although the 

general public is becoming more aware of research on the retention benefits of retrieval, 

educators have historically disregarded the learning benefits of testing (Clark & Bjork, 2014). 

Although the earliest studies on the testing effect date back to the early 1900s (Gates, 1917; 

Roediger & Karpicke, 2006a; Spitzer, 1939), one of the most significant studies on testing 

was carried out by Tulving (1967). In Tulving’s (1967) study, participants learned a word list 

using both study trials where participants attempted to learn the words on the list and test 

trials where participants attempted to recall the words they had studied. Participants were 

assigned to one of three conditions. In the repeated study condition participants studied the 

word list for three consecutive trials before testing. If S stands for study and T stands for test, 

participants in the repeated study group carried out the learning task as SSST for 24 trials 

(each S or T represents one trial). A repeated testing group was given one study trial 

followed by three consecutive test trials (STTT), and a standard learning condition alternated 

study and test trials throughout the experiment (STST). The results showed that by the 24th 

trial (a test trial for all participants) all three groups showed similar levels of recall 

performance, despite the repeated test group being exposed to one-third of the study trials 

that the repeated study group received. These results clearly indicated that a test is more than 

merely an assessment—tests can be meaningful learning experiences.  

In a study using a nearly identical design to Tulving (1967), Karpicke and Roediger 
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(2007) demonstrated that the standard group (STST) may actually outperform the repeated 

study condition (SSST) when the final test is delayed (one-week). Increasing the retention 

interval, the time between exposure to learning material and the final test, seems to increase 

the effect size of retrieval practice. Manipulating the retention interval has been a common 

method for (a) examining the effectiveness of retrieval practice when different lengths of 

retention are required and (b) investigating the cognitive mechanisms of retrieval. Toppino 

and Cohen (2009) found a significant interaction between the retention interval and retrieval 

practice conditions. In their study, improvement of a testing condition over a restudy group 

depended on whether the retention interval was a few minutes or 48-hours. In two separate 

studies the testing group performed better than a restudy group at a retention interval of 48-

hours, however, no difference between groups was found at retention intervals of two and 

five-minutes (Toppino & Cohen, 2009). The consistent finding of an interaction between 

testing and the retention interval suggests that retrieval of learned information prevents or 

slows the rate of forgetting. Bjork (1975) postulated that testing can be thought of as a 

memory modifier—that is, each time information is retrieved, the structure of that 

information is altered and strengthened. Under this framework, information that is frequently 

retrieved is more likely to be remembered and information that is not frequently retrieved is 

adaptively forgotten in order to make remembering more important information easier 

(Schacter, Norman, & Koutstaal, 1998).  

Other explanations of the testing effect include those that attribute memorial benefits 

to elaboration or the creation of more detailed memories. Similar to Bjork’s (1975) 

hypothesis, the elaboration theory holds that retrieval (as opposed to rereading or studying) 

creates the opportunity for additional memories and mental networks to be made, therefore 
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increasing the likelihood that information will be remembered at a later point (Carpenter, 

2009; Eisenkraemer, Jaeger & Stein, 2013; Roediger & Butler, 2011). Another explanation 

for benefits of retrieval practice revolves around the amount of effort that is made during the 

learning process. The effort hypothesis argues that because it is likely that more effort is 

made when answering questions or attempting to recall information than when reading 

learning material, this additional effort is responsible for improved memory of information 

for which retrieval attempts have been made (Pyc & Rawson, 2009). A final common 

explanation for the effects of retrieval practice contends that performance on a final test is 

improved (at least partially) as a result of the similarity between the retrieval practice context 

and the final test context (Morris et al., 1977; Roediger, 1990; Roediger & Butler, 2011). 

This explanation is called the transfer-appropriate theory, as the logic follows that learning 

is more likely to translate to a final test when the conditions under which participants initially 

trained are more similar to those on which they are evaluated.  

Recently, dozens of studies have demonstrated the benefits of retrieval practice in 

many different contexts (e.g., Rawson & Dunlosky, 2011). Most testing effect experiments 

feature the contrasting of conditions that require taking a memory test of learned information 

and conditions where rereading (sometimes combined with highlighting learning materials) 

or restudying is the primary learning strategy. Although other types of control conditions are 

used (e.g., concept mapping; Karpicke & Blunt, 2011), rereading or restudying is generally 

used because it best represents how most students prepare for exams (Bjork, Dunlosky, & 

Kornell, 2013). The majority of the literature on the benefits of retrieval practice have been 

controlled laboratory studies using word-lists and word-pair stimuli; however, studies have 

also shown strong effects of retrieval practice when using educational stimuli. More recently, 
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significant effects of retrieval practice have been applied in classrooms using educational 

materials. In the following sections studies demonstrating the positive effects of testing will 

be reviewed. We first discuss laboratory studies that use non-educational stimuli and then 

review studies that are more directly relevant to educational settings. 

In an important investigation of the role of retrieval, Jacoby (1978) had participants 

learn word-pairs (e.g., foot-shoe), by either studying the intact pair or by attempting to 

retrieve or generate the right-hand word when given the cue and only a fragment of the right-

hand word (e.g., foot- s_ _e). In addition, participants saw each word-pair either once or 

twice (repeated). If a word-pair was in a repeated condition, it was presented either 

immediately after the first exposure or after a delay with 20 intervening pairs (spaced). 

Results indicated a massive relative performance increase on word-pairs that were initially 

read intact and later generated after a 20-pair delay. These results suggest that generating 

information rather than studying it can benefit memory, especially after a delay. These results 

laid the foundation for a phenomenon similar to the testing effect called the generation effect. 

Testing effects have been found using cued-recall, where like Jacoby (1978) participants are 

asked to recall a part of material that has previously been studied (Estes, 1960; Kornell, 

Hays, & Bjork, 2009; McDaniel & Mason, 1985), and free-recall where participants must 

recall learned information without a cue (Hogan & Kintsch, 1971; Tulving, 1967; Zaromb & 

Roediger, 2010).   

The testing effect with educational materials. Although many of the most famous 

testing effect studies use word-list and paired associate stimuli in free recall and cued recall 

paradigms, there is substantial evidence that the testing effect translates to educational 

materials, such as prose passages and learning units. In one study, participants learned 
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information from a prose passage and then either restudied the passage or took an open-book 

(where participants had access to notes and the textbook) or closed-book practice test 

(Agarwal, Karpicke, Kang, Roediger, & McDermott, 2008). At a one-week delayed final test, 

results showed significant performance increases when participants had previously taken a 

practice test. Initial practice test performance was higher in open-book testing conditions 

than closed-book conditions, but this increase in performance was not maintained over the 

one-week retention interval. Furthermore, final test performance was highest in a group that 

took a closed-book practice test and received feedback. Roediger and Karpicke (2006b) 

showed that at delayed intervals (2-days and 1-week) testing produced better results than 

additional studying when using educational prose passages. Similar effects of testing have 

also been found using textbook passages and both multiple-choice and short-answer tests 

(Agarwal, Karpicke, Kang, Roediger, & McDermott, 2008; Kang, McDermott, & Roediger, 

2007). Several other studies have shown testing effects using educational material (e.g., 

Butler & Roediger, 2007; Carpenter & Pashler, 2007; McDaniel & Fisher, 1991; Smith & 

Karpicke, 2014; Roediger & Karpicke, 2006b).   

Education makes frequent use of multiple-choice question tests—a recognition 

memory task. Because multiple choice tests’ lures (incorrect answers) are used to provide 

students the opportunity to select the correct answer, one fear is that retrieval practice will 

cause test takers to remember incorrect answers instead of the correct ones. This is a logical 

concern, as commonly used four-alternative multiple-choice questions have three incorrect 

answers and only one correct answer. As a result, students are exposed to many more lures 

than correct answers. Roediger and Marsh (2005) found that exposing participants who took 

practice tests to a greater number of incorrect multiple-choice lures increased the likelihood 
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that lures would be selected as answers at a later test. A positive effect of testing was still 

observed by Roediger and Marsh (2005), although increasing the number of lures led to 

smaller testing effects. Some studies, however, have found that exposure to competitive lures 

can actually have a facilitative effect, as additional retrieval attempts must be used to 

determine why a lure is incorrect (Little & Bjork, 2015). Corrective feedback is thought to be 

important for reducing the negative effects of multiple-choice testing (Butler & Roediger, 

2008). 

In addition to laboratory studies, researchers have also used more applied research 

designs to test the effectiveness of retrieval practice in the classroom. Bangert-Downs, Kulik, 

and Kulik (1991) conducted a meta-analysis of 35 classroom studies that examined the 

effects of testing versus additional studying. Bangert-Downs et al. found that 83% of the 

studies analyzed reported positive effects of testing. This analysis also suggests that an 

increase in the number of tests provides further retention benefits. Roediger, Agarwal, 

McDaniel, and McDermott (2011) conducted a study in a sixth-grade Social Studies class, in 

which students were quizzed over some topics but not others. In experiments 1 and 2 students 

received three multiple-choice quizzes on each chapter throughout the term. Results showed 

that on chapter and end-of-semester exams students performed better on material that 

appeared on quizzes than material that had not. Additionally, students performed better on 

questions that had appeared more frequently on quizzes. Testing effects were seen even at a 

substantial delay (1-2 months for some chapters) on the end-of-semester exam. These results 

show that the testing effect can be successfully applied in real educational settings and 

sizeable gains can be seen at relatively long retention intervals. Other studies have found 

similar effects of retrieval practice in real classrooms using young school-aged (Rohrer, 
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Taylor, & Sholar 2010), middle school (Lipko-Speed, Dunlosky & Rawson, 2014; McDaniel, 

Agarwal, Huelser, McDermott, & Roediger, 2011, McDaniel, Thomas, Agarwal, McDermott, 

& Roediger, 2013; Metcalfe & Kornell, 2007) and college-aged populations (Bjork, Little, & 

Storm, 2014; Foss & Pirozzolo, 2017).  

The preponderance of the studies discussed above suggest that (1) retrieval practice is 

a valuable learning experience, (2) the testing effect is evident across populations (adults and 

children), settings (laboratory and classroom), materials (word-lists, prose passages, and 

textbook chapters) and test formats (free-recall, multiple-choice, and short-answer) and (3) 

the testing effect is most robust when retrieval is delayed. Despite the amount of knowledge 

available on the testing effect, relatively little is known about transfer of learning from 

testing. 

Transfer of Learning  

Researchers define transfer in many different ways. Most studies that investigate 

transfer use the general definition that a task requires transfer when the learner must apply 

knowledge to a new problem. In their comprehensive review of research on transfer, Barnett 

and Ceci (2002) discuss studies that have been conducted on transfer over the last 100 years. 

Despite the abundance of writing on the topic, we still are sure of very little about transfer. 

One of the reasons for the lack of understanding of transfer is that few researchers have 

settled on a definition of transfer. Barnett and Ceci (2002) subsequently developed a 

taxonomy for transfer designed to provide at least some guidelines for research on a concept 

that has been elusive. In the past, researchers have thought of transfer as either near or far—

near transfer representing less change from one context to the next and far transfer being 

characterized by more change. In their taxonomy Barnett and Ceci (2002) place transfer on a 
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continuum from near to far, justly characterizing the many ways in which tasks can vary in 

distance. Importantly, to evaluate transfer, the authors also define two major categories on 

which transfer occurs, content and context, and nine dimensions within those categories. In 

their definition, Barnett and Ceci (2002) explain that content describes “what transferred,” 

including: the type of skill (principle or heuristic), how performance is evaluated (e.g., 

accuracy, use of the correct approach), and the demand on memory (e.g., recall, recognize, 

and execute). In this taxonomy, the context component consists of: the knowledge domain 

(e.g., math, science), physical context (e.g., location), temporal context (e.g., retention 

interval), functional context (e.g., academic, non-academic), social context (e.g., group or 

individual), and modality (e.g., written, oral). Within these context domains, transfer can 

vary from nearer (e.g., mouse vs. rat) to farther (e.g., science vs. art). The taxonomy 

developed by Barnett and Ceci (2002) allows researchers a framework with which to (a) 

conceptualize the degree of transfer present in two tasks and (b) design experiments on 

transfer.  

Transfer may be one of the most important concepts in education (Roediger, 2007). If 

transfer were not achieved, a student would be forced to treat even similar problems as new 

experiences. Likewise, if knowledge and skills do not transfer, it is also likely that much of 

the time spent learning is wasted (Druckman & Bjork, 1994). Given this context, it could be 

said that the goal of education or learning is to transfer or apply previously acquired 

knowledge to create meaningful learning. Karpicke (2012) argues that meaningful learning 

“is thought to produce organized, coherent, and integrated mental models that allow people 

to make inferences and apply knowledge” (Karpicke, 2012, p. 160). Whereas meaningful 

learning is flexible and withstands time, rote-learning, characterized by studying and 
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memorization leads to forgetting and does not facilitate transfer (Mayer, 2008). Although 

much is still unclear, testing has been one learning method that has been shown to help 

facilitate transfer.  

The testing effect and transfer. Most testing effect studies carried out in the past 

have featured final test items that are identically repeated from previous practice test items—

therefore involving retention, not transfer (Pan & Rickard, 2018). While the finding that 

testing improves retention of explicitly learned material is important, at this stage in the study 

of testing we believe that it is most critical to understand the extent to which testing yields 

knowledge of information that is generalizable. As discussed above, transfer may be one of 

the most critical aspects of learning. To make use of Barnett and Ceci’s taxonomy, testing 

effect studies have generally addressed transfer across (a) temporal contexts, (b) test formats, 

(c) and knowledge domains (Carpenter, 2012). Various retrieval practice studies have 

examined transfer across time (e.g., Carpenter, Pashler, & Cepeda, 2009; Toppino & Cohen, 

2009), which can also be conceptualized as examining performance at different retention 

intervals. Transfer across test format has been evaluated in two main ways: asking different 

questions on the same topic and asking questions that require subjects to make an inference 

on the final test (Karpicke, 2012). Karpicke and Blunt (2011) had participants read science 

passages, and subsequently either engage in retrieval practice, create a concept map, or 

restudy passages. A final assessment tested participants on questions that came directly from 

the text (verbatim questions) and questions that required participants to make an inference. 

The results indicated that participants in the retrieval practice condition performed better than 

control on both types of questions.  

Other efforts have been made to examine transfer from tests across formats. For 
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example, McDaniel, Thomas, Agarwal, McDermott, and Roediger (2013) quizzed middle-

school students over some concepts but not others. Quiz items were designed to either give a 

definition and ask for the appropriate term (definition-response), or vice-versa, present the 

term and ask for the correct definition (term-response). On the final test, students performed 

better on information that was quizzed in either fashion than on non-quizzed material. 

Interestingly, students performed equally on term-response items even when quizzed by the 

corresponding definition-response item. The authors conclude that this finding represents 

successful transfer as participants showed improved performance (relative to no-quiz control 

questions) on quizzed items that appeared in a different format. Similarly, Foss and Pirozzolo 

(2017) manipulated the frequency of exams in a college Methods in Psychology course. A 

“standard class” received two long exams throughout the semester, while a “frequent class” 

received eight short exams. All exams were comprised of half multiple-choice and half short-

answer items. The final test given at the end of the semester consisted of items that had 

appeared identically on a previous exam, flipped items— asking the same question as a 

previously tested item but in a different format (multiple-choice or short-answer)— and 

novel items. Results showed that, while the frequent class generally performed better on the 

final exam, both groups performed better on flipped than novel items. Similar results of 

“flipped” items have also been observed in other studies (Bjork et al., 2014; McDermott, 

Agarwal, D’Antonio, Roediger, & McDaniel, 2014). 

Other laboratory studies have found successful transfer from retrieval practice. 

Rohrer, Taylor, and Sholar (2010) found transfer from testing with fourth-grade students. In 

their study, Rohrer et al. found that participants who practiced retrieval of the names and 

location of fictional cities on a map more accurately identified the cities on a final test 24-
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hours later than participants who were only allowed to restudy the map. In addition, 

participants who practiced retrieval of the cities performed better than control, regardless of 

whether the final test questions were identical to those previously practiced. In possibly the 

most educationally relevant study showing successful transfer from testing, Butler (2010) had 

participants read prose passages and then either restudy the passage (control condition), take 

the same practice test questions repeatedly (same test condition), or take a set of reworded 

practice test questions (variable test condition).  In study 1a, Butler (2010) found that 

participants performed better on both factual and conceptual questions in a testing condition 

than the restudy condition. Final test questions in study 1, were exact repeats of previously 

taken practice test questions for participants in one of the two testing conditions, and 

therefore the results of study 1a tested the retention of information over a 1-week delay. The 

final test in study 1b consisted of questions that required an inference to be made (thus 

defining near transfer in the context of the study). Results from study 1b indicated that 

participants also performed better in a testing condition (relative to restudy) on factual and 

conceptual final test questions that required an inference. No difference in performance was 

observed between the two testing groups (same test vs. variable test) in either of study 1a and 

1b. In study 2, Butler (2010) demonstrated a positive effect of testing even when comparing 

same test group performance to a control condition where participants were allowed to study 

isolated sentences where test relevant information was contained. Possibly most interestingly, 

Butler showed in experiment 3 that participants performed better in the testing condition than 

in the control condition on questions that required inferences to be made to answer questions 

about another knowledge domain (thus defining “far transfer”). For example, questions about 

the construction of airplane wings were determined to be related questions from a passage on 
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the anatomy of bats, but from another knowledge domain. The results of Butler (2010) 

suggest that testing improves retention of material over time and produce superior ability to 

make inferences within and across domains.   

Contrary to some of the results previously discussed, Wooldridge, Bugg, McDaniel 

and Liu (2014) conducted a study using authentic educational materials in which they did not 

observe transfer effects from testing. Wooldridge et al. had laboratory participants read a 

college Biology chapter. After initial exposure to the reading material, participants either 

reread and highlighted the chapter or took two practice tests on the material. Two days later 

all participants returned to take a final test. For participants in a testing condition, practice 

tests were constructed such that they either consisted of items that would be repeated 

identically on the final test (repeated test condition) or topically related items—those that 

were from the same chapter section as items that would eventually be on the final assessment 

(related test). On the final test participants in the repeated test condition, but not in the related 

test condition, performed better than restudy control. The authors note that the lack of a 

transfer effect in this study may be due to the fact that the materials came directly from the 

textbook publisher and were not as strictly controlled as the materials used in other studies 

reporting successful transfer from tests (e.g., Butler, 2010; Carpenter & Kelly, 2012). Using a 

similar design, Pirozzolo and Foss (2017) replicated the results of Wooldridge et al., finding 

a testing effect for identically repeated final test items, but no superior performance of testing 

for conceptually related items. In another study investigating retrieval practice and transfer, 

Tran, Rohrer and Pashler (2014) exposed participants to a series of premises or conditional 

statements. Participants then either reread the premises or took fill-in-the-blank practice tests. 

Results indicated that taking tests improved final test performance but restudy and testing 
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groups did not differ in performance on questions that required deductive inferences. The 

authors speculate that to achieve transfer from testing, learning materials or tests must require 

challenging retrieval and foster the connection between initial questions and the desired 

inference or target material.  

In the most comprehensive study of the effect of testing on transfer to date, Pan and 

Rickard (2018) carried out a meta-analysis of 192 effect sizes of testing on transfer present in 

67 papers—an analysis containing data from over 10,000 participants. Pan and Rickard were 

interested in both reporting an average effect size of testing on transfer and identifying 

important factors that may moderate these effects, such as features of the testing procedures 

and final test format. Results of the meta-analysis showed an average effect size of d = .40 

for all effect sizes reported in the analysis. Additionally, Pan and Rickard reported that effect 

sizes were largest when the transfer test (a) represented the same material in different format 

(e.g., cued-recall to multiple choice), (b) consisted of an application of previously learned 

material (e.g., application final test questions), (c) involved making medical diagnoses, (d) or 

used related word-cues. The effect of testing on transfer was weakest when the transfer test 

consisted of rearranged stimulus-response items (e.g., term-definition facts), or involved 

untested material (seen during the initial study phase) and worked examples. Furthermore, 

Pan and Rickard reported that there are potentially three key predictors of the magnitude of 

testing-transfer effect sizes: response congruency, elaborated feedback, and initial test 

performance. (Response congruency in this context was defined as whether correct answers 

for practice test questions were retained as the correct answers for final test questions.) Taken 

together these results suggest that the effect of testing on transfer is most prominent when 1) 

the same correct answers that are used for initial tests are used on the final test, 2) correct 
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answer feedback is detailed (elaborate feedback), and 3) initial test performance is high.  

 To summarize, studies have shown that retrieval practice can facilitate transfer of 

learning, however, many of the studies that report successful transfer have defined transfer 

narrowly (e.g., Foss & Pirozzolo, 2017; McDaniel et al., 2013) or have used learning 

materials that differ from those that are likely to be used in secondary and post-secondary 

education (e.g., Rohrer et al., 2010). Some studies have also indicated that the relationship of 

the retrieval practice material and the target transfer material must be specifically known and 

carefully designed (Pan & Rickard, 2018; Tran et al., 2014; Wooldridge et al., 2014). 

Additionally, while Butler (2010) observed successful transfer, there was no effect of test 

variation. Studies on the benefits of interleaving learning material (e.g., Kornell & Bjork, 

2008) suggest that variation in the learning or testing process creates challenges but leads to 

improved memory and performance. We contend that individual differences in cognitive 

abilities (i.e., reading comprehension, reasoning ability, and working memory) are an 

important factor that is frequently omitted from studies in the testing effect literature, and 

that these abilities may interact with learning conditions—especially when conditions are 

challenging.  

Individual Differences and the Testing Effect 

To date very few attempts have been made to examine whether individual differences 

exist in learning from retrieval practice. The most basic question of importance on the topic 

is: do all students benefit equally from retrieval practice? In one study investigating the 

relationship between the testing effect and individual differences, Bouwmeester and 

Verkoeijen (2011) had children (age 7-13) learn Deese-Roediger-McDermott (DRM) word 

lists. In the DRM paradigm, participants are presented with several words related to a 
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common, but not explicitly stated, theme. After initial exposure to DRM word lists, 

participants either restudied the list or made retrieval attempts. All participants then returned 

one-week later for a final test. A latent class analysis on final test performance identified 

three distinct groups—importantly, one group which did not evidence benefits of retrieval 

practice. Results indicated that participants who are low on gist trace processing, a general 

mental representation of past events, did not show the traditional retention benefits of 

retrieval practice. These results suggest that at least one cognitive construct moderates the 

effects of the testing, however, this finding could be limited to studies that use the DRM 

word list paradigm.  

In a study specifically aimed to investigate the relationship between cognitive 

abilities and testing effects, Brewer and Unsworth (2012) reported larger testing effects for 

participants with lower episodic memory and general-fluid intelligence. This finding suggests 

that lower “ability” students could potentially make larger gains when using retrieval practice 

and close the gap with higher ability students. While the findings of Brewer and Unsworth 

(2012) seem promising in terms of working towards an individual based model of prescribing 

learning strategies, other studies have failed to replicate these results (Pan, Pashler, Potter & 

Rickard, 2015). In another study by Kern (2014), participants read History passages and then 

either reviewed the passages or took practice tests. Individual differences in language 

comprehension and background knowledge were also assessed. Although results on the final 

test did not show typical positive testing effects, language comprehension predicted 

performance on practice and final tests. Background knowledge also predicted performance 

in the testing groups, but not the review group. Other attempts have been made to investigate 

whether testing effects differ as a function of cognitive abilities and personality 
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characteristics (e.g., Bertilsson, Wiklund-Hörnqvist, Stenlund, & Jonsson, 2017). In a 

traditional testing effect study using word-pair stimuli, Bertilsson et al. (2017) failed to find 

both a correlation between final test performance and working memory, grit, or need for 

cognition (NFC) and interactions between these individual difference constructs with testing 

effects.  

Education is not naïve to individual differences. Although, research on such 

constructs as learning-styles has generally failed to show strong empirical support (e.g., 

Pashler, McDaniel, Rohrer, & Bjork, 2008), studies have found significant effects of 

individualized instruction (e.g., Connor, Morrison, Fishman, Schatschneider, & Underwood, 

2007). However, the testing effect literature has not fully investigated the potential role of 

individual differences. The most complete attempts to examine the possible interaction of 

individual differences with the testing effect are represented here by Bouwmeester and 

Verkoeijen (2011) and Brewer and Unsworth (2012). These studies, however, do not 

consider transfer of learning. We contend that a more comprehensive investigation of 

retrieval practice and individual differences is needed, especially one that assesses transfer of 

learning in an educationally relevant context.  

Effect of Testing on Metacognition 

We are also interested in the effect that testing has on metacognitive judgments. In 

our review of the literature we have demonstrated that there is much evidence that retrieval 

practice is associated with improved retention and in some cases transfer of learning. But are 

students aware of the benefits of testing as they learn target material? Studies have shown 

that retrieval practice improves the accuracy of metacognitive judgments, reducing the 

“foresight bias”—or subjects’ overconfidence in their level of knowledge when they have 
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relatively unlimited access to information during reading and studying (Soderstrom & Bjork, 

2014). Along these lines, the predominate hypothesis is that using retrieval practice (with 

feedback) supplies students with information about their performance, which they can then 

use to develop future strategies for improving their learning. Some studies have shown that 

not only are metacognitive judgments more accurate when testing on the material has 

occurred, but judgments made under testing conditions are higher—indicating more 

confidence in participant responses (Barenberg & Dutke, 2018). In a somewhat inverse 

manner, some studies have also shown that the degree of confidence in responses can 

moderate the testing effect, such that testing effects are only evidenced when participant 

confidence is high (Zhang, Chen & Liu, 2018).  

While some studies have reported that pre-test score predictions are both higher and 

more accurate under testing conditions, still others have reported that testing reduces learner 

confidence. Miller and Geraci (2016) executed an interesting study that sought to understand 

participant strategies when making performance judgments. Results revealed that participants 

who received retrieval practice lowered their score predictions, but participants who did not 

undergo retrieval practice but had access to a peer’s retrieval practice scores increased their 

predictions (Miller & Geraci, 2016).  

The variance in results in the research reported here is likely due to differences in 

study design, materials, and the difficulty of practice and final tests. Despite the abundance 

of studies on metacognitive judgments and the moderately large literature on the 

relationships between testing and confidence judgments, we are not aware of any studies that 

have compared confidence judgments between repeated testing and more varied testing 

groups. In the present study, we seek to understand the effect that testing (repeated and 
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varied) has on both judgments made about the practiced material, and those made on 

materials that requires the application of practiced material (transfer).  

The Present Study 

 Retrieval practice has been shown to improve learning in a multitude of conditions 

using various materials. The positive effect of testing memory has been well-demonstrated in 

laboratory settings and there is now a growing body of supporting evidence in real 

educational environments. However, the extent to which testing benefits transfer to scenarios 

that depart from the initial testing conditions is still unclear. Studies that have shown 

successful transfer from testing have either defined transfer narrowly (e.g., McDaniel et al., 

2013) or used materials that are not likely to be used in secondary and post-secondary 

education (e.g., Rohrer et al., 2010). The aim of the current study is to further investigate the 

limits of transfer of learning via testing and explore the role of key cognitive components in 

transfer from practice tests (i.e., science reasoning, reading comprehension, non-verbal 

reasoning, and working memory). No study to date has simultaneously examined transfer via 

retrieval practice and individual differences in cognitive ability. 

To accomplish the goal of elucidating the effects of testing and the role of cognitive 

ability on transfer, we use an instance in Biology where experts believe that background 

knowledge (i.e., the components of nucleic acids) is necessary for understanding a future 

concept (i.e., DNA transcription). We employ this hypothesis in order to examine whether 

learning gains made from testing on background knowledge will transfer to the target 

material. Specifically, we contend that learning background knowledge to a higher level of 

mastery predicts greater transfer to the target material. As discussed in detail above, testing is 

believed to lead to greater mastery—therefore we believe that testing on background 
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information will aid transfer. We are also interested in how testing (as a learning method) 

influences metacognitive judgments and their accuracy. We contend that the proposed study 

contributes to the existing literature, as the current study provides a more complete and 

ecologically valid investigation of the factors that are believed to influence transfer of 

learning via testing than has previously appeared in the literature.  

In this study we executed a randomized split-plot experimental design to examine the 

effects of testing on transfer of learning, its role in metacognitive judgments, and the 

potential moderating effects of cognitive ability. In this study we seek to evaluate the 

following questions:  

1. Does testing improve performance on the final test? 

2. Does testing improve transfer of learning? 

3. Does the testing method (repeated or varied) moderate the testing effect and its effect 

on transfer of learning? 

4. Does cognitive ability moderate the testing effect and the effect of testing on transfer? 

5. Does testing influence pre-test score predictions and prediction accuracy? 

 

We predict that in a scenario where the target material requires prior learning (our 

selected Biology passages), testing will aid transfer especially when a variety of test 

questions are used during training. We also expect that testing will lead to lower and more 

accurate pre-test score predictions. Finally, we predict that cognitive ability is positively 

related to the likelihood of achieving successful transfer, as we believe that students who are 

higher in cognitive ability are better equipped to make connections among learning 

experiences and therefore generalize their knowledge more effectively.  
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Method 

Participants 

 One-hundred fifty-three undergraduate students (117 female) at the University of 

Houston participated in this study for partial course credit. Participants who completed all 

parts of the study were additionally rewarded with a $15 gift card. Participant age ranged 

from 18 to 43 with an average age of 21.50 years (SD = 4.05).  

Design 

 The study utilized a 2 (testing method: repeated or varied) X 2 (condition: test, 

restudy) X 3 (question type; Passage A Repeated; Passage A Transfer; Passage B transfer) 

mixed design with one between (testing method) and two within-subjects (condition and 

question type) factors. Topics in Biology were randomly assigned to learning condition (test 

or restudy) and manipulated within-subjects, such that each participant was exposed to both a 

testing and restudy condition on separate (non-overlapping) Biology topics. Testing method 

(repeated or varied) was manipulated between subjects, such that in the testing condition 

participants assigned to repeated condition received more repetition of practice test questions, 

whereas participants in the varied condition received more variation in practice test 

questions1. Specifically, participants in the test-repetition (TR) condition answered the same 

eight practice test items three times, while those assigned to the test-variation (TV) condition 

answered questions on the same eight facts and concepts, but saw three variations of each 

item. Thus, this method ensured that participants in the TR and TV test conditions were 

                                                
1 Here we delineate between the categories of the testing method variable (repeated and variated) and the 

combination of learning condition and testing method variable which creates four possible conditions: test-

repetition, test-variation, restudy-repetition, and restudy-variation. Since there was no measurable difference 

between the tasks in the restudy-repetition and restudy-variation conditions, we focus on comparing the test-

repetition and test-variation groups and, henceforth, refer to these sub-groups as TR and TV respectively.  
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exposed to the same volume of practice test questions—but the TV condition experienced 

more variety in testing on the same material. On the final test, participants answered three 

types of questions for each Biology topic to which they were exposed. Final test questions 

were either a passage A question taken on Day-1 (passage A repeated), a novel question on a 

passage A concept or fact (passage A transfer), or a novel question on a passage B concept or 

fact (passage B transfer). All test questions used in the study were cued recall questions that 

could typically be answered in one sentence. Both practice test questions presented on Day-1 

and final test questions taken on Day-2 were written and scored (using a premade answer 

key) by the experimenters.   

 To examine the effect of individual differences in cognitive ability on the effect of 

testing and transfer of learning, participants took three cognitive measures in-lab and self-

reported and or provided a FERPA release for SAT and ACT test scores registered with the 

University of Houston. Cognitive measures administered in-lab included: Lawson’s 

Classroom Test of Scientific Reasoning (Lawson, 1978; Lawson, Alkhoury, Benford, & 

Falconer, 2000), the Symmetry Span task testing working memory capacity (Foster, 

Shipstead & Harrison et al., 2015), and Raven’s Advanced Progressive Matrices test—a test 

of non-verbal reasoning (Raven, 2009). 

Materials 

 Biology topics. Three topics in Biology taken from Campbell Biology: Concepts and 

Connections (Reece & Campbell, 2011) were selected specifically because we believed they 

possessed a general hierarchical structure, such that mastery of certain concepts was 

necessary in order to comprehend more complex subsequent concepts. It is in this way that 

we operationalized a meaningful level of “far transfer.” Selected initial passages read on 
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Day-1 (passage A) included the components of nucleic acids, foodwebs in the ecosystem, and 

osmosis and diffusion. Each of these primary topics was paired with a more complex 

subsequent passage (passage B): transcription, energy flow throughout the ecosystem, and 

active and passive transport. Passage B topics came from the same chapter as Passage A 

topics, often in the following chapter section. Each passage was between 800 and 1000 

words. Pilot testing suggested that each passage could be easily read in 8-10 minutes.  

 Similar to procedures reported by Butler (2010), in each passage we identified four 

concepts. Concepts were defined as consisting of multiple key facts. After identifying four 

concepts within each passage, we wrote four cued-recall questions for each concept. Within 

each concept, we identified what we believed to be the most important fact and wrote four 

questions about each fact. In total, each passage contained four concepts and four facts (facts 

nested within concepts), with four questions written about each. When writing multiple 

questions about each concept and fact, we made significant efforts to write questions that 

were closely related, but questions often were asked in different ways or about different 

aspects of the same concept or fact (i.e., questions were not merely reworded). For example, 

two questions on the same concept, similarities and differences between DNA and RNA, are 

shown below: 

 

Raul is working in the lab and finds a double-stranded nucleic acid that contains a 

deoxyribose sugar. What molecule has Raul found? (Answer: A DNA Molecule) 
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What are two differences between DNA and RNA? (Answer: DNA is double stranded 

while RNA is single stranded; DNA contains a deoxyribose sugar while RNA contains 

a ribose sugar) 

 

Fact-based questions were structured in a similar way. Two questions on the same fact were 

closely related but were not necessarily answerable with the same word or phrase. Below are 

two fact-based questions on DNA complementary bases: 

 

What are the four complimentary nitrogenous bases that comprise a DNA molecule. 

(Answer: Adenine, Guanine, Cytosine, and Thymine) 

 

DNA consists of compounds Adenine, Guanine, Cytosine, and Thymine, which are 

known as _________________ . (Answer: Complementary bases) 

 

Importantly, materials were counterbalanced to ensure equal assignment of Biology 

topics to learning condition, and to eliminate order effects due to the order of learning 

condition and Biology topic. Using 12 “tracks” of Biology topic and learning condition 

presentation, we ensured that each of the three Biology topics appeared equally in both the 

testing and restudy condition. We also designed the study such that each Biology topic and 

learning condition had an equal number of instances in the first and second (last) position 

during the learning phase of the study. A schematic of the counter-balancing procedures can 

be seen in appendix A.  
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Measures  

Final test. The final test consisted of 64 cued-recall questions on the two Biology 

topics to which participants had been exposed over two days of study participation. Half of 

the questions (32) were on the Biology topic learned under the Restudy learning condition 

and the other 32 questions were on the Biology topic learned under the Testing learning 

condition. For each of the two Biology topics, eight final questions were repeated identically 

from the practice tests taken on Day-1 (passage A repeated), eight were novel questions 

about concepts and facts that were tested on Day-1 (passage A transfer), and 16 were novel 

questions about passage B concepts and facts (passage B transfer).   

Reading comprehension. To examine the role of reading comprehension we 

received actual SAT and ACT admissions test scores through a student FERPA release 

signed during the informed consent process on Day-1 of the study. Specifically, we were 

interested in the SAT and ACT subtests that most directly measure reading comprehension: 

SAT Verbal, SAT Reading Test, and ACT Reading Test2. As can be seen in Table 1, not all 

students had SAT and ACT scores registered with the University. To deal with the issue of 

different patterns of test taking, we created a single reading comprehension variable, which 

was constructed by calculating the standard score (z-score) for each subtest and averaging 

across all reading related measures if participants had more than one. Some participants also 

took the same admissions exam multiple times. If a student had multiple observations for the 

same subtest, we standardized the average of their multiple scores. Of the 153 participants 

included in the final analysis, 48 (31.4%) were missing ACT and SAT data—therefore we 

                                                
2 In our sample two versions of the SAT admissions exam were taken by participants. In order to eliminate 

extraneous variance due to which version of the exam participants took, we treated the two tests as unique 

measures and standardized each separately.  
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were not able to calculate a reading comprehension score for these participants. Multiple 

imputation was therefore used in analyses involving the reading comprehension measure to 

avoid potential bias that might have resulted from exclusion of cases with missing data. The 

full description of procedures for multiple imputation are described in our data analytic 

section below. 

Science reasoning. In order to examine the role of science reasoning abilities in 

learning from tests and transfer of learning, we again created a composite variable consisting 

of the standard scores of two measures: 1) Lawson’s Classroom Test of Scientific Reasoning 

(LCTSR; Lawson, 1978; Lawson et al., 2000), administered in-lab following completion of 

Day-1 learning tasks and 2) the ACT science reasoning test, acquired through the same 

FERPA release used for reading comprehension data. The LCTSR is a 24-item multiple-

choice test that measures baseline scientific reasoning ability (Jensen, McDaniel, Woodard, 

& Kummer, 2014). The score on the LCTSR is the total number of items correct, ranging 

from 0-24. All participants included in the final analysis had LCTSR scores, while 39 

participants had ACT Science Reasoning scores. In order to improve the accuracy of our 

science reasoning construct and to deal with missing ACT data, we again standardized each 

participants LCTSR and ACT Science Reasoning score and averaged across the two scores 

(for those who had both) to create a single science reasoning score.  

Non-verbal reasoning. The Raven’s advanced progressive matrices (RAPM; E-

prime 2.0.10) is a test of non-verbal reasoning. The RAPM in our study (Foster et al., 2015) 

consisted of the 18 odd-numbered items from the longer, 36-item RAPM (Raven, 2009; 

Raven, Raven, & Court, 1998). In the RAPM, subjects were shown a 3×3 grid of shapes with 

the bottom right shape missing. The shapes follow a logical pattern from left to right, and 
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from top to bottom. Participants were then asked to choose the shape the completes the 

pattern by selecting one of eight alternatives. Participants were given 10-minutes to complete 

the 18-item RAPM measure. Scores were calculated by summing the number of correct 

answers. For the purposes of analysis discussed below, non-verbal reasoning was centered at 

the mean.  

Working memory. The Symmetry Span (Foster et al., 2015; E-prime 2.0.10) is a 

complex working memory span task. In the task, participants were first shown a figure 

created by several blocks and were asked whether the figure was symmetrical left versus 

right. After making the symmetry judgment, participants were then shown a single red box in 

a 4 x 4 grid of boxes and asked to remember the location of the box. Each presentation of a 

symmetry judgement and red box was considered a trial and a set of trials consisted of two to 

five trials. At the end of each set of trials, participants were asked to recall the correct 

location and order of the red boxes by clicking the grid on their computer screen. During the 

task participants also had to maintain 85% accuracy on the symmetry judgments. Each 

symmetry span session consisted of several sets of trials. At completion, two scores were 

calculated: the “absolute score,” where points were only awarded if a participant correctly 

recalled all (two to five) red boxes, and the “partial score,” where participants received a 

point for each individual correct box recall, independent of whether all boxes were correctly 

recalled. For the purposes of analysis, we used the partial score (centered at the grand mean) 

because it tends to discriminate better between low and high ability participants (Conway, 

Kane & Bunting et al., 2005).  
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Procedures 

 Day-1 procedures. Figure 1 shows the order of the specific Day-1 tasks for 

participants assigned to either the repeated or the varied testing method. Participants were 

told that they were participating in a study that examines college level science learning. 

Participants were randomly assigned to a testing method at arrival on Day-1 and assigned to 

a desktop computer where they would complete all study tasks. Demographics, learning 

tasks, and the LCTSR were completed using pre-programmed Qualtrics Software. The 

Symmetry Span and RAPM tasks were administered using E-Prime (E-prime 2.0.10) 

software on the same desktop computer. Following informed consent, participants were 

given the option to grant the researchers access to SAT and ACT data registered with the 

University of Houston using a FERPA release form.   

Next participants completed a demographics questionnaire. Information reported in 

the demographics questionnaire included age, gender, university classification, and major 

area. We also asked participants whether they had taken eight specific high school and 

college level Biology courses. If students had taken a Biology course, we additionally asked 

them to report the grade they received in the course. Lastly, we asked participants to report 

their language history. Specifically, we were interested in their self-reported English 

proficiency and whether they speak languages other than English3. 

After completing the demographics questionnaire, participants began the learning 

phase of the study. Participants were first presented with passage A of the first Biology topic 

to which they had been assigned and were allowed 10 minutes to read the passage. Passages 

were presented as full-screen view PDF documents and participants were allowed to navigate 

                                                
3 Measuring language history and English proficiency is particularly important at the University of Houston, 

which has no ethnic majority and over 3000 international students from more than 50 different countries.  
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through the document at their own pace. After reading passage A on Biology topic 1 for 10 

minutes, participants assigned to the restudy condition were immediately prompted to reread 

and restudy the same passage for an additional eight minutes. Alternatively, participants 

assigned to a testing condition were prompted to take 24 cued recall questions over passage 

A. Participants in the TR condition took the same eight questions three times, while those in 

the TV sub-group took three different questions on the same eight concepts and facts. In both 

testing conditions, participants were given correct answer feedback immediately following 

each individual submitted response.  

After completing either a restudy or test condition for Biology topic 1, participants 

were presented with passage A of Biology topic 2. Again, participants were allowed 10 

minutes to read the passage. After reading passage A of Biology topic 2, participants 

completed the opposite learning condition (test or restudy) from the one they had completed 

for Biology topic 1. After completing the second and final learning condition, participants 

were given a 5-minute break.  

Following the break, participants completed the 24-multiple choice question LCTSR. 

Participants were given unlimited time to complete the LCTSR. Participants then completed 

the Symmetry Span and RAPM tasks. After completion of all cognitive measures, 

participants were dismissed for the day.  
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Figure 1. Schematic depicting study procedure on Day-1. 
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Day-2 learning tasks. Figure 2 shows the order of tasks participants completed on 

Day-2. After completing all tasks on Day-1, participants returned 24 hours later to read 

passage B for the respective Biology topics they learned on Day-1 and to take a final 

assessment over all material learned during the two-day study. Participants began Day-2 by 

presentation with passage B for each of the two Biology topics learned during Day-1. 

Participants were instructed that they would be reading and studying a passage that is closely 

related to a passage they read yesterday and asked to attempt to make a connection between 

the two passages. After reading instructions for the Day-2 tasks, participants were allowed 

10-minutes to read passage B for each of the two Biology passages they were assigned to. 

Participants were presented with passage B in the same manner in which they received 

passage A.  

Day-2 score prediction and final test. After reading passage B for both Biology 

topics on Day-2, participants were prompted to begin the final test. Before taking the final 

test, participants were asked to predict the percentage score they would get on questions from 

passage A and passage B for both of the Biology topics they learned (four total judgments). 

After making a score judgment for each passage, participants began the 64 cued recall 

question final test. Final test questions were grouped by topic, such that questions about 

Biology topic 1 (e.g., components of nucleic acids and transcription) were not interleaved 

with questions about Biology topic 2 (e.g., foodwebs in the ecosystem and energy flow 

throughout the ecosystem). Participants were allowed an unlimited amount of time to 

complete the final test. After completing the final test, participants were informed of the aims 

and hypotheses of the study and ultimately dismissed. 
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Figure 2. Schematic depicting study procedure on Day-2 
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Hypotheses 

The following hypotheses were made of the results of our experiment: 

H1: Participants will perform better overall in a testing condition than in the restudy 

condition. 

H2: Participants will perform better on questions requiring transfer of learning 

(passage A transfer and passage B transfer) in a testing condition than in the restudy 

condition.  

H3: While the TR group will perform better than the TV group on passage A repeated 

items, the TV group will perform better on passage A transfer and passage B transfer 

items. 

H4: Participants will make lower and more accurate predictions of final test 

performance in a testing condition than in the restudy condition. 

H5: Cognitive ability will moderate the effect of testing, such that testing will aid 

participants with lower cognitive ability scores more than participants with higher 

cognitive ability scores. 

H6: Participants with higher scores on cognitive ability measures will perform 

disproportionately better on final test questions involving transfer (passage A transfer 

and passage B transfer) than participants with lower cognitive ability scores. 

Data Analysis 

 Three types of analyses were carried out: 1) analysis of the effects of experimental 

manipulations on final test data (also called the original analysis), 2) analysis of the effects of 

experimental manipulations on pre-test score predictions, and 3) investigation of potential 

moderating influences of individual differences in cognitive ability on effects of testing on 
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learning and transfer. Our data analytic approach in this study calls for reporting the results 

of eight statistical models, each of which simultaneously tests multiple hypotheses. Because 

multiple hypotheses are tested in each of our analyses, we chose to control the false 

discovery rate (FDR; Benjamini & Hochberg, 1995; Maxwell & Delaney, 2004) at p = .05. 

Unless otherwise specified, all hypothesis tests reported in this manuscript with p values 

of .05 or lower are considered statistically significant findings after controlling the FDR at p 

= .05 for each model. 

Final test data. Hypotheses 1-3 were tested using a 2 X (2 X 3) split-plot, repeated 

measures ANOVA (SAS 9.4; PROC MIXED). The outcome measure in this analysis was 

mean proportion correct on the three types of final test questions: passage A repeated (A1 

items), passage A transfer (A2 items), and passage B transfer (passage B items) for both 

Biology topic 1 and 2 (six mean scores total). Variables in the analysis included: testing 

method (repeated or varied), learning condition (testing or restudy), and question type 

(passage A repeated, passage A transfer, or passage B transfer). H1 was evaluated using the 

main effect of learning condition. H2 was examined by the interaction of learning condition 

and question type and the results of specific contrasts testing mean differences between 

testing and restudy conditions on passage A transfer and passage B transfer items. H3 was 

evaluated using a three-way interaction between learning condition, testing method, and 

question type and the results of three specific contrasts testing the mean difference between 

TR and TV groups on each of the three types of questions.  

Score prediction data. To examine the effect of our experimental design features on 

pre-test score predictions and their accuracy (H4), we carried out two repeated measures 

ANOVAs (SAS 9.4; PROC MIXED): one which used raw score predictions as the outcome 
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measure and one that used a prediction-observed difference score as the outcome—a measure 

of prediction accuracy. In the score prediction model, we regressed participant raw prediction 

scores on factors: learning condition, testing method, and Biology passage (passage A or 

passage B). We controlled for Biology content (DNA, Foodwebs, or Osmosis/Diffusion) as 

we believed that the perceived difficulty of the specific Biology content may have influenced 

predictions. In evaluating whether participants reported lower score predictions in a testing 

condition than in a restudy condition, we were primarily interested in the main effect of 

learning condition. Two-way interactions between learning condition, testing method, and 

Biology passage and the three-way interaction tested whether the effect of learning condition 

on score predictions was moderated by other design features. 

To examine the effect of experimental manipulations on prediction accuracy we 

constructed a prediction-observed difference score. Difference scores were derived by 

subtracting participants’ actual score on a set of materials (passage A or passage B test 

questions) from the predicted score. Using this procedure, positive values indicate 

overconfidence (i.e., a participant scored worse than expected) and negative values indicate 

under-confidence (i.e., a participant scored better than expected). We used a repeated 

measures ANOVA to examine the effects of learning condition, testing method, and Biology 

passage on prediction accuracy, while controlling for the type of Biology content. Again, we 

were primarily interested in the main effect of learning condition to evaluate whether 

participants made more accurate score predictions in a testing condition than in the restudy 

condition. Interactions between learning condition, testing method, and Biology passage 

were used to test whether the effect of learning condition was moderated by testing method 

and Biology passage.  
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Individual differences in cognitive ability. To accomplish our exploratory aim of 

investigating the potential moderating effects of individual differences in cognitive ability, 

we constructed a series of five repeated measures ANCOVAs (SAS 9.4; PROC MIXED). In 

Models 1-4 we took the original model described above and added one of the four cognitive 

ability constructs. Specifically, we added the main effect of the cognitive ability construct, 

two-way interactions of the construct with learning condition, testing method, question type, 

and the three-way interaction between the construct, learning condition, and question type. 

We followed this procedure, such that each of Models 1-4 represented an investigation of the 

effect of a singular cognitive ability construct (e.g., science reasoning) and its interaction 

with the experimentally manipulated variables. Finally, in Model 5 we combined all 

significant cognitive ability constructs and significant interactions to build a joint model. The 

joint model was used to investigate the extent to which the observed result in Models 1-4 

were due to unique effects of specific cognitive ability constructs. H5  was evaluated using the 

interaction between the constructs and learning condition, while H6 was tested by looking at 

the interaction between cognitive ability constructs and question type. Although the 

hypotheses for each singular construct are examined in Models 1-4 respectively, Model 5 

represents the most complete and ecologically valid test of our hypotheses because it controls 

for correlations among the individual difference measures.  

Treatment of missing data. We observed missing data on the reading comprehension 

measure for 48 participants in our study (out of 153; 31.3%). As an alternative to omitting 

these participants from the individual differences in cognitive ability analyses, we performed 

multiple imputation for the analyses involving the reading comprehension measure. Multiple 

imputation involves three steps: step 1 provides multiple plausible values for the missing 
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information for each participant with missing data, step 2 involves fitting the analytic model 

to each of the data sets created through the imputation process, and step three involves 

combining the information across the separate analyses into a single estimate, standard error, 

and inference that takes into account the results from the separate analyses. With those steps 

in mind, we used SAS PROC MI (SAS 9.4) to produce 20 reading comprehension scores for 

each of the participants who were missing the score, leading to 20 separate datasets. An 

estimate of reading comprehension was obtained by fitting an imputation regression model 

using testing method (the only between-subjects manipulation) and each of the remaining 

cognitive ability constructs (science reasoning, non-verbal reasoning, and working memory) 

as predictors of the missing reading comprehension score. This process produced 20 datasets, 

which were then analyzed using the PROC MIXED model described above. The results from 

each of these models were output to a separate dataset of estimates and standard errors.  

Following procedures for pooling the results of each our 20 models outlined by Rubin 

(1987), SAS PROC MI ANALYZE was used to pool the parameter estimates for each of our 

effects across the 20 models. Methods for pooling the results of ANOVAs put forth by van 

Ginkel and Kroonenberg (2014) were used to produce F statistics and p values for each of 

our categorical predictors.  All of the other individual difference variables had complete data. 

Thus, multiple imputation was only used for analyzing models involving reading 

comprehension. 

Results 

Demographics and Descriptive Statistics 

 Given that this study was executed using college Biology materials and that some 

participants may have been more familiar with the topics used in the study, we asked 
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participants to report their undergraduate major and experience with high school and college 

biology courses. The 153 participants whose data were used the final analysis included 86 

Psychology majors, 31 other liberal arts majors (e.g., English), 15 Biology majors, 14 other 

STEM majors (e.g., Engineering), and 4 participants who had not yet declared a major. We 

asked participants whether they had taken eight specific high school and college Biology 

courses and to report the grade they received in the course, if taken. Participants in the study 

reported having taken an average of 2.25 (SD = 1.24) of the selected biology courses with a 

mean GPA of 3.23 (SD = .60). We also asked participants about their language history. Sixty 

participants reported that their first language was something other than English (participants 

reported 15 different first languages). We then asked participants to rate their proficiency in 

each language that they currently use on a scale 1 to 7, with higher scores indicating higher 

proficiency. In using this procedure, we were primarily interested in the level of English 

proficiency for participants who reported a language other than English as their first 

language. The 60 participants who reported a non-English first language had an average 

English proficiency of 6.57 (SD = .79).  

Table 1 shows the descriptive statistics for cognitive ability and other measures 

collected in the study by testing method. Separate t-tests were carried out to test for mean 

differences between the repeated and varied groups on each of the measures listed in Table 1. 

No significant differences between repeated and varied groups were observed on any of the 

12 continuous measures. Chi squared tests also revealed that gender and university major had 

comparable distributions in the repeated and varied groups. Table 2 shows the means and 

standard deviations for final test data by each of our three manipulated variables: learning 

condition, testing method, and question type. 
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Table 1 
Demographics by Testing Method 
 Repeated   Varied 

 n M SD   n M SD 
Age 74 21.3 3.41  79 21.68 4.59 
Biology Courses 73 2.21 1.29  72 2.29 1.2 
Biology Courses GPA 73 3.22 0.61  72 3.23 0.59 
English Proficiency 74 6.8 0.55  79 6.82 0.55 
Symmetry Span Absolute 74 18.41 8.39  79 17.33 9.15 
Symmetry Span Partial 74 27.59 7.44  79 26.96 7.99 
RAPM 74 9.89 3.12  79 9.25 3.01 
Lawson's 74 0.57 0.2  79 0.54 0.19 
SAT Verbal 25 498.2 104.6  20 488.5 68.37 
SAT Reading Test 21 29.64 4.47  21 30.48 3.6 
ACT Reading 21 23.33 5.76  18 25.86 5.13 
ACT Science Reasoning 21 21.98 5.11   18 24.08 3.67 
Note: SAT Verbal and SAT Reading Test indicate different versions of the Reading Component of the SAT 
exam. A composite "reading comprehension" score was derived by taking the standard score of the SAT and 
ACT reading components and averaging across them for participants who had multiple scores. n = sample size; 
M = mean score; SD = standard deviation; RAPM = Raven’s Advanced Progressive Matrices; Lawson’s = 
Lawson’s Classroom Test of Scientific Reasoning.  
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Table 2 
Final Test Performance by Learning Condition, Testing 
Method and Question Type 

 M SD 
Learning Condition   

     Restudy 0.50 0.26 
     Test 0.66 0.26 
Testing Method   

      Repeated 0.58 0.28 
      Varied 0.58 0.26 
Question Type   

      A1 0.66 0.27 
      A2 0.60 0.27 
      B 0.48 0.24 
Note: M = Mean; SD = Standard Deviation; A1 = Passage 
A Repeated; A2 = Passage A Transfer; B = Passage B 
Transfer. 

Final Test Data 

 A 2 X (2 X 3) split-plot, repeated measures ANOVA revealed significant main effects 

of learning condition, F(1,151) = 108.33, p < .001, d = .70, and question type, F(2,151) = 

94.30, p < .001. Testing method, F(1,151) = .28, p = .60, d = .07, was not a statistically 

significant predictor in the model, as participants in the repeated testing condition (adjusted 

mean = .59; henceforth LS Mean) performed comparably to participants in the varied testing 

condition (LS Mean = .60), averaging across question types and learning conditions. 

However, testing method interacted with question type (see below).  Overall, participants 

performed better in a testing condition (LS Mean = .67) than in the restudy condition (LS 

Mean = .52), although the magnitude of this difference also varied across question type (see 

below). Participants performed better on A1 (repeated material; LS Mean = .66) than A2 

(related material; LS Mean = .63) items, F(1,151) = 8.18, p = .005, d = .16., and better on A2 

than passage B items (LS Mean = .51), F(1,151) = 116.81, p < .001, d = .58. 
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 We observed significant two-way interactions between learning condition (i.e., testing 

versus restudy) and question type, F(2,151) = 50.42, p < .001, and between testing method 

(i.e., repeated versus varied) and question type, F(2,151) = 4.83, p = .01. The two-way 

interaction between learning condition and testing method, F(1,151) = 1.07, p = .30, and the 

three-way interaction between learning condition, testing method, and question type, 

F(2,151) = 1.04, p = .36, were not significant.  

To better understand the two-way interaction involving learning condition, specific 

simple effects contrasts were used to examine the effects of testing versus restudy within 

question type.  These revealed that participants performed better in the testing condition than 

in the restudy condition on A1 items (test LS Mean = .78 ; restudy LS Mean = .54), F(1,151) 

= 149.87, p < .001, d = 1.01, A2 items (test LS Mean = .70; restudy LS Mean = .55), 

F(1,151) = 49.25, p < .001, d = .60, and passage B items (test LS Mean = .53; restudy LS 

Mean = .48), F(1,151) = 10.61, p = .001, d = .21. Figure 3 shows learning condition 

performance by question type. By examining Figure 3 it is apparent that, while participants 

performed significantly better in the testing condition on each of the three types of questions, 

the magnitude of the testing effect varies across question type, with the effect being larger on 

A1 items than on questions involving transfer (A2 and passage B items). 
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Figure 3. Learning condition as a function of question type.  

  

Figure 4 shows the disordinal interaction between testing method and question type. 

To better understand the significant interaction between testing method and question type, we 

constructed two interaction contrasts and three simple effects contrasts. An interaction 

contrast testing the difference between A1 and A2 items for repeated and varied groups, 

F(1,151) = 8.17, p = .005, was significant. We also observed a significant interaction contrast 

comparing the A2 and B items difference between repeated and varied groups, F(1,151) = 

5.55, p = .02. Simple effects contrasts showed that repeated and varied conditions did not 

differ on A1 questions (repeated LS Mean = .66; varied LS Mean = .65), F(1,151) = .12, p 

= .73, d = .04, A2 (repeated LS Mean = .60; varied LS Mean = .65),  F(1,151) = 3.27, p 

= .07, d = -.20, or passage B items (repeated LS Mean = .51 ; varied LS Mean = .51), 

F(1,151) = .00, p = .97, d = .01.  These effects are in the hypothesized direction for transfer 

items on passage A, with varied testing outperforming repeated testing, but the difference is 

not statistically significant. Taken together, these results indicate that, while the repeated and 
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varied groups did not differ on any one of the three item categories, testing method 

moderates the effect of question type. The specific interaction we observed between testing 

method and question type suggests that varied testing yields comparable performance on both 

A1 and A2 items, whereas repeated testing is associated with a non-trivial decrease in A2 

(near transfer) performance relative to A1. Testing method does not seem to impact far 

transfer performance, as both the repeated and varied groups comparably on B items. 

Although the three-way interaction between condition, testing method, and question 

type was not significant, we sought to directly test for differences in performance between 

participants assigned to the TR and TV conditions in a way that is similar to our reporting 

above in the two-way interaction between testing method and question type. Interaction 

contrasts revealed a significant difference between A1 and A2 means between the TR and 

TV groups, F(1,151) = 7.86, p = .006. However, the parallel interaction contrast comparing 

the difference between A2 and B means for the TR and TV groups was not significant, 

F(1,151) = 3.21, p = .08. We alo constructed simple effects contrasts testing mean 

differences between the TR and TV groups on each of the three types of questions. Our 

contrasts revealed that the TR and TV groups did not differ on A1 (TR LS Mean = .80; TV 

LS Mean = .76), F(1,151) = 1.43, p = .23, d = .20, A2 (TR LS Mean = .68; TV LS Mean 

= .73), F(1,151) = 1.85, p = .18, d = .21, or passage B items (TR LS Mean = .53; TV LS 

Mean = .53)   , F(1,151) = .03, p = .87, d = .03. Similar to results reported on the two-way 

interaction between testing method and question type, here we observed that the TR and TV 

groups do not show the same difference in their performance on A1 and A2 items. Again, 

despite the lack of significant mean differences between the TR and TV groups on the three 

type of final exam question, it should be noted that the trend in the data aligns with our 
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hypothesis—specifically, superior TR performance on A1 items and superior TV 

performance on A2 items.  

 

Figure 4. Testing method as a function of question type.  

Score Predictions 

 Table 3 shows the raw prediction, actual, and difference score means for each 

learning condition and testing method.  

 Prediction. We analyzed data from score predictions made on Day-2 for material 

from all four passages using a repeated measures ANOVA.  Results showed a significant 

main effect of Biology content, F(2,149) = 14.54,  p < .001. Learning condition, F(1,149) = 

2.18, p = .14, passage, F(1,149) = 1.69, p = .20, and testing method, F(1,149) = .06, p = .81, 

were not significant factors in the model. Two-way interactions between learning condition 

and passage, F(1,149) = 1.05, p = .31, learning condition and testing method, F(1,149) = 

2.45, p = .12, and testing method and passage4, F(1,151) = 5.44, p = .02, were not statistically 

                                                
4 The two-way interaction between testing method and passage was not significant after applying FDR at p = 
.05 
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significant. However, we observed a significant three-way interaction between learning 

condition, testing method, and passage, F(1,149) = 8.92, p = .003. 

Specific contrasts showed that participants made significantly lower score predictions 

on Osmosis/Diffusion content (LS Mean = .52) than on DNA content (LS Mean = .57), 

F(1,149) = 8.63, p = .004, and lower predictions on DNA than on Food Webs content (LS 

Mean = .62), F(1,149) = 6.72, p = .01. Test (LS Mean = .59) and restudy (LS Mean = .57) 

conditions did not differ on passage A, F(1,149) = 2.89, p = .09, or passage B predictions 

(test LS Mean = . 57; restudy LS Mean = .56), F(1,149) = .55, p = .46. Contrasts also showed 

no difference in score predictions between TR (LS Mean = .62) and TV (LS Mean = .56) 

groups on passage A, F(1,149) = 2.20, p = .14, or passage B judgements (TR LS Mean = .55; 

TV LS Mean = .59), F(1,149) = .89, p = .35. Figure 5 shows score predictions by learning 

condition, testing method, and Biology passage. The three-way interaction seems to be due to 

the finding that participants in the TV group made lower score predictions than the TR group 

for passage A material, but higher predictions than TR on passage B.  
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Figure 5. Score predictions by learning condition, testing method, and Biology passage. Data points in Figure 5 represent regression 
adjusted means (LS Means). The panel on the left shows the restudy (RR) and test (TR) groups within the repeated testing method, 
while the right panel shows the restudy (RV) and test (TV) groups within the varied testing method.  

Table 3. Prediction, Actual, and Difference Scores by Condition and Passage. 
  Passage A  Passage B 

 n Predict Actual Difference  Predict Actual Difference 
Restudy-Repetition 74 0.55 (.27) 0.51 (.26)  0.04 (.30)  0.54 (.26) 0.46 (.24) 0.08 (.27) 
Restudy-Variation 77 0.58 (.24) 0.54 (.21)  0.04 (.27)  0.57 (.25) 0.47 (.24) 0.10 (.26) 
Test-Repetition 74 0.62 (.24) 0.74 (.20) -0.12 (.23)  0.55 (.25) 0.51 (.23) 0.04 (.26) 
Test-Variation 77 0.56 (.27) 0.75 (.19) -0.19 (.26)   0.59 (.26) 0.51 (.23) 0.08 (.26) 
Note: Results reported represent raw means and standard deviations by group. For difference scores, positive 
values represent expecting a higher score than observed, and negative values represent expecting lower score than 
observed. Predict- mean prediction score made before taking the final test. Actual- observed final test score. 
Difference- sum of the difference between predicted and actual score. 
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Prediction accuracy. In a separate analysis of the effect of experimental design 

features on prediction accuracy, we observed significant main effects of learning condition, 

F(1,149) = 70.50, p < .001, and Biology passage, F(1,149) = 63.56, p < .001. Participants 

had lower (negative) difference scores in the testing condition (LS Mean = -.04) than in the 

restudy condition (LS Mean = .08), suggesting that participants were under-confident in the 

testing condition, but over confident in the restudy condition. Participants also had lower 

difference scores for passage A (LS Mean = -.03) than for passage B material (LS Mean 

= .07). Testing method, F(1,149) = .09, p = .77, and Biology content, F(1,149) = .71, p = .49, 

were not significant predictors of the difference score measure.  

 We also observed significant two-way interactions between learning condition and 

passage, F(1,149) = 45.50, p < .001, and between testing method and passage, F(1,149) = 

14.32, p = .002. Figure 6 shows the difference between predicted and observed scores by 

learning condition and passage. Specific contrasts revealed a significant difference between 

test (LS Mean = -.13) and restudy conditions (LS Mean = .06) on passage A, F(1,149) = 

104.33, p < .001, and passage B difference scores (test LS Mean = .05; restudy LS Mean 

= .09), F(1,149) = 5.24, p = .02. The two-way interaction between condition and testing 

method, F(1,149) = 2.11, p = .15, and the three-way interaction between learning condition, 

testing method, and passage5, F(1,149) = 4.48, p = .04, were not significant.  

The TV (LS Mean = -.18) group was significantly more under-confident than the TR 

group (LS Mean = -.08) on passage A material, F(1,149) = 6.23, p = .01, but the two groups 

(TV LS Mean = .07; TR LS mean = .03) did not differ in accuracy on passage B material, 

despite having means in opposite directions for the two types of passage.  

                                                
5 The three-way interaction between learning condition, testing method, and Biology passage was not 
significant after controlling FDR at p = .05—despite showing an individual p value of less than .05. 
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Figure 6. Prediction-actual difference score by learning condition and Biology passage. 
Positive difference score values indicate the degree of overconfidence and negative 
difference score values indicated the degree of under-confidence. Error bars represent 
standard errors.  

 

Individual Differences in Cognitive Ability 

To evaluate whether the effects of testing on learning and transfer of learning are 

equal for students with varying abilities, we examined four individual difference constructs—

science reasoning, reading comprehension, non-verbal reasoning, and working memory—to 

the data analytic approach used in the original analysis. A correlation table showing the 

relationships between performance and cognitive ability constructs can be seen in Appendix 

B. This approach was executed using four separate models, each examining whether a single 

individual difference construct moderated the effects observed in the original analysis. 

Finally, a fifth (joint) model was used to elucidate whether the effects found in each of the 

four separate models are the result of unique effects specific to a single construct or the 

results of the covariance across the multiple constructs.  
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Model 1: Science reasoning. Results from models 1-4 can be seen in Table 4. In 

Model 1, the effects of our experimentally manipulated variables (i.e., leaning condition, 

question type, and testing method) and their interaction were largely unchanged relative to 

our true experiment model. Results from Model 1 indicated that science reasoning ability, b 

= .14, F(1,149) = 61.59, p < .001, had a strong positive relationship with final test 

performance. We observed a significant interaction between question type and science 

reasoning, F(2,149) = 8.73, p < .01. Two-way interactions between learning condition and 

science reasoning, F(1,149) = 1.15, p = .29 and testing method and science reasoning, 

F(1,149) = 3.25, p = .07, were not significant. The three-way interaction between learning 

condition, question type, and science reasoning, F(1,149) = 1.62, p = .23, was also not 

significant.  

Figure 7 shows final test performance by question type and science reasoning ability. 

Through examining Figure 7 it is clear that there are disproportional differences between 

participants with the low, medium, and high science reasoning ability across the three types 

of final test items. Specifically, participants with higher ability show a decrease in 

performance across the three types of questions (transfer) at a slower rate than the low and 

medium science reasoning groups. The finding of this interaction between question type and 

science reasoning suggests that participants higher in science reasoning are better able to 

transfer their knowledge from passage A to passage B regardless of the condition under 

which that material is learned and transferred. The lack of a significant interaction between 

learning condition and science reasoning suggests that the effect of retrieval practice is equal 

across participants with varying science-reasoning abilities. Likewise, science-reasoning 

ability does not moderate the effect of retrieval practice on transfer. While non-significant, 
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the results of Model 1 suggest that science reasoning may moderate the effect of testing 

method given the p-value between .05 and .10.  

 

 

Figure 7. A line plot showing final test performance by question type and science reasoning 
(SR) ability. Low SR = SR scores 1 SD below the mean, med SR = SR score at mean, high 
SR = SR score 1 SD above the mean.  
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Table 4      

Results for Models 1-4      
 Model 1: SR Model 2: RC Model 3: NVR Model 4:WM 

 F p F p F p F p 
Learning Condition 104.91 < .001 106.36 < .001 112.86 < .001 108.09 < .001 

Question Type 111.35 < .001 99.90 < .001 98.00 < .001 96.01 < .001 

Testing Method 0.66 0.42 0.85 0.36 1.31 0.25 0.32 0.58 

Learning Condition x Question Type 50.36 < .001 50.97 < .001 51.43 < .001 51.06 < .001 

Learning Condition x Testing Method 0.62 0.43 1.12 0.29 1.10 0.30 1.20 0.28 

Testing Method x Question Type 4.70 0.01 4.80 0.01 5.03 0.01 5.24 0.01 

Learning Condition x Testing Method x Question Type 1.10 0.34 1.28 0.28 1.04 0.36 0.99 0.37 

Model Specific Individual Difference Construct (ID) 61.59 < .001 40.34 < .001 31.36 < .001 5.77 0.02 

Learning Condition x ID 1.15 0.29 0.85 0.36 0.59 0.46 0.29 0.59 

Question Type x ID 8.73 < .001 5.45 0.01 2.17 0.12 0.23 0.80 

Testing Method x ID 3.25 0.07 0.30 0.58 0.18 0.67 0.93 0.34 

Learning Condition x Question Type x ID 1.62 0.23 0.37 0.69 0.44 0.66 1.71 0.19 

Note: Results in Table 5 reflect the results of fixed effects (main effects and interactions) across Models 1-4. Main effects and 

interactions of learning condition, testing method, and question type were used in each model. Models 1-4 added one individual 

difference construct at a time. Multiple imputation was use for model 2. Results in model 2 represent the average effects from the 

analysis of 20 datasets produced from multiple imputation Procedures for pooling the results of these 20 analyses were derived 

from Rubin (1987) and van Ginkel and Kroonenberg (2014). SR = Science Reasoning; RC = Reading Comprehension; NVR = 

Non-Verbal Reasoning; WM = Working Memory.  
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Model 2: Reading comprehension. In Model 2, we observed a significant main 

effect of reading comprehension, b = .09, F(1,149) = 40.34, p < .001, and a significant 

interaction between reading comprehension and question type, F(1,149) = 5.45, p = .005. 

Figure 8 shows the interaction between reading comprehension and question type—a result 

that resembles the interaction between science reasoning and question type (reported in 

Model 1)—where participants with higher reading comprehension ability showed better 

transfer than participants with lower reading comprehension. Because of the similar trend in 

results between Model 1 and Model 2 (i.e., strong main effects of a cognitive ability measure 

and its interaction with question type) we pay particular attention to the results of Model 5 

(reported below) where we include all significant factors from Models 1-4 in a joint model in 

an attempt to replicate these effects in the most complete model possible.  

 

Figure 8. A line plot showing final test performance by question type and reading 
comprehension (RC). Low RC = RC scores 1 SD below the mean, med RC = RC score at 
mean, high RC = RC score 1 SD above the mean.  
 

Model 3: Non-verbal reasoning. Results for Model 3 showed a significant main 

effect of non-verbal reasoning, b = .03, F(1,149) = 31.36, p < .001. Commensurate with 



 

 

 

2 
 

 

Models 1 and 2, we also sought to evaluate whether non-verbal reasoning moderates the 

effects of design factors discussed in the original analysis. However, results revealed that 

non-verbal reasoning does not interact with learning condition or testing method (F < 1.0). 

Non-verbal reasoning also did not interact with question type, F(2,149) = 2.17, p = .12. The 

three-way interaction between learning condition, non-verbal reasoning, and question type, 

F(2,149) = .44, p = .65, was also not significant. Collectively, these results suggest that the 

effects of learning condition, testing method, and question type are unchanged by non-verbal 

reasoning ability.  

Model 4: Working memory. The results from Model 4 show a significant main 

effect of working memory, b = .001, F(1,149) = 5.77, p = .02, however, this effect is 

markedly weaker than seen with the main effects of individual difference constructs in the 

Models 1-3. Working memory did not moderate the effects of learning condition, testing 

method, or question type (F < 1.0). The three-way interaction between learning condition, 

question type, and working memory, F(2,149) = 1.71, p = .19, was not significant. Results 

from Model 4 suggest that working memory is weakly correlated with final test performance 

and, furthermore, does not moderate the design effects in the original analysis.  

Model 5: Joint effects of individual differences. In Models 1-4 we replicated the 

results of our analysis of the experimentally manipulated study variables, that is, Models 1-4 

did not negate a previously reported significant effect of experimental manipulations from 

the original analysis. In addition, in Models 1-4 we also observed significant main effects of 

science reasoning, reading comprehension, non-verbal reasoning, and working memory, and 

significant interactions between science reasoning and question type and reading 

comprehension and question type. In Model 5 we included each of the individual differences 
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constructs and the previously reported significant interactions in addition to the factors in our 

original experimental model. The goal of Model 5 was to investigate whether the effects 

found in Models 1-4 represent effects specific to each of the four individual difference 

constructs or whether specific results were due to the covariance between two or more of our 

constructs. For this reason, Model 5 is considered the most complete and ecologically valid 

of the five models. 

The results of Model 5 can be seen in Table 5. Once again, the results reported in the 

original model were replicated in Model 5. We observed significant main effects of reading 

comprehension, b = .07, F(1,147) = 9.82, p = .002, science reasoning, b = .05, F(1,147) = 

7.75, p = .006, and non-verbal reasoning, b = .01, F(1,147) = 7.10, p = .009. Working 

memory, b = .000, F(1,147) = .04, p = .85, was not a significant predictor in Model 5. 

Interestingly, the interaction between science reasoning and question type, F(1,147) = 4.38, p 

= .02, was replicated in Model 5 while the interaction between reading comprehension and 

question type, F(1,147) = 1.00, p = .37, was not. A line plot of the interaction between 

science reasoning and question type can be seen in Figure 9, which can be considered a more 

ecologically valid and updated version of Figure 7. As reported in Model 1, the interaction 

between science reasoning and question type is characterized by better transfer for 

participants with higher science reasoning abilities. The lack of a significant interaction 

between reading comprehension and question type in Model 5, suggests that the previously 

reported significant interaction in Model 1 was not due to superior reading comprehension 

among students with stronger scientific reasoning, but was specifically attributable to science 

reasoning.  
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                     Note: *p < .05, **p < .01, ***p < .001;  

 

 

 

Figure 9. A line plot showing final test performance by question type and science reasoning 
(SR) ability. Low SR = SR scores 1 SD below the mean, med SR = SR score at mean, high 
SR = SR score 1 SD above the mean.  
 

Table 5 
Results for Model 5: Joint Effects of Individual Differences 

 F p 
Learning Condition*** 109.75 < .001 
Question Type*** 109.49 < .001 
Testing Method 1.84 0.18 
Reading Comprehension (RC)** 9.82 0.002 
Science Reasoning (SR)** 7.75 0.006 
Non-Verbal Reasoning (NVR)** 7.10 0.009 
Working Memory (WM) 0.04 0.85 
Learning Condition x Question Type*** 52.24 < .001 
Learning Condition x Testing Method 0.93 0.34 
Testing Method x Question Type* 4.68 0.01 
Learning Condition x Testing Method x Question Type 1.32 0.27 
Question Type x RC 1.00 0.37 
Question Type x SR* 4.38 0.02 
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Discussion 

 In this study we simultaneously investigated 1) the effects of testing on learning and 

transfer of learning, 2) the effects of testing on pre-test score predictions and their accuracy, 

and 3) whether individual differences in cognitive ability interact with the effects of testing 

on learning and transfer of learning. We examined these three main lines of research 

questions in a controlled laboratory study using college level biology materials—which we 

deemed to be highly educationally relevant and complex.  

Final Test Data 

The primary design feature of this study is that we defined meaningful levels of near 

and far transfer. Specifically, we identified topics in Biology which could be broken down to 

primary (passage A) and secondary (passage B) sub-topics. As the goal of this study was to 

determine the extent to which testing leads to improved learning and transfer of learning, we 

further operationalized transfer by constructing three levels of final test questions (A1, A2, 

and passage B) and compared participants performance in the testing and restudy conditions 

on a set of questions of each type. While we expected that participants would perform better 

on A1 items (i.e., those seen exactly at least once on Day-1) in the test condition as compared 

to the study condition, we paid particular attention to testing versus restudy performance on 

A2 (i.e., novel items about passage A concepts and facts tested during Day-1) and B items 

(i.e., questions about passage B—a passage with a hierarchical relationship to passage A).  

 First and foremost, we found that participants performed better on the final test in the 

test condition than in the restudy condition across A1, A2, and passage B test items. This 

finding is significant, because it suggests that taking tests leads to better learning (A1) and 

transfer of learning (A2 and B), even for complex college-level educational materials. Not 
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only did participants perform better in the testing condition on questions that they had seen 

before (A1 items), they performed better (in the testing condition) on conceptually related 

items (A2) and items about a topic on which they did not test, but that would benefit from 

better learning of the passage A material (passage B). Additionally, our final test was 

sensitive enough to detect these differences in performance at a 24-hour delay, whereas, 

other studies have only found effects this large at up to a 7-day delay (e.g., Butler, 2010).  

 The effect sizes of our transfer effects (d = .60 for A2 items; d = .21 for B items) are 

within range of the effects reported by Pan and Rickard (2018). As a cautionary note, we 

point out that our study differs in its definition of transfer (especially for passage B items) 

and materials from many of the studies analyzed in Pan and Rickard. In the terminology put 

forth by Pan and Rickard it could be argued that the type of transfer format in our study could 

be described as both application/inference questions (A2 and B items) and untested material 

(B items). While some of the A2 items had response congruency, many of the A2 items 

required slightly or wholly different answers. Additionally, feedback during the practice test 

phase in our study only provided correct answers and did not elaborate. In terms of 

qualifying our results under the framework of Pan and Rickard, the effects reported here are 

generally in line with a trend of positive transfer for testing conditions, however we argue our 

study is the first to report successful transfer of practice tests to subsequent untested 

educational Biology material.  

Although we expected participants to perform well on A1 items in the testing 

condition, it is somewhat surprising that the performance in the testing condition only 

decreased by about 10% from A1 to A2. One reason for this relatively robust “near transfer” 

effect could be that the items within each concept (some randomly assigned to be A1 and 



 

 

 

7 
 

 

some to be A2 items) were closely related to one another. As reported in our procedures, we 

began by identifying key concepts in each of the Biology passages that were to be used in the 

study. We wrote multiple cued-recall items for each concept we identified in each passage in 

order to 1) be able to present participants in the test-variation condition with multiple 

“related” practice test items and 2) to be able to present both TR and TV conditions with 

novel items about a concept they had taken practice test questions on, thus defining “near 

transfer” within the context of the study. Additionally, we argue that the comparison between 

test and restudy at A2 is more of a fair comparison than on A1, because for both groups A2 

items have never been seen before. 

 In analyzing the results of this study, we were very interested to see whether 

participants performed better on passage B items in the testing condition. To review, on Day-

1 participants in our study read passage A and either restudied or took practice test questions 

on passage A. Then 24-hours later on Day-2, participants read passage B, which was 

constructed to require the use of information learned from passage A. The results of our 

study indicated that participants performed better on passage B final test questions in the test 

condition than in the restudy condition. While we observed a modest Cohen’s d effect size 

of .21, these results suggest that testing over primary material (passage A) yields measurable 

performance improvements on subsequent material (passage B). We argue that the positive 

effect of testing on subsequent material could be due to both: 1) better direct (transfer) of the 

information learned in passage A when answering passage B test questions, and/or, 2) better 

comprehension of passage B material during reading, gained through a better understanding 

of the pre-requisite knowledge (passage A). Although it is interesting and important to 
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consider the mechanism for the positive effect of testing that we found in this study, our 

study was not primarily designed to investigate these questions empirically.  

 Taken together, the results of our study suggest that a relatively short retrieval 

practice session (24 practice test questions and correct answer feedback) was associated with 

improved performance on conceptually related material and subsequent material which 

participants did not test on or restudy. Furthermore, we found positive effects of testing and 

evidence suggesting that testing leads to better transfer of learning using a within-subjects 

design, where all participants were exposed to a test and control condition. Using the within-

subjects design in this study possibly makes the results clearer about the “direct effects of 

testing.” While there is a significant literature on “indirect testing effects,” (e.g., Arnold  & 

McDermott, 2013; MacLeod & Daniels, 2000) we argue that performance in both the testing 

and restudy conditions was equally influenced by test-expectancy effects and effects of 

familiarity of the testing format. In our study it seems reasonable that participants were more 

familiar with the content of questions that might be asked on the final test after seeing 

practice test questions on Day-1 for the topic that they tested on (testing condition); however, 

all participants were exposed to cued recall practice test questions on one of the two 

passages, and therefore, were familiar with our study’s particular style and procedure for 

testing. Thus, test format familiarity effects discussed in detail by some researchers (e.g., 

Morris et al., 1977; Roediger, 1990; Roediger & Butler, 2011) cannot explain the effects of 

testing observed in our study.   

  We also designed this study to investigate the effect of variability in testing. A theory 

of encoding variability (e.g., Estes, 1955) suggests that more variation in the learning process 

might increase the number of unique learning experiences, creating a stronger network of 
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knowledge and leading to improved performance. While not a direct investigation of test 

variability, the principle of encoding variability discussed and applied in Kornell and Bjork 

(2008) was a strong motivation for our pursuit of the potential benefits of varied testing. 

Butler (2010) was the first to specifically test whether taking “re-worded” questions (test 

variability) was better than taking the same questions repeatedly. Butler reported no 

difference between test variability and test repetition in his study, however, participants 

performed better in any testing condition relative to control in many scenarios. In a similar 

pattern, our study also did not observe any significant differences between the TV and TR 

sub-groups. However, we did observe a significant interaction between testing method and 

question type, such that the repeated condition appeared to perform better than the varied 

condition on A1 items, but there was a larger difference between the two groups on A2 items 

in the opposite direction (better performance under the varied testing condition than under 

the repeated testing condition on A2 questions). However, pairwise comparisons between the 

two groups were not significant. While the interaction between testing method and question 

type is interesting, the most direct tests of the utility of variation in practice test questions are 

in the three-way interaction between learning condition, testing method, and question type 

and pairwise comparisons between the TV and TR sub-groups on A1, A2, and B final test 

items. Neither the three-way interaction between learning condition, testing method, and 

question type nor the pairwise comparisons between the TV and TR groups were significant. 

Despite these non-significant effects, and in line with predictions made in H4, we observed a 

Cohen’s d effect size of .20 in favor of the TR group on A1 items and an effects size of d 

= .21 in favor of the TV group on A2 items. For these comparisons, we estimate that 
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achieved power (1-b) was approximately .60—slightly below the desired power to detect a 

significant effect of this magnitude.  

The finding of no significant difference between the TR and TV groups is interesting 

despite our failure to reject the null hypothesis. This finding means that there was not a large 

difference between the TR and TV groups on A1 despite the fact the that TV group saw A1 

questions with feedback only once, while the TR groups made a retrieval attempt and saw 

feedback for these items three times. Furthermore, the TV group performed at least 

comparably to (if not better than) the TR group on A2 items. The TR and TV groups did not 

seem to differ whatsoever on passage B items, which may mean that the extent to which 

variability in practice test questions is beneficial is limited to some level of “near transfer” 

and may not aid students (relative to test repetition) in learning subsequent material.  

In designing our study, we paid particular attention to the results of Butler (2010), 

who also investigated the effects of testing and test variability on transfer using educational 

materials. Herein, we have reported some similar results to those observed in Butler, most 

notably that we found evidence that testing improves transfer of learning and that variation in 

testing is at least comparable to test repetition for transfer. In the interest of comparing our 

results to Butler one difference in our study is that we defined “near transfer” as performance 

on A2 items, which were novel but closely related to A1 items; whereas Butler defined near 

transfer as performance on the questions requiring inferences in his studies 1b and 2. We also 

defined “far transfer” as performance on passage B items, while Butler looked at 

performance on questions from another related knowledge domain that required the use of 

information learned during initial reading and practice tests. In looking at the effects of test 

repetition, we specifically designed practice test questions in the TV condition to be closely 
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related to one another, but not just reworded versions of the same questions as done in Butler. 

We wondered if increasing the figurative “distance” in similarity between questions taken in 

a practice test session would increase the effect of testing on transfer. While, neither our 

study nor Butler found a positive effect of test variability over test repetition, mean 

performance in both our study and Butler’s study 1b (same test vs. varied test performance 

on conceptual questions) was in the hypothesized direction—superior transfer performance in 

the varied condition. Future research should re-examine the roles of variation in testing and 

power experiments to detect relatively small effect sizes.  

Score Prediction Data 

 We also investigated the effects of testing and test variability on pre-test score 

predictions and their accuracy. Procedures for participants’ score prediction began by asking 

participants to predict the percentage score they expected to receive on passage A and 

passage B content for both of the Biology passages they were exposed to. We executed two 

statistical analyses using these predictions: one looking at the experimental design effects on 

the predictions themselves and one looking at our measure of prediction accuracy (obtained 

by subtracting each participant’s actual score from their prediction score for each passage). In 

examining the level of accuracy of participant score predictions we look at both the distance 

from zero (a literal definition of accuracy) and the sign (+/-)—that is, the degree of 

overconfidence (i.e., expecting a higher score than received), or under-confidence (i.e., 

expecting a lower score than received). 

 The main finding in our analysis of participants raw prediction scores was a strong 

three-way interaction between learning condition, testing method, and Biology passage. This 

three-way interaction was characterized by a disordinal interaction between the TR and TV 
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groups—such that the TR group predicted higher scores on passage A than the TV group, but 

lower scores on passage B than the TV group. Although no study of which we are aware has 

investigated the effect of variable testing on metacognitive judgments, the finding that the 

TV group had comparable score predictions relative to the restudy condition is more in-line 

with the hypothesis that testing tempers metacognitive judgments (e.g., Soderstrom & Bjork, 

2014). On the other hand, TR participants had the highest score predictions of any group, but 

actual performance data show that they were still under-confident (discussed below).  

When we take into account participants’ actual scores in the prediction-observed 

difference scores, we see very interesting results. Participants were generally less 

overconfident in the testing condition than in the restudy condition. However, the main effect 

of learning condition was superseded by significant interactions between learning condition 

and Biology passage and between testing method and Biology passage. As can be seen in 

Figure 6, in the testing condition, participants were severely under-confident on passage A 

but were slightly overconfident on passage B, while participants were overconfident at both 

time points in the restudy condition. We also observed an interesting disordinal interaction 

between testing method and Biology passage, where the participants in the varied condition 

were more under-confident than the repeated condition on passage A, but more overconfident 

than the repeated condition on passage B. While the three-way interaction between learning 

condition, testing method, and Biology passage in our accuracy models was not significant 

after controlling FDR at p = .05, pairwise comparisons revealed that the TV group was 

significantly more under-confident than the TR group on passage A, but not on passage B 

material.  
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As can be seen in Table 2, the TV group predicted a score of .56 on passage A, but 

achieved a score of .75 earning a prediction-observed difference score of -.19. The TR group 

predicted a passage A score of .62 and achieved an actual score of .74 (a difference score of 

-.12). While both the TV and TR groups are under-confident on passage A, it is interesting 

that completing practice tests (albeit in a more challenging, varied form) did not raise the TV 

group’s pre-test predictions relative to restudy groups. Indeed, participants in the TV testing 

condition gave raw prediction scores of .58 in the restudy learning condition. In other words, 

participants in the varied testing method condition were equally unconfident in the restudy 

learning condition as in the testing learning condition, despite significantly better actual 

performance in the testing condition. By contrast, participants in the repeated testing 

condition were much more confident in the testing learning condition than in the restudy 

learning condition. Furthermore, it is also interesting that despite TV participants modest 

passage A predictions (.56), the TV group gave the highest passage B prediction (.59) and 

were the only group to predict higher scores for passage B than for passage A. It is possible 

that TV participants felt that passage A was more difficult because varied testing was more 

challenging, and could have rated passage B as comparable in difficulty or easier because 

they did not received feedback about their actual performance on passage B.  

 In interpreting this set of interesting data regarding participants metacognitive 

awareness of performance, we also need to consider the timing of predictions and exposure 

to passage A and passage B. At the time that score predictions were made, participants had 

been exposed to passage A 24-hours prior, but had just completed reading both passage Bs. 

While the timing of reading and additional exposure to the passages (re-reading and testing) 

may explain the main effect of Biology passage in the model on prediction accuracy, this 
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does not explain the interactions between learning condition, testing method, and Biology 

passage.  

Overall, we draw three main conclusions from the score prediction data: 1) While test 

repetition increases confidence for the content that was tested (passage A) relative to restudy, 

test variation does not—despite equal actual performance between test repetition and test 

variation. Test variation seemed to decrease prediction scores even relative to the judgments 

made by the same participant on material that was restudied. It is likely the challenge of 

being exposed to a totally new question for each concept or fact tested during the practice test 

session decreased participant confidence on their level of mastery relative to the TR group. 2) 

Testing is associated with more under-confident score predictions relative to restudy. For 

both types of testing, participants had lower prediction-observed difference scores in the 

testing condition than in the restudy condition. Finally, 3) Test variation may artificially 

improve confidence for subsequent material (passage B). While the TV group greatly under-

estimated their performance on passage A material, they also reported higher passage B 

predictions relative to their own passage A predictions and passage B predictions of all other 

groups. Overall, the TR group’s passage B predictions were most accurate (difference score 

closest to zero).  

Individual Differences in Cognitive Ability 

As discussed, there have few attempts to investigate whether individual differences 

(specifically in cognitive abilities) moderate the effects of testing. In an exploratory aim of 

this project we identified four cognitive ability constructs that we believed influence science 

learning: science reasoning, reading comprehension, non-verbal reasoning, and working 

memory. We then analyzed the effect of each of these constructs and their interaction with 
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design features in our original experimental model separately in Models 1-4. Finally, we 

constructed a joint model consisting, of all original effects and significant cognitive ability 

main effects and interactions observed in Models 1-4. Our primary goals in these analyses 

were to evaluate whether individual differences in cognitive ability moderate the effect of 

testing (H5) and the effect of transfer of learning (question type; H6).  

First, the effects found in the original model were replicated in each of Models 1-5. 

That is, including cognitive ability constructs and their interaction with the experimental 

design features did not change the effects reported in the original model regarding the effects 

of testing on learning and transfer. In Models 1-4 we observed significant main effects of all 

individual cognitive ability constructs (science reasoning, reading comprehension, non-verbal 

reasoning, and working memory). We did not observe a significant interaction between any 

cognitive ability construct and learning condition in any of our Models 1-4, which implies 

that the effect of testing (compared to restudy) is comparable across varying levels of our 

cognitive ability measures. In reconciling our results of Models 1-4 with others in the 

existent literature, we did not find evidence to suggest that testing effects differ across people 

with various profiles of cognitive abilities. Although it would be premature to conclude that 

individual differences in learning strategies (i.e., retrieval practice) do not exist, we report 

sizable testing effects but do not observe any interaction between learning condition and 

individual difference measures similar to the report by Bertilsson et al. (2017).  

We did, however, observe two-way interactions between science reasoning and 

question type and reading comprehension and questions type. When the significant main 

effects and interactions were combined in a joint individual differences model (Model 5), 

main effects remained for science reasoning, reading comprehension, and non-verbal 
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reasoning, but not for working memory, and only the interaction of question type with 

science reasoning remained significant. The non-significant effect of working memory in 

Model 5 suggests that variance accounted for by working memory in Model 4 may be 

attributable to the other constructs, whereas the significant interaction of science reasoning 

and question type suggests that it is not an artefact of better reading comprehension among 

students with higher scientific reasoning. As can be seen in Figure 9, the interaction between 

science reasoning and question type seems to be due to a larger performance difference 

between participants with varying science reasoning abilities at further levels of transfer. For 

example, participants with a science reasoning score 1 SD above the mean showed a 2% 

relative decrease in performance from A1 to A2 items and a 15% relative decrease from A2 

to B items. On the other hand, participants with a science reasoning score 1 SD below the 

mean had a 7% relative decrease from A1 to A2 and a 26% decrease from A2 to B items. 

Taken together, these results mean that higher science reasoning ability leads to better 

transfer on both A2 and B items. Practically, this is an important finding regarding transfer. 

These results may mean that, especially within science and other disciplines that require 

strong reasoning ability, students with lower reasoning ability may be disproportionally 

disadvantaged when seeking to apply their learning from primary material to more complex 

material. Future research should aim to confirm these effects and, if replicated, seek to 

investigate how to improve transfer for students with low reasoning abilities.  The fact that 

the interaction remains significant in the presence of reading comprehension as a predictor 

implies that simply focusing on improving reading comprehension among lower ability 

students would not be sufficient. 
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Limitations and Future Directions 

One limitation of this study is that it was not powered to detect relatively small effect 

sizes of test variability (relative to test repetition). Because our focus was the general effect 

of testing, we chose to manipulate testing (of either form) within-subjects and variation in 

testing between-subjects. This resulted in very good power to detect the effects of testing, but 

low power to detect small (d = .21 on A2 items) effects of variable versus repeated testing. 

While we report a significant interaction between testing method and question type and effect 

sizes of pairwise comparisons between the TR and TV groups on the three types of questions, 

we also would like to know if there are statistically significant differences between these 

groups. In line with the consequences of decisions made to maximize the likelihood of 

detecting the effects we were most interested in, we also acknowledge that we chose a 

relatively short retention interval (24-hours) and one fixed schedule for the timing of reading 

passages A and B. Previous studies have suggested that the testing effect is most powerful 

after at least a 24-hour delay (some studies have looked at delays of 1-week to several 

weeks). In our study, we were specifically interested in operationalizing transfer in a 

practical and educationally relevant way, that is, performance on novel passage A and 

passage B questions. Therefore, we designed passage B to be read on Day-2 after a 24-hour 

delay in order to maximize the effect that testing might have on passage B. However, we also 

were cautious not to increase the delay between Day-1 and Day-2 further at the risk of 

washing out potential transfer effects on passage B content. As a result, we were able to find 

positive effects of testing at different levels of transfer, but with our relatively short retention 

interval, we are unsure of how stable these effects are over time and whether the timing of 

reading passage A and passage B matters. Future research with the goal of validating 
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retrieval practice procedures for use in real educational settings should power studies to be 

able to detect significant differences between test repetition and test variation groups.  

Conclusion 

 We set out to execute a highly educationally relevant investigation of the effect of 

testing on transfer of learning. We also designed our study to be able to consider the effects 

of testing on pre-test score predictions and whether individual differences in cognitive ability 

moderate the effect of testing and transfer of learning. Through our analyses we found 

significant effects of testing of varying magnitude on repeated items (d = 1.01), related items 

(d = .60), and questions on subsequent material (passage B; d = .21). We also reported that 

testing influences pre-test score prediction, such that repeated testing is associated with 

increased pre-test confidence, while varied testing is not. Additionally, both testing groups 

performed comparably on the final test, leading to large discrepancies in prediction-observed 

difference scores. Finally, we report that individual differences in cognitive ability do not 

interact with testing effects, suggesting that the testing effect is relatively equitable across 

people with varying levels of ability. In our study, science-reasoning ability moderated the 

effect of transfer, such that participants with higher science reasoning ability achieved better 

transfer performance on the final test. Overall, we conclude that retrieval practice with cued 

recall questions is a highly effective strategy for learning complex educational materials. 

Furthermore, when test questions are well-constructed and closely related to the target 

material, students who use retrieval practice can expect benefits of testing even when the 

final test questions are novel. 
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Appendix A 

I.  A schematic of condition and Biology Topic counterbalancing. 

Repeated Testing Track 1 Track 2 Track 3 
Position in Learning Phase 1 2 1 2 1 2 
Learning Material A B B C C A 

Condition TR R TR R TR R 

  Track 4 Track 5 Track 6 
  1 2 1 2 1 2 
  A B B C C A 

  R TR R TR R TR 
Varied Testing Track 1 Track 2 Track 3 
  1 2 1 2 1 2 
  A B B C C A 

  TV R TV R TV R 

  Track 4 Track 5 Track 6 
  1 2 1 2 1 2 
  A B B C C A 

  R TV R TV R TV 
 

Note: Numerals represent the order (first, 1 or second, 2) of stimuli, while letters A (DNA), B 
(Food Webs), and C (Osmosis/Diffusion) represent specific passage A Biology topics that 
participants were exposed to. Finally, TR (test repetition), TV (test variation), and R 
(restudy) represent the learning condition for that particular Biology topic. This method for 
counterbalancing ensured equal Biology topic to learning condition assignment and 
controlled for order effects of learning condition and Biology topic.  
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Appendix B 

I.  A table showing the correlations between performance in the rest and restudy conditions 

and cognitive ability constructs. 

      
Correlation Table for Outcomes and Cognitive Ability Constructs 

 1 2 3 4 5 6 7 8 
1. Test-Passage A -        

2. Test-Passage B .65*** -       

3. Restudy-Passage A .39*** .53*** -      

4. Restudy-Passage B .48*** .63*** .73*** -     

5. Science Reasoning .42*** .48***  .30** .49*** -    

6. Reading Comprehension .41*** .51*** .45*** .54*** .59*** -   

7. Non-Verbal Reasoning .26*** .31*** .35*** .40*** .55*** .33*** -  

8. Working Memory .14 .12 .17 .22** .30** .02 .43*** - 
Note: Test-Passage A = Performance in the test condition on passage A content; Test-Passage B = 
Performance in the test condition on passage B content; Restudy-Passage A = Performance in the 
Restudy condition on passage A content; Restudy-Passage B = Performance in the Restudy condition 
on passage B content; *p < .05, **p < .01, ***p < .001.   

 


