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ABSTRACT

The Internet of Underwater Things (IoUT) is an ideal intelligent approach for ocean

exploration in the new era of IoT, which mainly relies on underwater acoustic communi-

cations (UAC) for the interconnections among underwater devices. However, two inherent

drawbacks of UAC make it insufficient for some communication requirements. First, it

cannot support latency-sensitive applications such as accurate synchronization due to the

long propagation delay. The second one is the limited bandwidth available for long-range

communications. To find an alternative communication solution, two different underwater

communication paradigms are investigated in this dissertation, namely underwater mag-

netic induction (MI) wireless communications and stress wave communications. For the MI

alternative that does not have latency issues, we focus on the integration of MI technol-

ogy with autonomous underwater vehicles (AUVs). A ferrite-assisted geometry-conformal

MI antenna was proposed to fit for AUVs with a metallic body that maintains their fluid-

dynamic efficiency. A concise physical layer was designed for the robust MI channel. For

long-range underwater communications, we turn to stress waves using offshore pipelines for

a possible solution. The established stress wave channel model reveals that the frequency-

dependent attenuation can be ignored, which tells us the available bandwidth will not

be affected by the communication range. Zero-forcing equalization and OFDM modula-

tion were utilized to tackle the dispersion and reverberation interference under different

circumstances. An underwater wireless communication testbed was established based on

software-defined radio (SDR) and universal software radio peripheral (USRP) to verify the

communication feasibility of both the MI and the stress wave. Finally, a power-efficient

underwater AUV data collection strategy was designed, which can significantly prolong the

network lifetime by using hybrid networking with both underwater acoustic and MI wireless

communications.
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1 Introduction

Oceans cover more than 70% of the earth surface, provide valuable resources (e.g., crude

oil, natural gas, and various minerals such as manganese, copper, nickel, iron, cobalt),

generate oxygen, absorb greenhouse gases, keep climate change in check, determine weather

patterns and temperatures, and serve as highways for sea-borne international trade. The

quantity of organisms that live in oceans far exceeds those that habitat the land. By 2030,

the value of the global ocean-based economy is estimated between USD 3-6 trillion per

year [72]. Surprisingly, we actually know less about the ocean than some extra terrestrial

bodies. For example, we have mapped the entire Martian surface, while we have explored

less than 10% ocean floor, underneath which billions of dollars of natural resources are

“sleeping”. The Hubble telescope allows us to see up to 13 billion light years away, while

acoustic seismic sensors anchored on the ocean floor cannot reliably transmit their collected

information back to the ocean surface several kilometers away.

To facilitate the ocean exploration, the concept of Internet of Things (IoT) has been

extended to ocean bodies, which leads to the idea of Internet of Underwater Things (IoUT).

IoUT was first introduced in 2012 [23]. It is defined as a world-wide network of smart in-

terconnected underwater objects with a digital entity. The interconnected objects include

various types of sensors, buoys, autonomous underwater vehicles (AUVs), autonomous sur-

face vehicles (ASVs), and offshore infrastructures, etc. The major components of an IoUT

system are shown in Fig. 1.

1.1 Essential components in IoUT

1.1.1 Underwater Sensor Network

Obviously, sensors are the most essential components, since the key objective of IoUT

is to bring sensing data to the surface. To explore the ocean, different types of sen-

sors [115] may be deployed in the underwater environments, which may include conductiv-

ity–temperature–depth system (CTD), acoustic Doppler current profilers (ADCPs), oxygen

1



Figure 1: Overview of IoUT.

content detectors (OCD), ammonia nitrogen detectors (AND), phosphorus content detec-

tors (PCD), etc. The wireless interconnection of these sensors form a underwater wireless

sensor network (UWSN). In UWSNs, sensors, also known as nodes, can not only sense

environments, such as the water quality, pressure, temperature, metal, and chemical and

biological elements, but also relay and forward data. The sensing data need to be trans-

ferred to the essential components on the surface, known as sink(s) which can be buoys,

ships, or ASVs. Typically, UWSNs forward data to the sinks through acoustic channels.

Sinks will forward the data to the onshore monitoring center through radio channels.

1.1.2 AUV

AUVs are unmanned, self-propelled vehicles typically deployed from a surface vessel, and

can operate independently of that vessel for periods of a few hours to several days [111].

Most are torpedo-shaped, but some have a more complex configuration allowing them to

move more slowly and across complex terrain. AUVs are capable of carrying a variety of

2



sensor payloads. Since AUVs can follow a pre-programmed course through the water, they

are well suited for seabed mapping and subbottom profiling [66].

Depending on their pressure resistance, existing AUVs can operate in water depths of

up to 6000 m [111]. The typical moving speed is around 2 m/s [18]. Since AUVs can easily

get access to the underwater sensor nodes, they can be introduced into UWSNs as data

mules to collect the data from sensor nodes [117, 38, 52, 51, 27, 120]. With the assistance

of AUVs, the lifetime of UWSNs can be significantly extended [106], since sensor nodes do

not need to transmit data via power hungry long acoustic links.

1.1.3 Offshore Pipelines

Offshore pipelines are considered to be the most efficient and effective modes of transport

for carbon products [35]. Owing to the escalating demand for oil and gas, thousands of miles

of offshore pipelines have been deployed all over the world. Taking the Gulf of Mexico as

an example, over 44,000 miles of pipelines have been deployed during the last century [47].

The State of the Coast website boasts of the US National Oceanic and Atmospheric Ad-

ministration (NOAA), “If placed end to end, the oil and gas pipelines in the Gulf of Mexico

could wrap around the Earth’s equator.”. The lifespan of the offshore pipeline is around 40

years. However, a large portion of offshore pipelines is out of service. For example, there

are more than 18,000 miles of “out of service” pipelines in the Gulf of Mexico [47].

Inadequate monitoring and maintenance of this critical infrastructure may lead to ru-

inous economic loss and environmental disasters. Take BP’s “Deepwater Horizon” incident

as an example. In this event, damaged subsea infrastructure leaked more than 200 million

gallons of oil into the Gulf. Eleven workers died, and 17 were injured. Penn State Univer-

sity further reported the deaths of 6,104 birds, 609 sea turtles, and 100 marine mammals.

More than 1,000 miles of shoreline were fouled. Furthermore, as part of the process of

breaking up the spill with chemical dispersants, more than 2 million gallons of toxic chem-

icals were sprayed into the Gulf. The long-term impacts of these dispersants on marine

wildlife have yet to be determined. Unfortunately, BP’s “Deepwater Horizon” was only one

3



of thousands of oil accidents in the Gulf of Mexico as shown in Fig. 2. The severity of such

Figure 2: (a) Offshore pipeline accident in the Golf of Mexico [25]. (b) Deepwater Horizon
drilling explosion in April 2010 [75].

accidents and their economic and environmental consequences highlights the need for struc-

tural health monitoring (SHM) for subsea infrastructure, in particular, offshore pipelines.

Unlike onshore pipelines, offshore pipelines constantly face a harsh submarine environment

containing multiple threats that increase risk of damage (e.g., weld defects, corrosion pits,

cracks, buckling, leakage) and undermine safe operation [35, 41, 45]. A study by DNV (Det

Norske Veritas) shows that the frequency of failure for various types of offshore pipeline

structures ranges from 6.8 × 10−6 to 4.5 × 10−3 per km year [21]. A recent report from

the Bureau of Ocean Energy Management stated from 1964 to 2013, a total of 514 offshore

pipeline-related oil spills were recorded, 20 of which involved spills greater than 1000 bbl

of oil [6]. A twofold challenge that forms the bottleneck for SHM of offshore pipelines is (i)

the attenuating effects of the subsea environment and (ii) the difficulty of monitored/sensed

information delivery from the ocean floor to the surface without deploying massive amounts

of cables.

1.2 IoUT Applications

Leveraging the collected data, IoUT can support different kinds of subsea applications

which can be categorized into five different types [48] as shown in Fig. 3.
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Figure 3: The IoUT applications [48].

1.2.1 Environmental Monitoring

One of the significant applications of IoUT is environmental monitoring, including water

quality monitoring [69], thermal pollution monitoring, pressure monitoring, and tempera-

ture monitoring [4], chemical and biological pollution monitoring [50], etc. In recent years,

offshore structure health monitoring [81] has become a hot topic, which can be well achieved

through IoUT. Specifically, by installing wireless sensors along the pipeline, the operation

conditions can be continuously monitored. The data collected by sensors is transmitted

through the sensor network towards the sink, which forwards it to the onshore monitoring

center. Based on the sensor data, the long term behavior can be predicted, maintenance

can be scheduled accordingly and hence the pipeline remaining life can be extended.
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1.2.2 Underwater Exploration

Thanks to the advancement of marine autonomous technology, AUVs have greatly fa-

cilitate our ability to explore underwater. AUVs provide opportunities for data acquisition

in parts of the ocean previously inaccessible to vessel-based instruments, e.g., beneath ice

sheets in polar region, and improve the spacial and temporal resolutions of a broad spec-

trum of marine measurements. Specifically, the vessel-mounted multi-beam echo sounder

(MBES) provides a regional base map with a spatial resolution of 10s to 100 s of meters,

while the AUV MBES can provide detailed maps with a spacial resolution of 0.5-5 m [111].

AUVs also play a significant role in underwater lost-treasure discovery. The most famous

early example is the discovery of the Titanic in 1985 [16]. Up to now, we still rely on AUVs

in the search for the missing Malaysia Airlines Flight MH370 on April 14, 2014. IoUT can

also be applied to fish tracking and underwater natural resource discovery, such as minerals

[93], metals, and coral reefs [7].

1.2.3 Disaster Prevention

The disaster prevention applications are one of the most crucial IoUT applications. For

example, the Japanese nuclear accident, Fukushima Daiichi nuclear disaster, was initiated

primarily by the tsunami following the Tohoku earthquake on March 11, 2011. To provide

applications for prevention of such disasters, IoUT is widely expected to detect flood [65],

earthquake [54], tsunami [12] underwater, and to offer early warning services.

1.2.4 Military

The military often reflects the ability of a country to defend itself against any form

of attack, including underwater attack. IoUT is required for defense purposes, and can

be applied to submarine detection [64], underwater mine detection [49], and underwater

surveillance systems [14]. These applications have great potential for future naval forces.
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1.2.5 Others

With the advancements in UWSNs, an increasing number of IoUT applications are be-

coming attractive, such as sports [63], navigation [104], and localization [32] applications.

Localization applications are particularly challenging yet very valuable. Specifically, in the

real world, identifying the location underwater is challenging because Global Positioning

System (GPS) cannot work in underwater environments. Imagine, for example, that under-

water sensors could be used as location reference points, and thus could provide swimmers,

divers, ships, and underwater vehicles with valuable location information.

1.3 Challenges

The most significant different between IoUT and territorial IoT is the water medium.

Every underwater electrical device needs to be waterproof, and deal with high pressure if

deployed in the deep ocean. The major difficulty posed by the water medium is that it

makes it difficult to get access to the underwater things. Therefore, the deployment and

maintenance of the IoUT is much more difficult and expensive than the territorial IoT,

which also implies that the IoUT must be able to manage its own operation without human

interventions. For this purpose, the IoUT must be robust, resilient, and self-sustainable.

Besides the hard accessibility, it is also extremely difficult to establish reliable connec-

tions among underwater things. Cable connections are costly and unreliable. No objects in

the water are guaranteed to remain static. Any unpredictable movements or marine crea-

ture intrusions can easily break the cables. One broken electric cable has a great chance to

bring down the whole network due to the conductive sea water.

However, establishing reliable wireless links among underwater things is also extremely

challenging. Almost all territorial wireless communication technologies cannot work in

underwater environments, including cellular communications, WiFi, Bluetooth, Zigbee, etc.,

due to the conductive sea water. The main reason behind this is that radio frequency

(RF) signals attenuate extremely fast in conductive sea water, approximately 54 dB per

wavelength depending on the conductivity. Additionally, the propagation speed of EM

7



waves in the water is no longer light speed. The conductive sea water gradually slow down

the propagation of RF signals as the operation frequency goes down. For example, the

propagation speed at 100 kHz is around 500 km/s which is approximately 600 times slower

than the speed of light in a vacuum. The more detailed analysis can be found in Chapter 3.

Since RF is not an option, people naturally turn into acoustics for wireless solutions.

Acoustic waves do propagate well in the water medium with less attenuation than RF.

The potential underwater acoustic communication range is up to thousands of kilometers.

However, the available channel bandwidth becomes narrower as the transmission range goes

further due to frequency-dependent attenuation. For example, the practical bandwidth is

around 50 kHz at 100 m, while at 5 kHz the range increases to 10 km. Furthermore,

the propagation speed of acoustic wave in the water is only around 1500 m/s. Such a

low propagation speed not only results in long communication delay but also poor channel

conditions, because the slow propagation speed suffers from strong Doppler-effect, and the

long propagation delay ends up with severe inter symbol interference (ISI). A more detailed

analysis of underwater acoustic communications is shown in Chapter 2.

Power supplying is another big challenge for underwater devices. Typically, underwater

devices are more power hungry, since they need more power to fight water resistance. Also,

high transmission power is required for establishing communication links to ensure coverage.

While the power requirement for the operation of IoUT is huge, power sources that are

available for IoUT are limited. Almost every underwater electronic equipment needs to

be powered by batteries. One of the key issues with these is that batteries are difficult

to replace and recharge underwater. However, most of the IoUT applications require the

network components to operate for long periods (years or decades) after they are deployed,

e.g., environmental monitoring applications and disaster prevention applications. Therefore,

power efficiency is critical for practical IoUT applications.
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1.4 Thesis Outline

The contributions of this thesis can be summarized as follows: Briefly, we are looking

for power efficient wireless communication solutions for IoUT. We first turn to magnetic

induction (MI) for possible solutions in Chapter 3. The MI channel modeling was com-

pleted and the potential communication performances are revealed including achievable

communication range, available bandwidth, and channel capacity. To evaluate the commu-

nication performances, an underwater MI wireless communication testbed was established,

and several experiments were performed in the underwater environments.

In Chapter 4 we introduce a brand new underwater communication paradigm, named

“stress wave communications”, which utilizes acoustic wave guides along offshore pipelines

to transmit information. We show that the stress wave channel is so stable that it can

be regarded as a deterministic channel. Therefore, much more reliable communication

performances can be achieved. Furthermore, since the stress wave only propagates along

the pipeline, a secure data link can be established. We set up a stress wave communication

testbed. Both lab experiments and subsea tests were performed to prove the feasibility.

Considering the advantages and disadvantages of different underwater wireless com-

munication technologies, the combination of them might provide promising solutions to

different IoUT applications. To this purpose, we propose an underwater hybrid network

combing MI and acoustic communications in Chapter 5. We study the power efficient data

collection strategies for AUVs in the proposed hybrid network. The optimal AUV data

collection strategy is formulated as a mix integer linear programming problem. Further-

more, two algorithms are proposed to solve it. The numerical evaluation results show that

the proposed AUV-assisted MI acoustic hybrid network is much more power efficient and

has much longer lifetime compared to traditional Underwater Wireless Acoustic Sensor

Networks (UW-ASNs).
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2 State-of-the-Art of Underwater Communications

The realization of the idea of IoUT relies on the advance of underwater communications.

Since only acoustic waves can travel over long distances in the water medium, underwater

acoustic communications (UAC) have became the main focus of both academia researches

and industry solutions in the past few decades. Therefore, the state of the art of underwater

communications is determined by the development of underwater acoustic communications.

2.1 Underwater Acoustic Channel

The achievable communication performances, e.g., data rate, bit error rate (BER), and

communications range, are determined by the acoustic channel which is the propagation

properties of acoustic waves in the water medium. The acoustic wave is actually a pressure

wave, and it can potentially propagate over hundreds of kilometers depending on the op-

eration frequencies. Higher frequency acoustic waves attenuate faster than lower frequency

waves, which results in limited bandwidth available for long range underwater acoustic com-

munications. Acoustic waves are also featured by low propagation speed, around 1500 m/s,

which results in a severe Doppler effect. Also, the variable speed at different depth causes

ray bending, which is the main reason of deep water multipath propagation. In shallow

water, reflections from the sea surface and the bottom are the main principle mechanism of

multipath formation. All these physical properties make underwater acoustic communica-

tions extremely challenging.

2.1.1 Path Loss and Bandwidth

The acoustic transmission loss contains two main components, namely geometry spread-

ing loss and absorption loss. The geometry spreading loss is caused by the spreading of

acoustic energy, which can be expressed in dB as k · 10 log(d), where d is the transmission

distance (km), and k is the spreading factor. It depends only on the propagation range and

frequency independent. The spreading factor k is equal to 1 for omidirectional cylindrical

spreading (typically for shallow water), and 2 for spherical spreading (typically for deep
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water).

The absorption loss is caused by the conversion of pressure waves into heat. It can be

expressed as d ·α(f), where α(f) is the absorption coefficient. The absorption loss is highly

related to the stress wave frequency. Hence, the absorption coefficient α(f) (dB/km) is

frequency dependent, which can be approximated by Thorp’s formula [67, 77] as a function

of f (kHz)

α(f) =
0.11

1 + 1
f2

+
44

1 + 4100
f2

+ 2.75× 10−4f2 + 0.003. (1)

As shown in Fig. 4, the absorption coefficient is proportional to the operation frequency.

As transmission range increases, the available bandwidth linearly decreases.
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Figure 4: Thorp’s absorption coefficient as a function of frequency.

Combining geometry loss and absorption loss, Urick’s model of acoustic transmission

loss L(d, f) in dB is obtained as a function of frequency f (kHz) and transmission range d

(km) as

10 logL(d, f) = k · 10 log(d× 103) + d · α(f) +A, (2)

where A is a constant in dB called transmission anomaly representing other factors [67].

Based on the frequency dependent transmission loss, the available bandwidth for different

UAC ranges were approximated as shown in Table 1.
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Table 1: Available bandwidth for different UAC ranges [2, 67].

Range (km) Bandwidth (kHz)

1000 <1
10-100 2-5
1-10 10
0.1-1 20-50
<0.1 >100

2.1.2 Multipath Fading

The multipath formation is governed by two effects. In the shallow water, it is mainly

due to the reflection at the ocean surface, bottom, and any objects. In the deep water, it is

mainly caused by the refraction due to the temperature, pressure, and salinity difference of

the sea water at different depth. These two mechanisms are well explained in [96] as shown

in Fig. 5. The underwater acoustic propagation speed can be estimated by [102]

1449.05+4.57T−0.0521T 2+0.00023T 3+(1.33−0.0126T+0.000009T 2)·(S−35)+16.3z+0.18z2,

(3)

where T is the temperature in ℃, S is the salinity in g/kg, and z is the depth in km. The

propagation speed varies between 1450 m/s to 1540 m/s [67].

Examples of underwater acoustic channel response at different distances are shown in

Fig. 6, which show that the delay spread ranges from 10ms at 1km to 60 ms at 9 km. Such

a long delay spread can cause strong inter symbol interference (ISI) and make it difficult to

realize reliable data transmissions.

2.1.3 Time Variability

Due to the fast variation of ocean environments, e.g., rough ocean surface, the propaga-

tion paths between the transmitter and receiver will keep changing. Therefore, the under-

water acoustic channel can be regarded as a fast fading channel. This can also be verified

from Fig. 6 because the power of each path fluctuates. It is shown in [77, 57, 116, 101] that

the pathloss or channel gain may follow the log-normal distribution, considering that each
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Figure 5: Multipath formation in shallow and deep water taken from [96].

path length follows the Gaussian distribution. For small scale fading caused by the rough

ocean surface, experimental studies show both Rician [92] and Rayleigh [15] phenomena.

The coherence time of UAC channel is on the order of 100 ms [94].

2.1.4 Doppler Effects

Due to the low propagation speed of acoustic wave (1500 m/s), the motion induced

Doppler distortion could be extreme. The Doppler shift ratio is defined as µ = v
c , where c

is the acoustic wave propagation speed, and v is the relative transmitter-receiver velocity.
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Figure 6: Examples of measured acoustic channel responses and power profiles. (a) Med.
Sea: d = 1 km. (b) Med. Sea: d = 2.5 km. (c) Med. Sea: d = 5 km. (d) Med.
Sea: d = 9 km. (e) Atl. Ocean: d = 1 km, fc = 17.5 kHz. (f) Atl. Ocean:
d = 2 km, fc = 11.2 kHz taken from [92].

Considering the low propagation speed of acoustic wave, The Doppler shift ratio µ could

be extremely large, in the order of 10−3 [94]. Such a significant Doppler effect can lead

to severe inter-carrier interference (ICI) for an orthogonal-frequency-division-multiplexing

(OFDM) transmission.

There are four main approaches to estimate the Doppler shift [19]. The first one is

applying a bank of match filters (MFs). Each MF corresponds to a specific Doppler shift

ratio. After the received symbol passes through the MFs, the one with the closest Doppler

shift ratio outputs the highest energy. Obviously, the accuracy depends on the number of
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MFs. However, increasing the number of MFs will also increase the complexity. Therefore,

this approach may not be suitable for real-time applications. The most straightforward

approach is by measuring the Doppler-frequency offset. But precisely estimating the fre-

quency of received signal requires of high sampling rate, which increases complexity. The

most commonly used approach is directly measuring the symbol duration, which can be ob-

tained by measuring the time-difference-of-arrival (TDoA) between two received symbols.

This can be achieved by detecting the cyclic prefix (CP) of an OFDM symbol through the

correlation operation. TDoA can also be measured by transmitting an Doppler-insensitive

preamble before the data package and a postamble after the data package [105].

2.1.5 Background Noise

There are a lot of acoustic noise sources that can contribute to the noise floor of an

acoustic channel including wind, tide, ships, biological sources, etc. The expressions of the

noise power spectrum densities (PSD) relative to frequency f (kHz) in dB re µ Pa per Hz

of four different types of noises are summarized in [67] as follows:

10 logNt(f) = 17− 30 log f, (4a)

10 logNs(f) = 40 + 20(s− 5) + 26 log f − 60 log(f + 0.03), (4b)

10 logNw(f) = 50 + w1/2 + 20 log f − 40 log(f + 0.4), (4c)

and

10 logNth(f) = −15 + 20 log f, (4d)

where Nt, Ns, Nw, Nth stand for turbulence, shipping, wind, and thermal noise, respectively.

In Ns, parameter s indicates the intensity of shipping activities on the surface, ranged from

0 to 1. Parameter w in Nw denotes the wind speed in m/s. The total noise PSD is

N(f) = Nt(f) +Ns(f) +Nw(f) +Nth(f). (5)
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The noise power level of different sources are shown in Fig. 7.

Figure 7: Underwater noise power level in dB re µ Pa per Hz taken from [67].

2.2 Underwater Acoustic Physical Layer (PHY)

Duo to the complex underwater acoustic channels featured by limited bandwidth, rapid

channel variation, strong multipath, severe Doppler effects, and plenty of noise sources,

it is extremely challenging to design a robust and reliable acoustic PHY layer that can

support relative high transmission rate. From the perspective of PHY layer, there are two

specific challenges raised by the complex acoustic channel, namely, severe ISI which may

last for hundreds of symbols, and difficulty in synchronization especially for synchronizing

the carrier phase.

2.2.1 Coherence and Non-coherence Modulation

The simplest way to design a reliable acoustic PHY layer is based on frequency-shift

keying (FSK) and performing non-coherence FSK demodulation on the receiver side [28,

13, 82]. The advantage of this solution is that it does not require carrier synchronization,
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hence it can avoid the impact of Doppler effects and rapid channel variations. However, a

significant guard time interval needs to be inserted between the adjacent symbols to avoid

ISI. Therefore, the bandwidth efficiency is relatively low and does not exceed 0.5 bps/Hz

[94].

If the acoustic channel is relatively stable such as vertical links or short horizontal

links, much more bandwidth efficient modulation schemes, such as phase-shift keying (PSK)

and quadrature amplitude modulation (QAM), can be utilized to achieve high-speed data

transmissions. The successful demodulation of PSK and QAM symtols relies on the recovery

of the carrier phase on the receiver side, so this is also known as coherent modulation system.

Different phase-shift keying (DPSK) is one of the most robust and popular choices among

various PSK and QAM modulation schemes, since it encodes binaries bits into the phase

difference between adjacent symbols instead of absolute fixed phase references. A 4-DPSK

system capable of achieving 16 kbps over 6500 m is shown in [99].

Channel equalization must be performed to combat the ISI for coherent modulation

system. Considering the long delay spread and rapid variations of acoustic channels, the

adaptive decision feed-back equalizers (DFE) would be a good choice [89, 100]. Strong

forward error correction (FEC) channel coding must be carried out to reduce the BER. The

output of FEC can be used as a feedback to the DFE to adjust the tap coefficients. Such a

idea of turbo equalization is very suitable for underwater acoustic channels [73, 88].

2.2.2 Spread Spectrum Transmission

Spread spectrum transmission has gained more and more attentions to the underwater

acoustic communication community in recent years [70, 17, 86, 87]. The key property

of spread spectrum signals is that they can be easily detected against the background

noise, even if the signal power is lower than the noise floor. The advantages are obvious.

First, it allows for low power acoustic transmission, which is good for power efficiency and

significantly important for IoUT applications. Second, since signal power is lower than the

noise floor, secure acoustic links can be established. Third, the low transmission power can
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significantly reduce the impact to the marine mammal, e.g., dolphins, therefore, it can be

regarded as bio-friendly.

The linear frequency modulated (LMF), a.k.a. chirp, signal is Doppler and multipath

insensitive, so it is a good spread spectrum signal candidate for robust underwater acoustic

communications, which has been adopted in [70]. The LMF modulation scheme is shown in

Fig. 8. In order to obtain a sufficient spreading process gain, the symbol duration cannot

be very short, so the corresponding data rate is relatively low (<1 kbps).

Figure 8: LFM modulation scheme [70].

2.2.3 Multi-Carrier Modulation

Long delay spread due to the multipath of the underwater acoustic channel is one of

the main reasons for slow-speed data rates, since significant guard time must be inserted

to mitigate the ISI. Only if the symbol duration is longer than the guard time is it possible

to achieve high bandwidth efficiency. Long symbol duration implies narrow bandwidth for

single carrier, therefore, only multi-carrier modulations can achieve high-speed transmission

for underwater acoustic communications. The OFDM technique featured by computational

efficient FFT-based processing have been widely adopted for many wireless communication

systems including WiFi and 4G/LTE and 5G NR. The OFDM experiments in [95] achieved

30 kbps for 24 kHz bandwidth over the distance of 2.5 km in shallow water.

The major challenge in applying OFDM for underwater acoustic communications is
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Figure 9: Underwater acoustic OFDM receiver diagram [60].

dealing with ICI caused by the severe Doppler effects. The typical block diagram of acoustic

OFDM receiver is shown in Fig. 9. The coarse Doppler shift can be compensated by

resampling [84, 10]. The fine Doppler shift can be compensated through carrier frequency

offset (CFO ε) elimination between the transmitter and the receiver. The optimal CFO ε̂

can be found by minimizing the FFT output on null subcarriers as shown in [114] by

ε̂ = argmin
ε

J(ε), (6)

where J(ε) is the energy of the null subcarriers.
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3 Underwater MI Wireless Communications

MI communication is considered to be a great alternative in harsh environments like

underground and underwater [3, 97]. The main reasons behind this can be summarized

as follows. First, unlike RF communications, MI technology only relies on the near field

component of the magnetic field to transfer information. Since the permeability of most

mediums are almost the same, MI channel conditions are much more stable in comparison

to RF or acoustic channels. Second, since MI systems work under relatively low frequen-

cies (less than 100 kHz), signal attenuation is much slower in comparison to RF signals.

Third, in comparison with acoustic signals which typically propagate around 1.5 km/s,

the propagation speed of MI signals is much faster (>100 times). This means that the

MI communications do not suffer from latency issues and can support high accurate time

synchronization for some underwater applications. Fourth, the antenna for MI system are

simple wire coils, which are economic compared to the transducers needed for acoustic sys-

tems. Finally, coil antennas can be designed in many shapes and in any size, unlike RF

antennas where the antenna size is determined by the operating frequencies.

MI wireless communication was first recognized by its security feature in [9] in 2004. It

has been pointed out that the magnetic field of a magnetic dipole exhibits a 1
r3

dependence

on distance r in the near zone. Such a strong attenuation can be utilized to create a private

personal communication bubble area and permit frequency reuse. Since then, MI wireless

communications have found their applications in wireless body area networks (WBANs)

and the Internet of Things (IoT) [74].

André et al. use two self-resonant coils to light up a 60 W light-bulb wirelessly over

distances in excess of 2 meters in 2007 [55]. This work not only motivates research works

on magnetic resonant wireless power transfer (WPT) but also inspires people to apply MI

technique for wireless communications, especially in harsh environments, i.e., underwater

and underground, where the traditional RF-based wireless communications are not appli-

cable. Theoretical MI channel models have been thoroughly studied based on its equivalent
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circuit model when the MI signal propagates in the air [58], underground [97] and under-

water [22, 30, 31, 108]. To summarize these works, the coupling between two coils can

be equivalent to a transformer. When a voltage source is applied on the transmitter coil,

the induced voltage on the receiver coil can be easily obtained by solving the equivalent

transformer circuit. However, all of the aforementioned works assume that the transmitter

and receiver coils are loosely coupled, which means the operational resonant frequency is

the same as the self-resonant frequency of the transmitter and receiver coils.

In strongly-coupled region, where the transmitting and receiving coils are close enough,

the system resonant frequency will be affected by the interaction between two coils. This

phenomenon is regarded as frequency splitting [37]. Kisong et al. proposed a frequency-

tracking scheme to compensate for frequency splitting and optimize the MI channel capacity

in strongly-coupled regions [58]. However, alternating the operating frequency will compli-

cate the overall system design. Hong et al. utilized frequency splitting phenomena to realize

multi-channel MI wireless communication in a extremely close distance (a few centimeters)

[71].

The transmission range of an MI wireless communication system with only one trans-

mission and one receiving coil is typically within several meters, which is determined by the

coil parameters such as coil size and coil quality factor. Fortunately, the MI transmission

range can be extended by employing multiple relay coils between the transmitter and the

receiver. These relay coils form a waveguide structure [83]. When the magnetic fields prop-

agate through each relay coil, the field strength is enhanced. Therefore, the transmission

range can be significantly enlarged by the waveguide method. However, the more relay

coils employed, the more complicated the system would be. The theoretical analysis of MI

waveguide based wireless sensor networks can be found in [29, 30, 98]. Nevertheless, the

practical network performances require further verification. Another practical issue related

to underwater MI wavegide is that it is hard to maintain a static position of a relay coil and

may require intense labor work to deploy them in the underwater environments. In [109],
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we leverage the mobility of AUV to realize short range underwater MI wireless commu-

nications. According to [78], the sub-meter localization accuracy can be achieved in the

underwater environments. Recap that the transmission range of underwater MI wireless

communication can be larger than 1 meter. Since the transmission range is no longer an

issue, we do not need to apply the MI waveguide method and the overall system design can

be simplified.

Field tests for underwater MI wireless communications especially in subsea environ-

ments are difficult considering the waterproofing issues and alignment issues between two

loop antennas. Fortunately, we still can find some experiment results in the literature. Eu-

genio et al. measured the attenuation of EM waves generated by loop antennas at different

frequencies (10 kHz to 1 MHz) and distances (2 m to 6 m) subsea [43]. Wang et al. demon-

strated a 4-kBaud QPSK MI link in a circular seawater pool with operational frequency at

22.5 kHz and transmission distance at 0.75 m [107]. Niaz et al. proposed an MI transceiver

design based on On-Off Keying(OOK) with data rate at 512 bps, which achieved a data

transmission over 34 m both in air and underwater (freshwater) [1].

3.1 Underwater MI Channel Analysis

Fig. 10 illustrates the working principle of an MI wireless communication system with

one transmitter and receiver coil. The excitation current It of the Tx coil was modulated

by the data needed to be transmitted, which will produce a modulated magnetic field H.

The corresponding magnetic flux Φ on the receiver side will induce voltage Er in the Rx

coil. The transmitted data can be recovered by demodulating the induced voltage signal

Er.

The successful demodulation of the received signal is determined by the signal to noise

ratio (SNR) of Er. The typical ambient noise power spectrum density is 140 dbm/Hz.

Therefore, the maximum transmission range of an MI wireless communication system can

be estimated by analyzing the attenuation of the magnetic field of a current loop a.k.a

magnetic dipole in the underwater environments.
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Figure 10: Working principle of an MI wireless communication system.

3.1.1 Propagation of Underwater EM Waves

The phaser expression of magnetic field components in the spherical coordinate system

of a magnetic dipole with radius a are as follows [8]:

Hr = j
ka2I0 cos θ

2r2

[
1 +

1

jkr

]
e−jkr, (7a)

Hθ = −(ka)2I0 sin θ

4r

[
1 +

1

jkr
− 1

(kr)2

]
e−jkr, (7b)

Eφ = η
(ka)2I0 sin θ

4r

[
1 +

1

jkr

]
e−jkr, (7c)

and

Hφ = Er = Eθ = 0, (7d)

where k = ω
√
µεc is the wave number, ω = 2πf is the angular frequency, µ = µ0µr is the

medium permeability, η =
√

µ
εc

is the intrinsic impedance, εc = ε0εr − j σω is the medium

permittivity, σ is the conductivity of the medium, and I0 is the magnitude of the excitation

current.

Typically, the conductivity of sea water is σ = 4 S/m, thereby σ
ω � εrε0 when the

frequency of EM wave is under GHz, and sea water can be regarded as a good conductor.

So the propagation constant γ = jk = α+jβ can be approximated by α = β ∼=
√
πµfσ. The

propagation attenuation coefficient can be expressed in dB as αdB = 20 log10(e)α = 8.686α.
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Figure 11: Geometry for circular loop.

The phase velocity of EM wave underwater is vp = ω
β =

√
2ω
µσ . The dispersion curve

and attenuation curve are shown in Fig. 12 and Fig. 13 respectively. The wavelength of

underwater EM wave with different frequency is shown in Fig. 14.
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Figure 12: Propagation velocity of underwater EM wave.

Fig. 12 shows that the propagation speed of EM wave subsea is frequency dependent

and much lower than the speed of light in the air. For example, the subsea EM wave with

f = 100 kHz can only propagate at 500 km/s.
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Figure 13: Attenuation of underwater EM wave.
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Figure 14: Wavelength of underwater EM wave.

As shown in Fig. 13, the attenuation of underwater EM wave signal is frequency depen-

dent. The 3 dB bandwidth can be estimated by

W ≈ 3
dαdB

df

=
6
√
f

8.686
√
πµσ

. (8)

The available bandwidth under different carrier frequency is shown in Fig. 15.

Caused by the medium loss, the path loss of a subsea wireless channel is greater than 54

dB/λ, which does not include the geometry spreading loss. Therefore, the practical subsea

EM wireless communication can only be realized within the near field region (2λ).
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Figure 15: Available bandwidth of subsea wireless channel.

Another key feature of the EM wave subsea is that the wavelength is extremely small

as shown in Fig. 14. For example, λ (@20 kHz) ≈ 10 m, and λ (@100 kHz) ≈ 5 m. Short

wavelength implies that the lumped-parameter model is not accurate enough for analyzing

the wireless channel between two coil antennas. Especially for the subsea MI channel

modeling, the equivalent circuit model based on mutual inductance between two coils is

valid only if f < 100 kHz, and r < 1 m.

The magnetic field strength of Hr, and Hθ within the range of twice wavelength are

shown in Fig. 16. It shows that Hθ > Hr if r > 0.2λ. Therefore, the coplanar alignment is

much better than the coaxial alignment when the communication range is larger than 0.2λ.

3.1.2 Dispersion Impacts to the Underwater Wireless Channel

From previous analysis we know that Hθ is the dominant magnetic field component

that will carry the modulated information for subsea wireless communications. Duo to the

dispersion of subsea EM wave as shown in Fig. 12, the subsea wireless channel works like

a non-linear phase filter. The phase shift between two frequencies can be estimated by

∆θ =
2π

λ2
(v1 − v2)

r

v1
= β2r(1−

√
f2

f1
). (9)

The phase distortion at the range of 2λ is ∆θ = 4π(1 −
√

f2
f1

), which is so significant
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Figure 16: Magnetic field strength of a coil antenna within the range of 2λ.

that it can not be ignored. For example, the maximum phase distortion of frequency band

from 80 kHz to 120 kHz is around 0.7 π. Therefore, delay equalization must be performed

in the subsea EM wireless communications, which can be achieved by applying the all-pass

filter as shown bellow.

3.1.3 Underwater Near-Field MI Wireless Channel Modeling

If βr � 1 or r � λ
2π , the fields within this region are regarded as near-fields. From

Fig. 16(a), we know that Hr becomes the dominant field component under such conditions,

which can be simplified as

Hr =
a2I0 cos θ

2r3
. (10)
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Figure 17: Delay equalization for the dispersive subsea wireless channel.

The propagation delay can be neglected, giving rise to the name of ”magneto-quasistatic”.

Only under quasistatic conditions can we use equivalent circuit model for analyzing the

near-field MI wireless channel. The radius of near-field region in subsea environments is

extremely short, which is shown in Fig. 18. Theoretically, the near-field MI channel model

is only valid for the spectrum under 50 kHz and transmission range within 1 m in the subsea

environments. However, the near-field region for fresh water can be extend to 9 m within

the spectrum under 100 kHz.
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Figure 18: Radius of underwater near-field region with different frequencies.

Mutual Inductance and Coupling Coefficient. Under quasistatic conditions, the MI

channel can be modeled by a mutual inductance between the Tx and Rx coils as M =

k
√
L1L2, where L represents the self inductance of coil and k is the coupling coefficient

used to quantify the magnetic flux associate with the receiver. Suppose the Tx and Rx coil
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are identical and co-axially aligned, then M = kL. The expressions for M and L are given

as follows:

M =
N2Φ

I1
=

2πaN1EφN2

−jωI1
(11)

and

L = µaN2

(
ln

8a

rw
− 2

)
. (12)

Where rw is the wire radius and Eφ is the electric field component in (7). Under quasistatic

condition, Eφ = ηµa2I1 sin θ
4r2

. After simplification, the maximum coupling coefficient between

a pair of coils with coaxial alignment is

k =
πa2 sin θ

2r2
(

ln 8a
rw
− 2
) . (13)

The coupling coefficient between two coils with a = 0.1 m is shown in Fig. 19. It shows

that coupling coefficient is quite sensitive to the distance.
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Figure 19: Maximum magnetic coupling between two coils within the near-field region.

Equivalent Circuit Model. Based on the mutual inductance model of the MI channel,

the equivalent circuit model of an MI wireless communication system from the receiver

point of view is shown in Fig. 20. Where vi is the induced voltage on the receiving coil, Zr

is the total intrinsic impedance of the receiving coil, and Zreflt is the reflected impedance
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(a) Matching-Load Model

  

  

  
    

(b) Free-Load Model

Figure 20: Equivalent circuit model on the receiver side.

from the transmitter side. ZL is the introduced matching impedance.

Typically, in order to maximize the received power consumed by ZL, the load impedance

is designed to be equal to the complex conjugate of the overall output impedance on the

receiving side, i.e., ZL = (Zreflt +Zr)
∗. However, the maximum power consumption on the

receiver side may not be equivalent to the strongest received MI signals. On the contrary,

such a setup may degrade the signal strength. Our first goal is to determine the optimal

ZL for the best MI communication performances.

The key idea behind the ”Matching-load” model is to optimize the active power con-

sumed by the load resistance such that the traditional path loss model can be applied.

However, for a RLC resonant circuit with high quality factor, most of the energy is resonat-

ing between the inductor and the capacitor. This type of the power is the reactive power

since it is not actually consumed. Very small amount of power is consumed by the resistor

which is the active power. The traditional path loss model is based on the active power.

Therefore, it may not be good enough to characterize the MI channel, since most the power

would be the reactive power in a RLC resonant circuit.

In order to find out the best configuration of an MI receiver, let us first take a look at a

typical MI front-end design on the receiver side, which is shown in Fig. 21. Three voltage

signals, including resistor voltage vR, inductor voltage vL, and capacitor voltage vC from

the coil antenna can be selected as the input signal to the MI front-end. Obviously, we want

to pick the one with the maximum amplitude as our input signal. When an RLC circuit
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Figure 21: MI front end block diagram.

working under resonant conditions, we have the following amplitude relationship,

|vC | = |vL| = Q |vR| = Q |vi| , (14)

where Q = ωL
R is the quality factor of the MI receiver and ω is the angular frequency.

Equation (14) indicates that the capacitor voltage or the inductance voltage is Q times

stronger than the induced voltage. Hence both of them can be selected as the MI input

signal. Considering the inductor and the resistor are coupled together as a coil, the capacitor

voltage would be the best choice from the circuit design point of view.

Equation (14) also suggests that the MI receiver sensitivity is determined by the receiver

quality factorQ. Introducing resistors into MI receiver circuit will decrease the quality factor

Q and may consequently degrade the MI system performance. If we want to maximize SNR,

we need to maximize Q, which can be achieved by setting ZL = =(Zreflt +Zr). Since we do

not introduce any resistance into the receiving circuit, we named it as “Free-load” model.

However, high Q is not always a good thing because the available bandwidth is inverse

proportional to Q. Therefore, investigating the available bandwidth of an MI system and

its relationship with Q is important. Since the system bandwidth is highly related to the

resonant conditions. We first analyze different resonant situations.

Resonant Analysis for an MI System. It is well known that there are two basic ways

to form a resonant circuit, namely, the parallel-resonant circuit and series-resonant circuit.

These two resonant circuits have different sensitivity to the frequency-splitting phenomenon

when the coupling coefficient is changed.
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Figure 22: MI resonant circuit model.

Prallel-Resonant. The parallel-resonant circuit is shown in Fig. 22 (a). Based on

the Kirchhoff’ s Voltage Law (KVL), we can obtain the following:

(jωL1 +R1)I1 − jωMI2 = U (15a)

and

−jωMI1 + (jωL2 +R2 +
1

jωc2
)I2 = 0. (15b)

Considering r � ωL, we can ignore the resistant component when analyzing the steady

state solution of the circuit. Also, when analyzing the resonant condition we can ignore the

resistant impact. Therefore, by substituting (15b) into (15a), we have

(jω
L2

M
− jωM

L1
+
R2

M
+

1

jωMC2
)I2 =

U

L1
. (16)

The resonant frequency can be obtained by setting the imaginary part of (16) to zero and

we get

(
L2

M
− M

L1
)MC2 =

1

ω2
. (17)

Therefore, due to the mutual coupling between the transmitter and receiver coils, the res-

onant frequency will be affected by the coupling coefficient k as

ω =
ω2√

1− k2
, (18)
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Figure 23: MI resonant frequency under different coupling conditions with L1 = L2 =
400µH, R1 = R2 = 4Ω, and C1 = C2 = 6nF .

where ω2 = 1
L2C2

is the self-resonant frequency of the receiving coil. Fig. 23 reveals the

resonant frequency deviation under different coupling coefficients between the transmitter

and the receiver.

Series-Resonant. The series-resonant circuit is shown in Fig. 22(b), where the exci-

tation voltage source U is in series with matched capacitor C1 and transmitter coil L1, R1.

The KVL equations are as follows:

(jωL1 +
1

jωC1
+R1)I1 + jωMI2 = U (19a)

and

jωMI1 + (jωL2 +
1

jωC2
+R2)I2 = 0. (19b)

If we consider the lossless situation, the following relationship should be satisfied under

resonant conditions:

jωL1I1 +
1

jωC1
I1 + jωMI2 = 0 (20a)

and

jωL2I2 +
1

jωC2
I2 + jωMI1 = 0. (20b)
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Rearranging (20) in matrix form, we have

L1C1 MC1

MC2 L2C2


I1

I2

 =
1

ω2

I1

I2

 . (21)

By solving the eigenvalue of the coefficient matrix of (21), we obtain the resonant frequencies

as

ω =
ω0√
1± k

, (22)

where ω0 = 1√
L2C2

= 1√
L1C1

, which is the self-resonant frequency of the receiving and

transmitting coils. The corresponding eigenvectors to each eigenvalue are

I1

I2

 =

 1

−1

 ,
1

1

 . (23)

The resonant frequencies for series-resonant configuration under different coupling coef-

ficients are also plotted in Fig. 23. It needs to be pointed out that we only plot the larger

one to compare with the parallel-resonant configuration. Since in most of the situation

k < 0.1, the resonant frequency of parallel-resonant configuration can be regarded as con-

stant. While for series-resonant configuration the resonant frequency experiences significant

fluctuation.

The frequency responses of two resonant MI system are shown in Fig. 24. The coupling

coefficient will strongly affect the amplitude of the parallel-resonant system, while merely

has influence to the 3 dB bandwidth. The impacts of coupling coefficient to the series-

resonant system are similar to the parallel-resonant system in the loosely coupled region

(k < 1
Q), while significantly different from the parallel-resonant system in the strong-coupled

region (k > 1
Q).

The reasons can be summarized as follows:

• For parallel-resonant system, since the excitation source is in parallel with the coil,

the excitation current I1 is determined by jω(L + M), so ∆I
I ∝ k. Therefore, the
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parallel-resonant system can be regarded as the loosely coupled system.

• For series-resonant system, the excitation current I1 is determined by r+jωM . Hence,

∆I
I ∝ Qk. WhenQk ≈ 1, the two coils are strongly coupled and the frequency-splitting

phenomenon occurs.

Dynamic Bandwidth. As shown in Fig. 24, the system bandwidth in loosely-coupled

region can be regarded as constant. While in strong-coupled region, the coupling coefficient

k has strong impact to the available bandwidth.

3dB Bandwidth for Parallel-Resonant MI System. The parallel-resonant system

can be regarded as loosely coupled system for most MI application scenarios. Considering

R� ωL and ignore the coupling term, (15) can be safely simplified as follows:

jωL1I1 = U, (24a)

and

jωMI1 = (jωL2 +R2 +
1

jωc2
)I2. (24b)
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Figure 24: Frequency response of MI systeml.
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Substitute (24b) into (24a) we have

M

L
u = (jωL2 +R2 +

1

jωc2
)I2. (25)

Therefore, parallel-resonant MI system is equivalent to a R-L-C resonator whose bandwidth

B is determined by the resonant frequency fr =
√

1
L2C2

and Quality factor Q = 2πfrL2

R2
as

B =
fr
Q
. (26)

The derivation is as follows:

I(fl) =
I(fr)√

2
⇒ 1

ωlC
− ωlL = R⇒ ωl = − R

2L
+

√
(
R

2L
)2 +

1

LC
(27a)

and

I(fh) =
I(fr)√

2
⇒ 1

ωhC
− ωhL = −R⇒ ωh =

R

2L
+

√
(
R

2L
)2 +

1

LC
. (27b)

Subtracting (27a) from (27b) then we have ωh − ωl = R
L .

3dB Bandwidth for Loosely-Coupled Series-Resonant MI System. By elim-

inating the mutual inductance in Fig. 22, we have the following equivalent circuit model

as shown in Fig. 25. For loosely-coupled condition M � R or k � 1
Q , the two circuit-loop

can be regarded as independent. So, we can simplify (19) by ignore the coupling term as

follows:

(jωL1 +
1

jωC1
+R1)I1 = U (28a)

and

jωMI1 − (jωL2 +
1

jωC2
+R2)I2 = 0. (28b)

Substitute (28b) into (28a) we have

jωMU =

√
R2

1 + (ωL1 −
1

ωC1
)2

√
R2

2 + (ωL2 −
1

ωC2
)2I2. (29)
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Figure 25: Series-resonant MI circuit model.

Since ωL− 1
ωC ≈ 2L(ω − ωr), 3dB bandwidth ∆ω = ωh − ωl = 2πB should satisfy

ωr√
2R1R2

=
ωr + ∆ω

2√
R2

1 + (L1∆ω)2
√
R2

2 + (L2∆ω)2
. (30)

Suppose ∆ω � ωr, R1 = R2 = R and L1 = L2 = L then we can solve the 3 dB bandwidth

by

B =

√√
2− 1

R

2πL
= 0.64

fr
Q
. (31)

Now it is time to define the concept of loosely-coupled. The key idea behinds loosely-coupled

is RI1 � ωMI2, such that (28) holds. Since ωMI1 = RI2, the loosely-coupled condition

should be R � ωM = kωL. In practice, 3 times is good enough so, the loosely-coupled

condition can be k ≤ 1
3Q .

3dB Bandwidth for Strong-Coupled Series-Resonant MI System. The re-

ceived signal at the self-resonant frequency ω0 =
√

1
LC can be obtained by solving the

following equations:

jωMI2 +RI1 = U (32a)

and

jωMI1 +RI2 = 0, (32b)
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which yields

Iω0
2 =

U

jR(Qk + 1
Qk )

. (33)

So, Iω0
2,max = U

2R when Qk = 1.

The general solution of I1 and I2 should satisfy

(j(Z ± ωM) +R)(I1 ± I2) = U, (34)

where Z = ωL− 1
ωC . Therefore, under resonant condition Zr±ωrM = 0. For Zr = −ωrM ,

we have the following:

R(I1 + I2) = U (35a)

and

jωrM(I2 − I1) = RI2. (35b)

The vectogram of (35) is shown in Fig. 26.

Figure 26: Vectogram of series-resonant MI system at resnant frequency ω0√
1+k

.

Considering strong-coupled condition Qk > 1, I2 ≈ I1, then we have I2 ≈ I1 ≈ U
2R .

Similarly, for ωr = ω0√
1−k , we have I2 ≈ −I1 ≈ U

2R . Therefore, we can further simplify Fig.

25 into Fig. 27. The lower cut-off frequency ωl can be determined by
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Figure 27: Strong-coupled series-resonant MI circuit model within 3 dB bandwidth.

4L(1− k)(ωr − ωl) = 2R, (36)

where ωr = ω0√
1+k

, and ωl = ωr − R
2(1−k)L . Similarly, the upper cut-off frequency ωu =

ω0√
1−k + R

2(1−k)L . The physics behind (36) is that the maximum current at the resonant

frequency point is determined by the pure resistance 2R. At the cut-off frequency of 3 dB

bandwidth, the impedance is 2(jω(L−M)− 1
jωC +R) = 2(j2(1− k)L∆ω +R).

If Iω0
2 > U

2
√

2R
, the 3dB bandwidth will include whole frequency band between the

two resonant frequencies, which imply that k ≤ 2
√

2
Q . Finally, the 3dB bandwidth can be

estimated by

B = (
1

Q
+
√

1 + k −
√

1− k)f0 ≈ (
1

Q
+ k)f0. (37)

Near-Field MI Channel Capacity. The practical coupling coefficient for near-field

underwater MI wireless communication is k � 10−2 according to the results of Fig. 19.

Also, the normal quality factor of a coil is less than 100. Therefore, the coupling condition

of the underwater wireless communication system with one transmitting and receiving coil

antenna can be regarded as loosely-coupled. The received MI signal is

Uc =
ωMU

R2

1

ωC
= kQ2U. (38)
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Hence, the pathloss of underwater near-field MI channel is

PL = 20 log10(kQ2). (39)

Recall that the available bandwidthB = 0.64frQ , and channel capacity C = B log2(SNR+1).

The optimum Q for maximum channel capacity can be determined by solving the following

optimization equation,

max
Q

C = 0.64
fr
Q

log2(
PT
PN

k2Q4 + 1)

s.t. 1 ≤ Q ≤ 100,

f

Q
≤ (
√

2− 1)f.

(40)

Where PT is the transmission power and PN is the noise power. (40) can be solved by

dC
dQ = 0, which yields

Qopt = 4

√
(2

4
ln 2 − 1)

PN
PTk2

(41a)

and

Cmax = 0.64
fr
Qopt

log2(
PT
PN

k2Q4
opt + 1). (41b)

The MI channel capacity with one transmitting antenna and one receiving antenna at

resonant frequency of 100 kHz is shown Fig. 28.

3.2 Underwater MI Communication Realization

3.2.1 System Block Diagram

The system block diagram of the underwater MI testbed is shown in Fig. 29. Two coil

antennas are submerged in a water tank. One coil is driven by the modulated voltage signal

through a coaxial cable and generates magnetic fields. Correspondingly, a voltage signal

will be induced in the receiving coil antenna, which will be fed into a matched circuit also

through a coaxial cable.
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Figure 28: Near-field MI channel capacity with fr = 100 kHz.

The matched circuit is designed to tune the appropriate resonant frequency and main-

tained an appropriate quality factor Q of the RLC resonator. On the transmitter side, a

power amplifier is needed to drive the coil. On the receiver side, a low noise amplifier is

needed to amplify the received signal.

The USRPs here are responsible for digital up conversion (DUC) and digital down

conversion (DDC) as well as DAC and ADC. DUC convert the complex-valued baseband

signal to a real-value passband signal which can be transmitted over an antenna. DDC on

the other hand convert the pass-band signal sampled from antenna to the complex-valued

baseband signal. Since the bandwidth of baseband signal (typical few kHz) is much smaller

Coil antenna

Matched 
Circuit

USRP

Figure 29: Overview of underwater MI testbed.
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Figure 30: Function blocks of USRP and match circuit.

compared with the operation frequency (hundreds of kHz), the interpolation is required

when converting from baseband to passband. Similarly, when converting from passband

to baseband decimation is needed. The function block diagram of an USRP is shown in

Fig. 30.

3.2.2 Coil Antenna

The most commonly used coil antennas are also known as loop antennas. Two commer-

cial off-the-shelf loop antennas are shown in Fig. 31. The impedance of a loop antenna is

(a) (b)

Figure 31: Commercial off-the-shelf loop antennas.
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Figure 32: Impedance of the coil antenna.

shown in Fig. 32. It shows that the resistance of the coil antenna will increase significantly

as the increasing of the operation frequency, which is mainly due to the skin effect.

Ferrite Assisted Geometry-Conformal Coil Antenna In some applications, the

installation of coil antenna may be difficult. For example, the installation on an AUV faces

two challenges. First, we do not want the coil antenna destroying the fluid dynamic features

of AUV as shown in Fig. 33. Second, we need to overcome the shielding effect of the metallic

body of AUV. To tackle these problems, we design a ferrite assisted geometry-conformal MI

antenna which is directly wrapped along the surface of an AUV. The antenna prototype is

shown in Fig. 34.

(a) AUV with a conventional triaxial antenna (b) AUV with geometry-conformal antenna

Figure 33: Velocity fields of flows around an AUV with different coil antennas.
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Figure 34: Geometry-conformal MI antenna prototype.

Although the geometry-conformal antenna design is good for fluid dynamic efficiency,

it can not directly be used for transmitting or receiving MI signals, because the metallic

surface of an AUV will generate opposite image currents to cancel MI signals. Fortunately,

ferrite materials with high magnetic permeability can help to overcome such a problem.

As shown in [112], ferrite materials have been used to solve a similar problem on oil pipes

for wireless power transfer. A COMSOL simulation model of the designed ferrite-assisted

geometry-conformal MI antenna is shown in Fig. 35.

(a) Model overview (b) Ferrite material coverage

Figure 35: Ferrite assisted conformal MI antenna simulation model.

The generated magnetic field strength of the proposed antenna is shown in Fig. 36. It is

shown that by applying ferrite materials between the coil and metallic surface, the magnetic
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(a) With ferrite (b) Withoug ferrite

Figure 36: Magnetic field strength of conformal antenna with and without ferrite materials.
Dark color means strong intensity.

field can be significantly enhanced.

The impacts of the ferrite permeability and the coverage area of the ferrite materials are

shown in Fig. 37 and Fig. 38, respectively. Fig. 37 shows that higher permeability results in

a stronger magnetic field but not in a linear form. In Fig. 38, the magnetic field intensity

is measured under different coverage angles from 5 to 45 degrees with µr = 300. Here,

we refer to an angle to present the ferrite coverage area as shown in Fig. 35(b). Eight

pieces of ferrite sheet were equally attached on an cylindrical surface. Hence, The ferrite

coverage ratio can be measured by an angle (e.g. 45 degree represents fully coverage). It is

shown that, the full coverage can achieve the best antenna gain, nearly 20db enhancement

compared to the situation without ferrite materials. But for economical considerations, 25

degree is a good choice, which can achieve more than 18db improvement with only 55%

ferrite material usage.

3.2.3 Matched Circuit

One of the key functions of the matched circuit is to scale up the received MI signal to

a proper range such that the SNR of the received signal can be guaranteed within a proper

scale. Theoretically, if the transmission power is fixed, the system SNR is determined by the

ambient noise power. However, for a practical MI system, the SNR is mainly determined

by the matched circuit. The reasons are as follows. First, for MI communications, the
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(a) (b)

Figure 37: The impact of ferrite permeability to the magnetic field.

(a) (b)

Figure 38: The impact of ferrite coverage to the magnetic field.

available bandwidth is limited, typically tens of kHz. Suppose the noise spectrum density

is -140 dBm/Hz, then the noise power would less than -90 dBm. Second, the path loss

of underwater MI channel is at least 54 dB/λ. Considering that the MI communication

range is within the distance of a wavelength, the received signal power would be grater

than -50 dBm if the transmission power is 10 dBm. Therefore, the expected SNR of the MI

communication system can greater than 40 dB.

However, the previous analysis assumed that the MI system has the infinitesimal sam-

pling sensitivity level. Obviously, that is not the case for a practical system. First of all, the

sampling sensitivity of an ADC is limited. For example, the ADC in the USRP is 14 bits

with the input voltage within 3 V. thus the sampling sensitivity is no more than 0.18 mV,
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Table 2: MI testbed parameters.

Parameter Value Description

f 102.7 kHz Operation frequency
kopt 10−6 Optimal coupling coefficient point
g 10 Voltage gain of LNA
Qopt 16.2 Optimal quality factor
UT 0.5 V Tx voltage amplitude
UR 1.3 mV Rx voltage amplitude
UN 0.18 mV Noise amplitude
SNRk=10−6 17 dB Signal to noise ratio
B 4.06 kHz 3dB bandwidth
L 400 µH Coil inductance
L 4 Ω Coil resistance
C 6 nF Resonant capacitor

which can be regarded as the noise floor of the practical MI testbed system. Suppose the

amplitude of the transmitter input voltage is 1 V, and we want to optimize MI performance

at k = 1e−6. Based on (38) and (41) we can obtain the optimal system parameters for the

matched circuit as shown in Table 2. The matched circuit design is shown in Fig. 39.

3.2.4 MI Transceiver Design

The symbol rate of the MI transceiver is set to 4k sps which is determined by the

available bandwidth. Considering the minimum SNR is 17 dB, we choose 16 QAM as

our modulation scheme. The sampling rate of ADC is 100 M samples per second which

is too sufficient for the low frequency MI communication system. In order to lower the

computation complexity, we set the decimation factor to 250, which makes the baseband

17Ω 

6nF

400uH/4Ω 

Vin

+

-

(a) Tx

+

-

10k 100k

4k

6nF
400uH/4Ω 

Vout

(b) Rx

Figure 39: Matched circuit design for MI testbed.
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sample rate to 40 k. Therefore, each symbol will have 10 samples. Suppose each data frame

have 200 symbols. The parameters of MI transceiver are summarized in Table 3.

Table 3: MI transceiver parameters.

Parameter Value Description

Symbol rate 4 k samples per symbol
Sampling rate 100 M samples per second
Decimation factor 250
Samples per symbol 10
Frame size 200 symbols per frame
Raw frame size 2020 samples per frame
Slide window 10 samples
Modulation scheme 16 QAM
Carrier frequency 102.7 kHz

The first step for the receiver is to detect the valid data frame. Only when the received

signal power passes the threshold the following signal is regarded as a valid data frame.

The frame size is 2000 samples. A slide window of 10 samples (1 symbol) is used to detect

the signal power and the raw frame data has the size of 2020 samples. The overall frame

detection procedure is shown in Fig. 40. The received output baseband waveform is shown

in Fig. 41.

Data from USRP

Slide Window Power 
Calculation

Signal Power > 
threadhold

Data Frame extraction

Demodulation procedure

Y

N

Figure 40: Valid data frame detection procedure.
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Frame size:  2020 samples

Slide window size:
 10 samples

Figure 41: Rx baseband frame detection.

3.3 Point to Point Links: Signal Processing

In loosely coupled regions, the MI channel response can be regarded as a time invari-

ant channel, since the variance of the coupling coefficient between two coils mainly affects

the amplitude of the received signal but won’t introduce phase distortions. Therefore, the

coherence modulation schemes including phase shift keying (PSK) and quadrature ampli-

tude modulation (QAM) are good choices for MI communications. These method offer

bandwidth efficiency, i.e., more than one bits can be transmitted per symbol per Hertz of

occupied bandwidth. However, the resonant circuit will introduce delays to the received

signals. Also, the small carrier frequency offset between transmitter and receiver will cause

phase shift of the received symbols. Therefore, before demodulation, the symbol and carrier

synchronizations need to be performed. The over signal processing procedure is shown in

Fig. 42.

3.3.1 Symbol Synchronization

The eye diagram of the received MI signal is shown in Fig. 43. Obviously, at different

sampling point, we will have different demodulation results. It is very critical to make the

decision on the right sampling point. Fig. 43 (b) shows that we can use slope as the criteria

to find the optimal sampling point. Because at the optimum sampling position the slope of
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Demodulation
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Figure 42: Rx signal processing procedure.

the received symbol pulse has nearly zero slope, while at other sampling points the slope is

mostly non-zero. Thereby the symbol synchronization problem can be formulated as

argmin
k=1:sps

N−1∑
n=0

|x(10n+ k)− x(10n+ k + 1)|. (42)

Where, x(τ) is the sampling value, N is the number of symbols per data frame, k is the

sampling position and sps stands for samples per symbol. Equation (42) will return the

optimum sampling point. In each data frame, the optimum sampling point of each symbol

won’t change. In order to speed up the computation and save energy we don’t need to

compute the slope of all sampling points.

3.3.2 Automatic Gain Control

The AGC is designed to scale up the small received signal to a proper range such that

the siganl can be correctly demodulated. Especially for QAM modulation scheme, the

demodulation is sensitive to the amplitude of the received signal. The proper gain can be
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Figure 43: Eye diagram of received symbols.

determined by calculating the variance V of the received symbol x.

V =
1

N − 1

N∑
i=1

|xi − µ|2, (43)

where µ is the mean of x,

µ =
1

N − 1

N∑
i=1

xi. (44)

Suppose the average reference power of the constellation is Pref than the gain can be

determined by

gain =

√
Pref
V

. (45)
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To speed up the computation and save energy, we can reduce the symbol number when

calculating the variance V of the received data frame.

3.3.3 Carrier Synchronization

The symbol received directly from the receiving antanna during the kth signaling interval

(kTs < t < (k + 1)Ts) is

r(t) = Ga[aI(k)p(t− kTs) cos(ω0t+ θ) + aQ(k)p(t− kTs) sin(ω0t+ θ)] + w(t), (46)

where Ga is the channel gain, aI(k), aQ(k) are the in-phase and quadrature amplitude of

the transmitted symbol, respectively, p(t − kTs) is the pulse shape, and w(t) is the noise.

After digital down conversion, the in-phase and quadrature component are separated as

follows:

I(t) = Ga[aI(k) cos(θ − θ̂)− aQ(k) sin(θ − θ̂)]p(t− kTs) + wI(t) (47a)

and

Q(t) = Ga[aI(k) sin(θ − θ̂) + aQ(k) cos(θ − θ̂)]p(t− kTs) + wQ(t). (47b)

At the optimum sampling point, p(t − kTs) ≈ 1, so the discrete version of the received

symbol is  I(k)

Q(k)

 =

cos(θ − θ̂) − sin(θ − θ̂)

sin(θ − θ̂) cos(θ − θ̂)


aI(k)

aQ(k)

+

wI(k)

wQ(k)

 , (48)

where θ− θ̂ is the phase difference between the transmitter and receiver carrier. Therefore,

the received symbol can be regarded as the rotated version of the transmitted symbol. To

correctly demodulate the symbol, such rotation must be corrected. Apparently we first need

to estimate the phase error θ − θ̂, which can be done in the following two ways.

Preamble Assisted Carrier Synchronization Since the symbols in the preamble

are deterministic, it can be used to correct the phase error. Suppose the first symbol in the
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preamble is aI(1) + jaQ(1), and the first received symbol is I(1) + jQ(1) as

θ − θ̂ = angle (aI(1) + jaQ(1))(I(1) + jQ(1))∗). (49)

Then the carrier synchronization can be easily performed by

[I(k) + jQ(k)]ej(θ−θ̂). (50)

Carrier Synchronization by PLL If there exists a carrier frequency offset (CFO),

denoted as ∆f , between the Tx and Rx, then θ − θ̂ = 2π∆ft. In this case PLL need to be

implemented to compensate the CFO. The block diagram of the PLL is shown in Fig. 44.

The phase error can be defined as [79]

Figure 44: The block diagram of the carrier phase PLL.

e(k) = Q′′(k)I ′(k)− I ′′(k)Q′(k). (51)

Here I ′′(j) + jQ′′(k) is the closet constellation point of I ′(k) + jQ′(k).

Since MI communication working within LF (30 - 300 kHz) range, the CFO can be very

small. Within one data frame the phase error caused by CFO can be ignored. For example,

suppose the crystal accuracy of the transceiver is 20 PPM, and the frame period is 50 mS,

then the phase error caused by CFO is 0.02 π. Therefore, PLL may not be necessary, which

will simplify the receiver design.
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3.3.4 Pulse Shaping

For MI communications, due to the non-radiation and fast attenuation properties, we

do not need to worry about the spectrum interference. Therefore, the natural rectangular

pulse shape is a good choice, because it has no inter symbol interference and require no

additional signal processing. Since the coil antenna can be regarded as a low pass filter, the

rectangular pulse will be smoothed out at the receiver size and the received pulse shape is

shown in Fig. 43.

3.4 Simulations and Experiments

The block diagram of the proposed MI transceiver is shown in Fig. 45. The parameters

of the coil antenna and the resonant capacitor are shown in Table 4. The carrier frequency

PSK
Bits 

Generation
Pulse 

Shaping

usrp

Tx 

coil
resonant 

capacitor

Rx

coil

Match

Filter

usrp

Synchronization

Equalization

Demodulation resonant 

capacitor

Figure 45: MI transceiver block diagram.

is set to 102.8 kHz which is the self-resonant frequency of the coil antenna. The baseband

signal processing is handled using Matlab, which includes bit generation, modulation, and

pulse shaping on the transmitter side, as well as match filtering, synchronization (including

symbol synchronization and frame synchronization), equalization, and demodulation on the

receiver side. The USRP is responsible for digital up/down conversion, analog to digital,

54



Table 4: System parameters.

Parameter Value Description

L1, L2 400 µH self inductance of coil antenna
C1, C2 6 nF resonant capacitor
r1, r2 4 Ω intrisic resistor of coil antenna @100 kHz
U 1 V input voltage

and digital to analog conversion.

3.4.1 Simulation Results

The overall Simulation model is shown in Fig. 46. For a better illustration, we divided

the system into three parts namely the transmitter part, receiver part, and MI channel part.

For the simulation of MI channel, we use a mutual inductance to simulate the coupling

between two coils, and use a controlled voltage source to couple the modulated signals

into the resonant circuit. The circuit parameters strictly follow the values in Table 4.

It is worthy pointing out that we adopt freeload receiver design here and just measure the

capacitor voltage as MI input signals. Such a receiver design will benefit us with the highest

SNR.

The transmitter and receiver design follow the standard PSK and QAM modulation

and demodulation procedures. We just emphasize some key parameters here which have

significant impacts on the communication performance. The first one is the noise power

added on the receiver side. The measured noise power of our testbed is -67 dBW. Another

key parameter is the maximum power gain of the automatic gain controller (AGC), since it

will determine the maximum transmission range of the MI system. Consider that in weakly
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Figure 46: Simulation model of the MI wireless communication system.
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coupled region, the received MI signal strength is proportional to the coupling coefficient k,

and the received signal power reaches its maximum at k = 1
Q = 0.015. To guarantee that

the system works when k ≥ 10−4, we set the maximum power gain of AGC to 40 dB.
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(a) demodulation results @ k=0.0001 with symbol

rate of 3200 sps
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(b) demodulation results @ k=0.04 with symbol

rate of 8000 sps

-1.5 -1 -0.5 0 0.5 1 1.5

In-phase Amplitude

-1.5

-1

-0.5

0

0.5

1

1.5

Q
u
a
d

ra
tu

re
 A

m
p
lit

u
d
e

(c) demodulation results @ k=0.06 with symbol

rate of 10667 sps
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(d) demodulation results @ k=0.08 with symbol

rate of 8000 sps

Figure 47: Mobility impacts to the demodulation results of the MI wireless communication
system with maximum achievable symbol rate and zero BER under different
coupling coefficients.
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Since our purpose here is to verify the available bandwidth of an MI wireless commu-

nication system under different coupling conditions, we do not apply any equalizer on the

receiver side in our simulation, such that the demodulation results will be directly deter-

mined by the MI channel conditions. In other words, we bypass the equalizer module in Fig.

46 and directly demodulate the output frame of the carrier synchronizer. Fig. 47 shows

the constellation plot of the output of the carrier synchronizer when the maximum sym-

bol rate was achieved with zero BER under different coupling conditions. The simulation

results agree with our previous analysis. Specifically, the maximum symbol rate remains

3200 symbols per second (sps) within the loosely coupled region where 0.0001 < k < 0.01.

Within strongly coupled region, the maximum symbol rate increases as coupling coefficient

k increases and reaches its maximum at k = 0.06. If we further increase the coupling

coefficient, when k > 4
Q the maximum symbol rate will decrease.

3.4.2 Experiment Results

Figure 48: Underwater MI testbed.

Our underwater MI testbed is shown in Fig. 48. Two coil antennas with radius r = 10
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cm are submerged into a water tank with the maximum distance at 32 inch. Between the

coil antenna and USRP X310, a voltage follower is applied to isolate the impedance impact

on the resonant conditions from LFTX and LFRX USRP daughter board (DC-30 MHz)

which has a built-in input and output resistance of 50 Ω. Actually, this is the key step

to realize the free-load condition and guarantee that the coil resonator has a high-quality

factor. For example, our coil antennas have similar parameters as shown in Table 4 with

Q = 65 at resonant frequency. If we directly connect the LFTX daughter board to the Tx

coil antenna, the quality factor will decrease dramatically to Q = 5. With such a low Q

factor, the whole system even cannot work within 10 inch in the air. With our free-load

design, we can achieve the maximum MI receiver sensitivity.

When we submerged the coil antenna into the water, the coil impedance changed dra-

matically if the enameled wire directly contacts the water. To solve this problem, we sealed

the coil with electric tape. The impedance of the coil antenna before and after sealing is

shown in Fig. 49.

(a) underwater coil impedance in contact with wa-
ter

(b) underwater coil impedance sealed with electric
tape

Figure 49: The impedance of a underwater coil antenna.

A 5 nF capacitor is in series with the Tx coil and in parallel with the Rx coil. Hence

the self resonant frequency of the MI transceiver is f0 = 110 kHz. The self resistance of

the capacitor is around 0.7 Ω, and the quality factor of the underwater MI transceiver

is Q = 36. The distance between the Tx coil and the Rx coil is 32 inch. The coupling
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coefficient between these two coil antennas would be k < 0.001 which indicates that these

two MI coil antennas are loosely coupled. Therefore the 3 dB bandwidth can be estimated

as ∆ω = 1
Qf0 = 3 kHz.

After figuring out the available bandwidth, our underwater MI testbed is ready to eval-

uate the communication performance. The procedure is as follows. We modulate some text

message using different modulation scheme (QPSK and 16 QAM) with center frequency of

113kHz which is the self-resonant frequency of the coil antenna. Then we gradually increase

the symbol rate until the message cannot be demodulated correctly on the receiver side.

The peak amplitude of the output passband signal is set to 0.1 V. Since the overall resis-

tance of the transmitter is around rc + rL ≈ 8 Ω, the transmitting power can be estimated

as pT ≤ 1.25 mW. The signal processing procedure is shown in Fig. 46. Some key parame-

ters are summarized in Table 5. The QPSK demodulation results without equalization are

shown in Fig. 50 (a) and (b) when the symbol rate is 3 ksps and 6 ksps, respectively. By

applying the linear equalizer we can successfully demodulate the results at the symbol rate

of 6 ksps and the experiment results for QPSK and QAM are shown in Fig. 50 (c) and (d).

Table 5: Key parameters for signal processing.

Function Block Parameters Values

RRC filter
Rolloff factor 0.6
Filter span in symbols 10
Samples per symbol 40 ∼ 80

Carrier synchronizer
Damping factor 0.707
Normalized loop bandwidth 0.1

Linear equalizer

Algorithm LMS
Number of taps 3
Reference tap 1
Step size 0.008
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(a) QPSK demodulation results with symbol rate

of 3 Ksps and 0 BER, without equalization

(b) QPSK demodulation results with symbol rate

of 6 Ksps, without equalization

(c) QPSK demodulation results with symbol rate

of 6 Ksps and 0 BER, with equalization

(d) QAM demodulation results with symbol rate

of 6 Ksps and 0.0137 BER , with equalization

Figure 50: Experiment results for underwater MI wireless communications with transmis-
sion power PT ≤ 1.25 mW and transmission distance of 32 inch. The transmitted
message is “Hello world through underwater MI wireless communications!”.
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4 Underwater Stress Wave Communications

Stress wave has many applications, such as structural health monitoring (SHM) on

the pipeline, underground exploration, and communication in the oil drilling process [119,

113]. Stress wave is commonly used for Non-Destructive Testing (NDT) and Structure

Health Monitoring (SHM) [5, 85] since 1940. The propagation characteristics of stress wave

along buried pipelines have been presented in [59]. The fundamental principle for NDT is

analyzing the echo of impulse signal to detect the location of structure defects, e.g., cracks,

which is different from communication technologies.

As early as 1972, Johnson [44] had demonstrated seismic communications at a distance

of 760 ft through hard rocks with a data rate of 2 pulse per second. In comparison to RF

wireless communications, such a poor communication performances make it barely useful in

the area where RF technology is applicable. The studies on acoustic wave propagating in the

solid material (stress wave) have demonstrated good transmission performances [110, 33].

The stress wave communication is promising thanks to its high propagation speed and small

attenuation in solid material [118].

A couple of researchers have demonstrated stress wave communicatins (SWC) on some

other solid mediums with different titles of this technology. Johnson [44] had demonstrated

seismic communications with a data rate of 2 pulses per second at a distance of 760 ft

through hard rocks back in 1972. Lawry et al. [56] present a system capable of high data-

rate transmission through solid metal barriers using ultrasound. The proposed prototype

has realized 12.4 Mbps transmission data rate by using the orthogonal frequency-division

multiplexing (OFDM) modulation scheme. But the communication media of their system is

a 2-inch metal wall which is completely different from a long pipe. In 2012 Kailaswar et al.

propose ConcreteComm using stress wave and successfully demonstrate a 10 kbps wireless

link on a concrete block with dimension of 60×12.5×8′′ [46]. Later on Siu et al. investigate

a specific concrete channel model for stress wave communications in [90, 91]. The impulse

response for a 60-inch concrete channel is tested by experiments. The maximum data rate

that can be achieved by this specific channel is also evaluated based on experiment results.
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Ji et al. investigated the time reversal based pulse position modulation for SWC in concrete

structures in [40]. Wu et al. propose a stress wave based pulse position modulation (PPM)

communication system in [110]. He et al. demonstrate a stress wave communication system

based on BPSK in [34].

The similar communication approach had been applied to the high-rate acoustic logging

while drilling (LWD) telemetry through drill-strings since 1948. The propagation analysis of

acoustic waves along drill-strings can be found in [24] back in 1989. It was concluded that the

attenuation is surprisingly low, less than 4 dB/1000 ft; and the difficultly is suppressing the

echo and background noise. The drill-string channel consists of pipes and joints periodically,

which results in a comb-filtering-like channel transfer functions. The corresponding channel

capacity of an LWD acoustic telemetry system under drilling conditions is calculated in

[26], which concludes that the practical data rate is around 500 bps for the 6000 ft drill-

string channel. The adaptive OFDM is regarded as the promising modulation scheme for

such comb-filtering-like channels as shown in [33, 62, 68]. The most significant different

between pipeline channel and drill-string channel is that the pipeline is well welded during

the deployment. Hence, more flat channel transfer function would be expected for pipeline

channels. Furthermore, the background noise for pipeline channels is much lower than the

drill-string channel. Therefore, much better communication performances could be expected

for a pipeline stress wave communication system compared with a drill-string LWD acoustic

telemetry system.

In recent years, wireless sensor networks (WSNs) are considered to be a compelling

platform for SHM [61, 36]. Since concrete structures are usually planted underground or

immersed underwater, the signal is shielded by the environment and it’s not realizable to

use the long distance radio communication. Therefore, stress wave communication may find

its applications in WSN for SHM.
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4.1 Stress Wave Propagation Analysis

The stress wave propagation in an elastic or viscoelastic medium is governed by Navier’s

equation, which is in the form of

µ∇2u + (λ+ µ)∇(∇ · u) = ρ

(
∂2u

∂t2

)
, (52)

where λ and µ are Lamé constants, which determine the bulk wave velocity of the material.

u is the displacement vector and ρ is the material density. To simplify this problem,

Helmholtz’s decomposition is applied to the displacement vector in (52). The displacement

vector then is decomposed by a combination of the scalar potential, Φ, and vector potential,

Ψ,

u = ∇Φ +∇×Ψ. (53)

Substituting (53) into (52) and using calculus identities for simple algebra, (52) can be

decomposed into two equations as follows:

(
∂2Φ

∂t2

)
−
(
λ+ 2µ

ρ

)
∇2Φ = 0 (54)

and (
∂2Ψ

∂t2

)
−
(
µ

ρ

)
∇2Ψ = 0. (55)

Equation (54) and (55) fall into the scalar Helmholtz equation and vector Helmholtz equa-

tion, respectively. Two additional constants cl and cs are defined as


cl =

√
λ+ 2µ

ρ

cs =

√
µ

ρ

, (56)

where cl denotes the longitudinal bulk wave velocity and cs is the shear bulk wave velocity.

With the assumption that the hollow cylinder is elastic isotropic and infinity long, the

boundary condition at two ends can be ignored. On the inner and outer surfaces of the
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Figure 51: Hollow acoustic waveguide in cylindrical coordinate and its cross section.

pipe, the traction-free boundary condition is considered. In cylindrical coordinate as shown

in Fig. 51, the Laplacian terms in (54) and (55) have the following formats,


∇2Φ = ∂2Φ

∂r2
+ 1

r
∂Φ
∂r + 1

r2
∂2Φ
∂θ2

+ ∂2Φ
∂z2

∇2Ψ =
(
∇2Ψr − 1

r2
Ψr − 2 1

r2
∂Ψθ
∂θ

)
r̂

+
(
∇2Ψθ − 1

r2
Ψθ − 2 1

r2
∂Ψr
∂θ

)
θ̂ +∇2Ψzẑ

. (57)

Combining (54), (55) and (57), Rose et al. presented the solutions for the scalar and vector

potentials in [80] as



Φ = f (r) eimθei(kz−ωt)

Ψr = ψr (r) eimθei(kz−ωt),m = 0, 1, 2...

Ψθ = ψθ (r) eimθei(kz−ωt)

Ψz = ψz (r) eimθei(kz−ωt)

(58)

where the integer m is known as the circumferential order of a wave mode and k is the wave

number. f , ψr, ψθ and ψz are Bessel functions as follows:

f(r) =


A1J0(|α|r) +B1Y0(|α|r) ω2/c2

l − k2 ≥ 0

A1I0(|α|r) +B1K0(|α|r) ω2/c2
l − k2 < 0

, (59)
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ψr(r) =


A2J1(|α|r) +B2Y1(|α|r) ω2/c2

s − k2 ≥ 0

A2I1(|α|r) +B2K1(|α|r) ω2/c2
s − k2 < 0

, (60)

ψθ(r) =


A3J1(|α|r) +B3Y1(|α|r) ω2/c2

s − k2 ≥ 0

A3I1(|α|r) +B3K1(|α|r) ω2/c2
s − k2 < 0

, (61)

and

ψz(r) =


A4J0(|α|r) +B4Y0(|α|r) ω2/c2

s − k2 ≥ 0

A4I0(|α|r) +B4K0(|α|r) ω2/c2
s − k2 < 0

. (62)

In the above equations, (59) - (62), Ai and Bi, i = 1, 2, 3 and 4, are arbitrary constants. Jν

and Iν are first kind Bessel functions, Yν and Kν are second kind Bessel functions, ν is the

order of Bessel function, α2 = ω2

c2l
− k2 and β2 = ω2

c2s
− k2.

4.2 Stress Wave Channel Characteristics

4.2.1 Dispersion

In a wave guide such as a pipe, partial bulk wave reverberating between boundaries along

the pipe. There are a bunch of wave forms with different propagation characteristics, which

are known as “modes”. For pipe geometry, stress waves are generally divided into three

groups, namely the torsional (T ), longitudinal (L) and flexural (F ) waves. These modes

are labeled as L(0, m), T (0, m) and F (n, m), where n and m are integers. The number of

modes increases as the operating frequency is exceeding the cut-off frequency which is the

lowest frequency for which a mode can propagate in the pipe [76]. The propagation velocity

of different modes depends on frequency, which is known as dispersion. Every mode has

its cut-off frequency, dispersion characteristic and attenuation. Dispersion will cause ISI to

the stress wave channel from the perspective of wireless communications.

Based on the solution of governing equation, Rose et al. derived the phase and group
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velocities as [80]

 cp = ω/k

cg = ∂ω
∂k

, (63)

where cp and cg are phase and group velocity, respectively. They are both the function of

wave number, k. To investigate the dispersion, the open source package GUIGUW [11] is

used to simulate the modes distribution. GUIGUW utilizes a Semi-Analytical Finite Ele-

ment (SAFE) approach to model ultrasonic propagation in cylindrical, plate, and arbitrary

cross section waveguides. Group velocities, which describe the propagating speeds of guided

wave packets with components of different frequencies, are calculated by GUIGUW. They

are very critical in guided wave applications as the measured velocities by transducers are

usually group velocities. Group velocity dispersion curves allow us to identify guided wave

modes in guided wave tests. Group velocities of different modes are calculated and shown

in Fig. 52. In the simulation, the inner and outer diameters of the steel hollow pipe are

set to 2 inches and 2.12 inches, respectively, so the thickness of pipe wall is 0.06 inches.

The density of the steel pipe is 7800 kg/m3. The Young’s modulus of the steel at room

temperature is 200 GPa.

To simplify the interpretation of the received signals in the experiment, it is desirable to

excite a single mode. Especially, in a long-range communication, it is practically essential

exciting a single mode to maximize the signal-to-noise ratio (SNR) and decrease the power

dissipation. The group velocities give us insight into the mode distribution on the frequency

spectrum. Much attention should be paid to the green curve, i.e., T (0, 1) mode. It indicates

that the velocity is a constant in the entire frequency range. T (0, 1) mode is considered

as the best one as it is non-dispersive. While, T (0, 1) is slow compared with L(0, n) and

F (1, 3) in feasible frequency ranges. The propagation speed of T (0, 1) mode is a limitation

in high-data-rate transmission. L(0, 2) mode at a frequency between 40 kHz to 120 kHz

is an alternative one that is conducive to communication. As shown in Fig. 52, the group
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Figure 52: Group velocities vs frequency. L(0, n) is the longitudinal mode, T (0, n) is the
transverse mode, and F(m, n) is the flexural mode. m is the order of cyclic
variation, and n is a counter index.

velocity of L(0, 2) from 40 kHz to 120 kHz is almost a constant, thus approximately non-

dispersive and the mode shape remains unchanged while propagation. Furthermore, L(0, 2)

is the fastest mode among those modes coexisting in the entire frequency range. Therefore,

post-processing algorithms can be applied to eliminate the undesirable slower modes.

Multimode Dispersion As shown in Fig. 52, the propagation of stress wave in a

pipe exhibits different modes. Moreover, different modes propagate in different velocities.

As a consequence, the delay spread of the stress wave channel is distance related. For

example, according to Fig. 52, suppose the transmitted symbol was dominated by L(0, 2)

and T (0, 1) mode. If not considering the reflection the delay spread can be estimated as

τ =
d

vT
− d

vL
, (64)

where d is the distance between the transmitter and receiver, vL and vT are the propagation

velocity of L(0, 2) mode and T (0, 1) mode respectively. As shown in Fig. 52, vL ≈ 5000 m/s
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and vT ≈ 3000 m/s, so the delay spread for d = 100 m is around 13.3 ms. Such a huge

delay spread implies that the symbol rate of stress wave communication must be slow to

avoid the inter symbol interference (ISI).

4.2.2 Attenuation

The Navier’s equation as shown in (52) does not consider the propagation loss. This

means that the displacement field obtained from it will propagate without attenuation.

Obviously, such a mathematical model is too ideal to be suitable for stress wave channel

modeling. The main reason that (52) is lossless is that it adopts lossless medium constitutive

relations that are 

σ11 = (λ+ 2µ)ε11 + λε22 + λε33

σ22 = λε11 + (λ+ 2µ)ε22 + λε33

σ33 = λε11 + λε22 + (λ+ 2µ)ε33

σ23 = 2µε23

σ31 = 2µε31

σ12 = 2µε12

, (65)

where σij is the stress tensor, εij is the strain field, and i, j indicate different dimensions in

different coordinate systems.

In order to model the attenuation of stress wave propagation, we need to modify (65).

One way is by adding a viscous damping term. For example, we change σ12 = 2µε12 to

σ12 = 2µε12 + η12
∂ε12
∂t , where ηij can be regarded as the viscosity constant.

From the dispersion curves Fig. 52, we can see that T (0, 1) mode does not have dis-

persion, and L(0, 2) barely has dispersion when the frequency is over 60 kHz. Therefore,

they are two potential modes that can be utilized for stress wave communications. Corre-

spondingly, we will focus on the attenuation analysis of these two modes.
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Attenuation of L(0, 2) mode Since longitudinal modes do not have the tangential

displacement component, we can assume the displacement fields as


ur = f(r)ei(kz−ωt)

uθ = 0

uz = ig(r)ei(kz−ωt)

. (66)

The corresponding strain and stress fields are as follows:



εrr = f ′ei(kz−ωt)

εθθ = 1
rfe

i(kz−ωt)

εzz = −kgei(kz−ωt)

εθz = 0

εzr = 1
2 i(kf + g′)ei(kz−ωt)

εrθ = 0

(67)

and 

σrr = [(2µ+ λ)f ′ + λ(1
rf − kg)]ei(kz−ωt)

σθθ = [(2µ+ λ)1
rf + λ(f ′ − kg)]ei(kz−ωt)

σzz = [−(2µ+ λ)kg + λ(f ′ + 1
rf)]ei(kz−ωt)

σθz = 0

σzr = iµ(kf + g′)ei(kz−ωt)

σrθ = 0

. (68)

According to the equilibrium equation ∇ · σ = ρ∂
2u
∂t2

, we have

g′′ +
1

r
g′ +

ρω2 − (2µ+ λ)k2

µ
g +

k(µ+ λ)

µ
(f ′ +

1

r
f) = 0 (69)

and

f ′′ +
1

r
f ′ − 1

r2
f +

ρω2 − µk2

λ+ 2µ
f − k(λ+ µ)

λ+ 2µ
g′ = 0. (70)
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The solution to (69), (70) yields



f(r) = F1r + F2
1
r

g(r) = G

ρω2 − µk2 = 0

kG = 2F1

, (71)

where F1, F2 and G are three constants, which are determined by the boundary conditions.

Substituting µ for µ− iωη, and k for k + iα in ρω2 − µk2 = 0 yields

µ(k2 − α2) + 2αkωη = ρω2 (72)

and

i((k2 − α2)ωη − 2αkµ) = 0. (73)

By solving (72), (73) we can obtain the attenuation factor α as

α2 =
ρω2

2µ

(√
µ2

µ2 + ω2η2
− µ2

µ2 + ω2η2

)
. (74)

Considering µ� ωη, expression (74) reduces to

α =
ω2η

2µ

√
ρ

µ
. (75)

Attenuation of T (0, 1) mode The T (0, 1) mode only has the tangential displacement

component. Therefore, the displacement fields are


ur = 0

uθ = h(r)ei(kz−ωt)

uz = 0

. (76)
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Following the similar procedure as previous subsection, we have

µ(h′′ +
1

r
h′ − 1

r2
h− k2h) = −ρω2h. (77)

Substituting µ by µ− iωη, and k by k + iα, where α is the attenuation factor, yields

µ[h′′ +
1

r
h′ − 1

r2
h− (k2 − α2)h]− 2αkωηh+ ρω2h−

i

{
ωη[h′′ +

1

r
h′ − 1

r2
h− (k2 − α2)h] + 2αkµh

}
= 0.

(78)

The solution to (78) is

h(r) = AZ1(βr) +BW1(βr), (79)

where β =
√

µρω2

ω2η2+µ2
− (k2 − α2), Z1 and W1 are the first order Bessel functions. The

boundary conditions are σrθ = 0 at r = a and r = b, where a, b are the inner and outer

radius of the pipe, respectively. Since σrθ = µ(h′ + 1
rh)ei(kz−ωt), we have

Z ′1(βa)− Z1(βa)
a W ′1(βa)− W1(βa)

a

Z ′1(βb)− Z1(βb)
b W ′1(βb)− W1(βb)

b


A
B

 = 0. (80)

By solving (80), we can obtain β. Finally, we can solve the wave number k, and attenuation

factor α as follows:

k2 − α2 =
µρω2

ω2η2 + µ2
− β2 (81)

and

2αk =
ηρω3

ω2η2 + µ2
. (82)

By eliminating k from (81) and (82), we obtain

2α2 =
1

2

(ηρω3)2

(µ2 + η2ω2)(µρω2 − β2(µ2 + η2ω2))
. (83)

71



Considering ρω2 � µ� ωη and β ≈ 1, expression (83) reduces to

α =
ω2η

2µ

√
ρ

µ
. (84)

Comparing (75) with (84) reveals that longitudinal modes and torsional modes share

the same attenuation rate which is proportional to the square of the frequency.

Path Loss Since stress wave only propagates along the pipe, it does not suffer from

geometry spreading loss. The stress wave channel path loss only determined by the atten-

uation factor α, and can be calculated as

PL (dB/meter) = 20(log e)α ≈ 8.686α. (85)

Combining (84) and (85) we can evaluate the path loss of the stress wave channel. The

typical value of shear modular µ of steels is in the order of 10, e.g., 8.24×1010 newtons/m2.

β is approximately equal to 1, which is determined by the inner and outer radius of the

pipe. The density of stainless steel is around 7850 kg/m3. The only uncertain parameter in

(84) is the viscosity constant used to model the propagation loss of stress wave. Suppose η

is around 1, then the path loss of stress wave is approximately equal to 0.006 dB/m if the

operation frequency is 100 kHz. The path loss under different viscosity η is shown in fig.

53.

We can also estimate the frequency dependent attenuation (FDA) characteristics based

on (84). The attenuation between two frequencies f1 and f2 > f1 can be calculated by

e−γ(f1−f2), where γ = 4π2d ηµ

√
ρ
µfc, d is the transmission distance, and fc = f2+f1

2 is the

carrier frequency. Similarly, the FDA can be estimated by

FDA (dB/Hz) = 20(log10 e)γ ≈ 8.686γ. (86)

The path loss and FDA curves of the stress wave channel are plotted in Fig. 53. Gen-

erally speaking, the viscosity constant of metals is a small number, η � 1. Therefore,
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Figure 53: Path loss and frequency-dependent attenuation of the stress wave channel.

the propagation loss of the stress wave along a hollow cylindrical pipe would be extremely

small. From this point of view, the stress wave channel of a pipe with infinite length can

be regarded as a flat fading channel if the operation frequency is under MHz level.

4.2.3 Multipath

The propagation of stress wave along a pipe will suffer from strong reflections from both

ends of the pipe. As shown in Fig. 54 the propagation delay of each reflection path can

be determined by the length of the pipe and the position of transmitter and receiver. If we

only consider the first reflection from both ends, path 5 would be the longest path which

is 265 inch. Since the propagation velocity of T (0, 1) mode is 3.2 km/s, the propagation

delay would be 2.1 ms.

The channel response can be estimated by transmitting pilot symbols denoted as t[n].

Figure 54: Reflections of the stress wave along a pipe.
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Suppose the channel impulse response is h[m]. Then the received symbols denoted as r[n]

is

r = t ∗ h. (87)

The matrix form of (87) is

r = Th, (88)

where, T is the transmission matrix as

T =



t[0] t[−1] · · · t[1−m]

t[1] t[0] · · · t[2−m]

...
...

...
...

t[n− 1] t[n− 2] · · · t[n−m]


. (89)

The number of transmitted pilot symbols n is normally much larger than the number of

taps of channel impulse response m. Therefore, we can apply least square method to solve

(88) and the solution can be expressed as

h = (TTT)−1TTr. (90)

In our experiments, the pilot symbols were modulated by BPSK, the amplitude of which is

either 1 or -1. Before we apply (90), we need to obtain the received symbol vector r. The

corresponding signal processing process is shown as in Fig. 55.

Figure 55: Received symbol determination process.

The transmitted symbols and the corresponding received symbols are shown in Fig.

56 (a). The symbol rate of the experiment is 1 kBd (1000 sps), which means the symbol

period is 1ms. According to our previous analysis, the propagation delay is around 2.1 ms,

which implies that the current symbol may be contaminated by its previous three symbols.
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Therefore, the channel response can be expected as a four tap FIR filter, which is verified

by the experiment result as shown in Fig. 56 (b).

(a) Transmitted and received symbols (b) Channel response

Figure 56: Channel response of the stress wave channel.

4.3 Laboratory Experiments

Although the theoretical analysis suggests that the single mode stress wave channel

of a infinite length pipe can be treated as a flatting fading channel, a finite length pipe

will suffer from strong distortion caused by the reflection from both ends as well as multi-

mode dispersion. Moreover, the piezoelectric transducer that converses electrics signal into

pressure or stress is quite frequency selective. Therefore, the practical stress wave channel

would be much more complicated. In this section, we will first set up a stress wave testbed.

Then we will measure the practical stress wave channel response. Finally, we will evaluate

the practical stress wave communication performances.

4.3.1 Stress Wave Communication Testbed

The testbed is build on two galvanized steel pipes with length of 10 feet and diameter of

2 inch. The pipes are weld together to form a “T” shape, such that we can investigate the

reflection when the stress wave propagates through a joint. The piezoelectric transducer was

applied on the surface of the pipe for the conversion between electric signals and mechanical

vibrations. The transmitted signal is generated by a signal generator (Keysight 33500B)

while the received signal is captured and recored by a oscilloscope (Keysight MSOS604).
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The schematic of the testbed and real testbed are shown in Fig. 57, 58. Before we can

apply any wireless communion schemes, we need to figure out the available bandwidth of

the aforementioned testbed. We will first design an appropriate OFDM training symbol

sequence to estimate the frequency response. Then, we will evaluate the real stress wave

communication performances both in the air and in the underwater environments.

Oscilloscope

Generator

Amplifier

Piezo sensor

PZT

Figure 57: Lab testbed of stress wave communication.

1

2
3

4

5

Figure 58: Schematic of the Lab Testbed.
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4.3.2 Transducer Characteristics

PZT, or lead zirconate titanate, is one of the world’s most widely used piezoelectric

ceramic materials. PZTs have strong piezoelectric effect which is the ability to generate

electric charge in response to applied mechanical stress. Therefore, the PZT transducer

has been widely used as an stress wave actuator or sensor in the field of structure health

monitoring [53, 42, 39, 113]. In this paper, we also use PZT transducers to generate and

detect stress waves. There are two different types of the PZT transducer used in our testbed

as shown in Fig. 57. Node 5 shows a single patch PZT transducer. Node 2 shows a PZT

stack with multiple layer of PZT materials, which have much higher output power capability

in comparison with the single PZT patch. Actually, the system operation frequency and the

available bandwidth are highly related to the frequency response of the PZT transducer.

Carazo et al. discussed the piezoelectric transducer in detail in [103]. A equivalent

circuit model, including the effects of the sensor’s mechanical construction and other non-

idealities, is shown in Fig. 59. The inductance Lm is due to the seismic mass of the sensor

itself. Ce is inversely proportional to the mechanical elasticity of the piezo material. C0

denotes the static capacitance of the transducer, resulting from stack structure. Ri is the

input resistance of the transducer element. By tuning Lm, Ce, C0 and impedance matching,

the resonance can be established and thus maximize the energy transfer efficiency.

The resonant equivalent circuit of the PZT sensor implies that the frequency response

would be quite frequency selective. The input impedance of the transducer is measured as

Figure 59: Equivalent circuit model of piezoelectric transducer.
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Figure 60: Input impedance of piezoelectric elements.

shown in Fig. 60. In Fig. 60 (a), multiple peaks are observed, while Fig. 60 (b) is smooth

with no peak present. The smaller impedance means the higher energy transfer efficiency.

4.3.3 Experiment Results

We first experiment to verify the linear time-invariant (LTI) property of the system. In

this experiment, we transmit two tones at different center frequencies simultaneously from

the transmitter PZT. An oscilloscope has been utilized to record and analyze the signal

from the receiver PZT. Subsequently, We perform FFT amplitude analysis. The result is

shown in Fig. 61. The frequency of the received signal, which is converted from stress wave

generated by transducer PZT, is the same as the input. What is more, PZT transducers

along with stress wave propagation over the pipeline is a linear channel since it follows

scaling and additivity properties. As a result, such a linear channel enables various linear

modulation schemes like BPSK, QPSK, QAM, OFDM, etc. A channel frequency response

(CFR) estimator based on the OFDM training symbol has been developed to estimate

frequency response using the basic least square algorithm (LS). The formula is the same

as (89). However, in this case, the matrix T is a diagonal matrix, whose every diagonal

element is a modulated symbol for its corresponding subcarrier.

We investigate the stress wave channel by transmitting OFDM symbols, whose duration

is 10 ms, and the sampling rate is 1 MHz. Notice that these OFDM parameters are specially
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Figure 61: Absolute value of the Fourier transform of the amplitude when transmitting two
sinusoidal signals simultaneously at 226 kHz and 234 kHz, respectively.

designed to test the stress wave channel properties, so we adopt the narrow subcarrier

spacing of 100 Hz to obtain the high frequency resolution to precisely reflect the real stress

wave channel. The cyclic prefix (CP), as the guard interval, is expected to compensate for

the delay spread. In this case, we set the CP length to be 2 ms based on the fact that the

theoretical delay spread is 2.1 ms. The experimental channel impulse response also suggests

that the delay spread should be between 2 to 3 ms. In addition, we apply the robust QPSK

modulation scheme to each subcarrier, which can tolerate a significant amount of noise

(normally 12 dB SNR for 0.1% BER) for precise channel estimation. Using the parameters

above, we finally show the frequency response in Fig. 62, whose bandwidth of interest is

from 10 kHz to 230 kHz. It needs to be pointed out that, although we use a conservative

100 Hz subcarrier spacing to extract the channel information, large subcarrier spacing such

as 500 Hz is acceptable during channel estimation and data transmission. As a result, each

subcarrier channel may be less “flat” but the symbol duration and the number of Fast
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Figure 62: Frequency responses of the stress wave testbed.

Fourier Transform will decrease. We can derive two important conclusions from Fig. 62.

First, channel frequency response follows the trend of the frequency response of the PZT

transducer as shown in Fig. 60 (b) since higher frequency has higher energy conversion

efficiency. Second, the frequency responses periodically experience some peak and trough,

which is mainly due to the multimode and multipath propagation of the stress wave along a

finite-length pipe. Specifically, if all the reflected waves are in phase with the original wave,

we will observe a peak on the amplitude frequency response curve. On the other hand, the

superposition of all the reflected waves and the original wave may cancel out with each other

at some positions, which results in a trough on the amplitude frequency response curve.

To demonstrate the effectiveness of OFDM for stress wave communications, we choose

18 subcarriers based on Fig. 62 and perform 16-QAM for each subcarrier. The CP length is

set to 2 ms to avoid the ISI, and the symbol duration is set to 10 ms (much greater than the

CP length to increase the time efficiency). The received signal and the demodulation results
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at node 3 are shown in Fig. 63 and Fig. 64, respectively. The overall data transmission

rate is 1
12 × 4× 18 = 6 kbps.

Figure 63: Transmitted and received OFDM symbols.

Figure 64: OFDM demodulation results.

We also transmitted some QPSK symbols at node 2 and demodulate the received signal

at node 1, 3, 4, and 5 to evaluate the stress wave communication performances. We use a

PZT stack as the transmission transducer with self resonant frequency of 40 kHz. The PZT

patches were attached to the surface of the pipe as receiving nodes.
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Figure 65: Block diagram of the stress wireless communication system.

The signal processing block diagram is shown in Fig. 65. Where the DUC stands for

digital up converter which convert the baseband signals to passband signals with center

frequency of 40 kHz. The transmission symbol rate is 1380 symbols per second. The

demodulation results in the lab are shown in Fig. 67. It is shown that the BER increased

dramatically after stress wave signals propagating through a join between node 3 and node

4. This is mainly due to the reflection. Specifically, when stress wave signals propagates

from one pipe to another pipe, due to the impedance mismatch in the join, most of the

stress wave signals will be reflected back. For this reason, the SNR on node 4 would be

much lower than node 3 resulting in a worse BER performance.

The subsea experiment setup is shown in Fig. 66. We directly submerged the testbed

into the sea water. Then we repeated the same testing procedure as what we did in the lab.

The testing results are shown in Fig. 68. It turned out that the subsea performances were

much better than the lab testing results. Specifically, the error vector magnitude (EVM)

in the underwater environment is much smaller than in the lab. To analyze the possible

reasons, we show the received signal spectrum in Fig. 69.

Figure 66: Subsea testing setup.
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Figure 67: Demodulation results in the lab.
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Figure 68: Demodulation results subsea.

The noise in the lab is several dB higher than subsea at node 4, if we scale the signal

strength to the same level. One possible reason could be that the electromagnetic envi-

ronment in the lab is much more complicated than the subsea environment. The PZT

transducer could also act like an EM antenna that may induced some noise into the system.

83



0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

 / 

-65

-60

-55

-50

-45

-40

-35

-30

-25

-20

-15

-10

P
o
w

e
r 

(d
B

)

Sea

Lab

(a) Node 4

0.15 0.16 0.17 0.18 0.19 0.2 0.21 0.22 0.23 0.24 0.25

 / 

-50

-40

-30

-20

-10

P
o
w

e
r 

(d
B

)

Lab

Sea

(b) Node 3

Figure 69: Power spectrum of the received signal at node 3 and node 4.

On the other hand, EM waves almost cannot propagate in the sea water. Hence, the subsea

EM environment is much more clean than in the lab. Therefore, the SNR of the subsea

stress wave signal could be higher than the one in the lab, especially when the received

signal is weak.

The noise power at note 3 is quite similar both in the lab or subsea. But there are

significant side lobes in the lab environment. One possible reason is that the stress wave

reflection in the underwater testbed could be different from the lab testbed. So the channel

frequency response would be different. Since subsea performances is better and the power

spectrum is smoother than that in the lab, the reflection in the underwater environment

may be smaller than in the air.
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5 Underwater Hybrid Networking

Underwater acoustic communication is good at long-range data transmission but has

limited data rate. With the assistance of AUVs, high-efficiency high-data rate wireless

communications such as underwater MI and optical communications can be utilized for

short-range data collection. Therefore, combining different types of underwater wireless

communication technologies, we could achieve more power-efficient underwater sensor net-

works. However, due to cost there are many sensor nodes but few AUVs, so it is impractical

for AUVs to directly collect data from all the sensor nodes. Different data collection strate-

gies will have significant impacts to the overall network performances. In this section, we

investigate a AUV data collection strategy for maximizing the network lifetime of Under-

water MI Acoustic hybrid sensor networks.

There exist different definitions for network lifetime [20], e.g., when the first node is

drained of its energy, when the first cluster head is drained of its energy, when the fraction

of surviving nodes drops below a threshold. In this paper, we define the network lifetime

as the time when the first node is drained of its energy, considering that the underwater

sensor nodes may be loosely deployed and every node is important for the network. Also,

through optimal network flow routing, the energy consumption of all sensor nodes can be

balanced.

5.1 System Model of MI-Acoustic Hybrid Underwater Wireless Sensor

Networking

The system under consideration is a static two dimensional UWSN on the sea floor (Fig.

70). The sensor nodes can forward their data among each other through long range acoustic

communications. The AUV periodically visits a subset of the sensor nodes to collect the

sensing data through high-efficiency MI wireless communications. The key challenge is that

the travel distance of an AUV is limited. Hence it can only visit a small subset of the sensors

in the network, which are denoted as anchor nodes. Suppose that during each round the

AUV must collect all the sensing data of the whole network. Then all the sensing data must
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Figure 70: MI-Acoustic hybrid underwater wireless sensor network.

be forwarded to the anchor nodes through one-hop or multi-hop acoustic communications.

The challenge is to determine which sensor nodes need to be selected each round as anchor

nodes such that the network lifetime can be maximized.

Such kind of a problem can be formulated as a MILP model to determined the opti-

mal multi-hop routing among sensor nodes and the optimal anchor nodes selection. The

variables used in the problem formulation are given in Table 6. According to different

networking settings and different metrics of network lifetime, we can have different mathe-

matical formulations.

5.2 Static Anchor Nodes Model

In this model, we have a set of deterministic anchor nodes. Normally, these anchor

nodes are evenly distributed in the target sensing area. An AUV will periodically visit

these anchor nodes as an data mule to gather the sensing data. All the sensor nodes will

forward their sensing data to its nearby anchor nodes through multi-hop communication.

The optimization problem of the minimum energy consumption of each AUV data collection
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Table 6: Notation of the variables used in mathematical formulation.

Symbol Definition

N Set of sensor nodes

A set of anchor nodes

E Set of acoustic links

K Set of pipelines leveraged as stress wave links

dij Distance between node i and node j

fij(fe) Data flow rate from node i to node j

εij(εe) Energy required to transmit 1 bit from node i to j

γ Energy required to receive 1 bit through acoustic

µ Energy required to transmit 1 bit through MI

gi Data generation rate of node i

Ei Initicial battery energy of node i

ρi Round energy consumption of node i

circle is formulated as

min
fe

∑
e∈E

fe(εe + γ) (91a)

s.t.
∑
j∈N

fij =
∑
k∈N

fki + gi ∀i ∈ N −A, (91b)

fij = 0 ∀i ∈ A,∀j ∈ N , (91c)

fij ≥ 0 ∀i ∈ N −A,∀j ∈ N . (91d)

5.2.1 Minimize Overall Acoustic Energy Consumption

The objective function of (91) only considers the acoustic communication energy con-

sumption, since the MI communications at the anchor nodes will not affect the acoustic

multi-hop routing. The flow conservation condition (91b) states that, for normal sensing

node, the sum of the incoming data and its own generating data should be equal to the

outgoing data. Constraint (91c) states that for anchor nodes, the outgoing data should be

zero, since their data will be collected by the AUV through MI links.
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Formulation (91) is a greedy method. It tries to use the minimum energy to deliver

the sensing data of the whole network, which may result in an unfair battery depletion

rates. In other worlds, some sensor nodes may deplete their battery more quickly than the

others. This might not be a problem in some application scenarios where the failure of one

or few sensor nodes will not affect the network performances. However, in some scenarios

all sensor nodes are important. Especially in underwater environments the deployment of

every sensor node is difficult and expensive. Therefore, if the balancing of battery depletion

rate is important we can use the following problem formulation.

5.2.2 Minimize the Maximum Energy Consumption over All Sensor Nodes

Suppose Ej is the residual battery power of node j at the beginning of each data collec-

tion period. ρj is the energy consumption during the period, which is due to the acoustic

or MI transmission and reception. Then the residual battery power at the end of the collec-

tion period would be Ej − ρj . So the objective could be maximizing the minimum residual

battery power of all sensor nodes, which yields

max min
j∈N

(Ej − ρj) (92a)

s.t.
∑
j∈N

fij =
∑

k∈N−A
fki + gi ∀i ∈ N −A, (92b)

mi =
∑

k∈N−A
fki + gi ∀i ∈ A, (92c)

ρi =
∑
j∈N

fijεij +
∑

k∈N−A
fkiγki ∀i ∈ N −A, (92d)

ρi =
∑

k∈N−A
fkiγij + µmi ∀i ∈ A, (92e)

ρj ≤ Ej ∀j ∈ N , (92f)

fij = 0 ∀i ∈ A, ∀j ∈ N , (92g)

fij ≥ 0 ∀i ∈ N −A,∀j ∈ N , (92h)

mi ≥ 0 ∀i ∈ A. (92i)
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Constraints (92b), (92c),(92g) and (92h) have similar interpretation as in the previous case.

Constraint (92f) stipulates that the total energy consumption of each node during one data

collection circle should not exceed the available battery power.

The only nonlinear term in (92) is the objective function. By introducing an additional

variable z ≤ Ej − ρj , the minimax problem can be alternatively expressed by maximizing z

as

max z (93a)

s.t.
∑
j∈N

fij =
∑

k∈N−A
fki + gi ∀i ∈ N −A, (93b)

mi =
∑

k∈N−A
fki + gi ∀i ∈ A, (93c)

ρi =
∑
j∈N

fijεij +
∑

k∈N−A
fkiγki ∀i ∈ N −A, (93d)

ρi =
∑

k∈N−A
fkiγij + µmi ∀i ∈ A, (93e)

z ≤ Ej − ρj ∀j ∈ N , (93f)

fij = 0 ∀i ∈ A,∀j ∈ N , (93g)

fij ≥ 0 ∀i ∈ N −A,∀j ∈ N , (93h)

mi ≥ 0 ∀i ∈ A. (93i)

5.3 Dynamic Anchor Nodes Model

In previous models anchor nodes are pre-selected which can simplify the optimum flow

routing problem and reduce the computational complexity. However, in some scenarios

every sensor node can be potentially chosen as an anchor node. Furthermore, the anchor

nodes in different data gathering rounds could be different. Therefore, anchor nodes selec-

tion could be very complicated. Next, let us handle the dynamic anchor nodes selection

problem.

89



5.3.1 Battery Power Based Anchor Nodes Selection (BPBANS)

Considering that the anchor nodes do not need to transmit data through acoustic com-

munications, the power consumption may be smaller than the normal nodes. Therefore, the

anchor node selection may be based on the current battery residual energy of all the sensor

nodes. The specific steps for anchor nodes selection are as follows. First, select k sensor

nodes with the lest battery residue energy as candidate anchor nodes. Second, calculate

the shortest path χ that passing through all the candidate anchor nodes once, which is

typically a traveling salesmen problem (TSP). Third, compare χ with the maximum AUV

traveling distance X. If χ > X reduce k = k − 1, otherwise increase k = k + 1. Finally,

based on χ(k) and χ(k + 1) we can determine the maximum number of anchor nodes with

the lowest battery energy level. The details of the minimum battery residue energy anchor

nodes selection policy are summarized in Algorithm 1.

The shortest path calculation between k candidate nodes is the typical TSP, which can

be solved by Miller–Tucker–Zemlin formulation as

min

k∑
i=0

k∑
j=0

dijxi,j (94a)

s.t.
∑

i=1,i 6=j
xij = 1 ∀j = 0, · · · , k, (94b)

∑
j=1,i 6=j

xij = 1 ∀i = 0, · · · , k, (94c)

ui + 1 ≤ uj + k(1− xi,j) ∀i, j = 1, · · · , k, i 6= j, (94d)

xij ∈ {0, 1} ∀i, j = 1, · · · , k, i 6= j, (94e)

ui ≥ 0 ∀i = 1, · · · , k. (94f)

Where i = 0 represents the node of base station. xi,j is the binary variable to indicate

whether there is a path between node i and j. di,j is the distance between node i and node

j. Constraint (94b) and (94c) make sure that there is only one path coming in or going out

of one node. Constraint (94d) and (94f) eliminate the sub-tour.
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Algorithm 1: Minimum Battery Level Anchor Nodes Selection Algorithm

Result: Anchor node set A
1 Initialize maximum AUV traveling distance X;
2 Sort sensor nodes by battery level in ascending order;
3 Select top k nodes and calculate the shortest length χ(k) of AUV traveling path by

solving the TSP problem (94);
4 while (χ(k)−X)(χ(k + 1)−X) > 0 do
5 if χ(k) > X then
6 k = k + 1;
7 else
8 k = k − 1;
9 end

10 update χ(k), χ(k + 1);

11 end
12 Return A = Ak

5.3.2 Alternating Anchor Nodes Selection and Flow Routing (AANSFR)

Based on the previous analysis, we know that in order to determine the best data

collection strategy, two problems, acoustic flow routing and optimal AUV travel path, need

to be solved simultaneously. Generally speaking, these two problems are coupled together,

which complicates the problem formulation. Previously, we use battery residue energy to

decouple these two problems. However, under some circumstance, e.g., when most of the

sensor nodes have similar battery energy level, BPBANS may not yield the best anchor

nodes selection result.

Recall Algorithm 1, we find that the key parameter for decoupling the flow routing

problem and the anchor nodes selection problem is the number of anchor nodes k. Inspired

by this, we come up with the AANSFR algorithm. We first preset the size of anchor node set

A. Then, determine the element of set A. Third, calculate the shortest TSP path between

anchor nodes in A. Fourth, compare the calculated shortest path with the maximum travel

path of AUV and determine whether to increase or decrease the size of A until the optimal

A was found. The whole process is shown in Algorithm 2. Here, we introduce a binary

variable xj to indicate the anchor node selection. xj = 1 means node j is selected as an

anchor node. k is the preset total number of anchor nodes. mi is the MI data flow of node
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i. The best anchor nodes selection problem can be formulated as

max min
j∈N

(Ej − ρj) (95a)

s.t.
∑
j∈N

fij = (1− xi)(
∑
k∈N

fki + gi) + ximi ∀i ∈ N , (95b)

ρj = (µjxj + γj)
∑
i∈N

fij + gjµjxj +
∑
k∈N

fjkεjk, (95c)

ρj ≤ Ej ∀j ∈ N , (95d)

xi ∈ {0, 1} ∀i ∈ N , (95e)

fij ≥ 0 ∀i, j ∈ N , (95f)∑
i∈N

xi = k. (95g)

Besides the minimax objective function, there exist the product of a binary variable and a

continuous variable xifij and ximi in constraint (95b) and (95c), which need to be linearized

before it can be solved by the optimization solver. The linearized form is

max z (96a)

s.t. mi ≥ 0 ∀i ∈ N , (96b)

mi ≤ xiCMI ∀i ∈ N , (96c)

fij ≥ 0 ∀i, j ∈ N , (96d)

fij ≤ Cij(1− xi) ∀i, j ∈ N , (96e)∑
j∈N

fij +mi =
∑
k∈N

fki + gi ∀i ∈ N , (96f)

ρj =
∑
i∈N

fijγij + µxj +
∑
k∈N

fjkεjk ∀j ∈ N , (96g)

z ≤ Ej − ρj ∀j ∈ N , (96h)

xi ∈ {0, 1} ∀i ∈ N , (96i)∑
i∈N

xi = k. (96j)
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Algorithm 2: Alternating Anchor Nodes Selection and Flow Routing (AANSFR)

Result: Anchor node set A
1 Initialize maximum AUV traveling distance X;
2 Initialize minimum mumber of anchor nodes k;
3 Solve optimization problem (95) and obtain temporary anchor node set Ak ;
4 Based on Ak calculate the shortest length χ(k) of traveling path by solving the

TSP problem (94);
5 while χ(k) < X do
6 k = k + 1;
7 repeat step 3 to update Ak;
8 repeat step 4 to update χ(k);

9 end
10 Return A = Ak

Where CMI is the MI channel capacity and Cij is the acoustic channel capacity between

node i and node j.

5.4 Numerical Evaluation

5.4.1 Simulation Settings

We consider an underwater sensor network with 20 sensor nodes randomly deployed on

the sea floor within a 2D area with dimensions of 1500 m × 1500 m as shown in Fig. 71.

The depth of the sensor network is 150 m. Each sensor node is powered by a battery. An

AUV is scheduled periodically (1h/round) to collect the data. Suppose the average speed

of AUV is 1 m/s, so the maximum cruising range for each round is 3.6 km. The data

generated in a period by each sensor nodes is randomly selected from 500 bytes to 2000

bytes. In Fig. 71 the red node is the surface base station (BS), blue integers indicate the

sensor node number, and black integers are the data generation rate per round of different

sensor nodes. Base on Equation (97), we can estimate the acoustic communication energy

efficiency among different sensor nodes by

f(x) = aebx, (97)

where, a = 0.00054, b = 0.00067, and x is the communication range in meter.
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Figure 71: Network topology. The red dot is the surface base station. Blue dots are sensor
nodes with node index on the right and sensing data rate (bytes/hour) above.
The orange arrow is one of the possible AUV traveling path.

The network structure, including node locations, sensing data generation rate, trans-

mission and reception power consumption, and battery residual energy, is implemented in

Python. The constrained optimization problems (93, 94, and 96) can be solved by GUROBI

(an optimization solver).

5.4.2 Simulation Results

Suppose all the batteries have the same initial battery capacity, randomly choose as

126 joules. Then we can estimate the network life time based on different data collection

schemes. If all the sensor nodes directly communicate with surface base station through

acoustic communications, the network life time will be determined by sensor node #2

considering the distance between sensor nodes and surface base station as well as sensing

data generation rates. Specifically, node #2 needs the most significant power of 20 joules

to transmit the collected data to the surface base station for 1 hour period. So the network
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lifetime is no more than 6 hours.

However, if the sensing data was collected by the AUV with MI + acoustic hybrid

networking the network life span can be significantly improved. Furthermore, the network

life time is affected by the anchor nodes selection strategies. For BPBANS the life time is

14 hours while for AANSFR the life span is 18 hours. The anchor nodes selection results

of these two algorithms are shown in Table 7. Neither algorithm BPBANS nor AANSFR

can guarantee that the selected anchor nodes for every round is optimal. For example,

for round 12 the anchor nodes selected by algorithm AANSFR are node 2 and node 14,

however at least node 10 and node 16 can be included to further save the power. For

practical applications, we can run both of the algorithm to select the anchor nodes for each

round and choose the bigger anchor node set.

We can imagine that the network life span would be affected by the note location, surface

base station location, and sensor data generation rates. So, to evaluate the performance

of different anchor node selection schemes we alter the network parameters and the cor-

responding results are shown in Fig. 72. When the BS was located at the center of the

network, we enlarge the network size to 2000 m × 2000 m just to limit the total number of

selected anchor nodes. The simulation results show that under most of the situations algo-

rithm AANSFR outperforms BPBANS. However, under some network settings algorithm

BPBANS performs better (e.g., case T2 in Fig. 72 (b)).

5.5 Summary

Using AUV for underwater data collection is a promising solution for underwater sensor

networks, since it helps sensors to avoid transmitting data through long range acoustic

communications which may deplete the battery very quickly. Furthermore, we can apply

power efficient MI wireless communications between AUVs and sensor nodes to further

save the energy. We have shown that the AUV assisted MI + acoustic hybrid networking

can prolong the network lifespan for around 3 times compared with the traditional pure

acoustic solution. To solve the problem of AUV path planing and optimal acoustic flow
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Table 7: Anchor nodes selection statistics.

Round BPBANS AANSFR

1 7,10,14 7,1,10,14,3

2 8, 5, 1, 4, 2, 6, 3 2,5,15

3 19, 18, 1, 15, 7 16, 7, 18, 1, 10, 14

4 8, 5, 4, 6, 3 8, 4, 2, 3

5 3, 10 5, 7, 18, 15, 1, 10

6 7, 1, 13, 14, 3 8, 4, 2, 14, 3

7 1, 4, 2 7, 10

8 1, 10 5, 15, 10, 2, 14, 3

9 5, 7, 1, 4, 2, 3 7, 18, 1, 4, 8

10 6, 10, 13, 14 10, 2, 14

11 7, 1, 4, 5, 8 8, 5, 7, 18, 15, 1, 4, 10, 3

12 19, 18, 15, 1, 14 2, 14

13 4, 6, 3 7, 1, 10, 14, 3

14 7, 2, 3 5, 15, 2

15 7, 18, 1, 4, 10, 3

16 5, 15, 2, 14

17 8, 7, 18, 4, 10, 3

18 15, 1, 2, 14

routing, we use the number of selected anchor nodes to simplify the problem into two steps.

Specifically, we first preset the number of anchor nodes and determined the corresponding

optimal anchor nodes and the data flow of acoustic links. Then calculate the shortest path

between anchor nodes. If the path is less than the maximum AUV traveling distance we

increase the number of anchor nodes and iterate the process. Two dynamic anchor nodes

selection strategies (BPBANS and AANSFR) are compared. Algorithm BPBANS selects

the anchor nodes only based on the battery residue power, so it can run fast but may not

guarantee the optimal solution. Algorithm AANSFR determine the optimal anchor nodes

when the total number of anchor nodes is preset and yields longer network lifetime in most

cases.
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Figure 72: Network lifespan for different configurations.
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6 Conclusions and Future Works

6.1 Conclusions

To overcome the drawbacks of underwater acoustic wireless communications and pro-

vide communication supports for various IoUT applications, two different kinds of underwa-

ter communication paradigms are investigated in this dissertation, namely underwater MI

wireless communications and stress wave communications. MI is suitable for short range

applications, especially for the scenario where AUVs are applied to access different un-

derwater devices. Stress wave communications rely on offshore pipeline networks for data

transmission. Thanks to the much more reliable stress wave channel conditions and much

wider bandwidth, much better communication performances can be achieved compared with

traditional underwater acoustic wireless communications.

MI wireless communications only rely on the near field component of magnetic fields to

encapsulate the digital data. Due to the fast attenuation of EM waves in the conductive

sea water, the effective communication range of underwater MI wireless communications

is within 20 meters in the low frequency (LF) spectrum. The negligible propagation delay

make it useful for the scenario where accurate synchronization is required. To apply the MI

technology on an AUV, a ferrite assisted geometry-conformal coil antenna was proposed,

which directly wrap the wire on the surface of an AUV such that the fluid dynamic body can

be maintained. The MI channel response is sensitive to the distance between transmission

and reception coil antennas which can be characterized by the coupling coefficient k. As the

transmission distance increases k will decrease. When k << 1
Q , Q is the quality factor of the

coil antenna, the transmitter and receiver are loosely coupled. Otherwise, they are strongly

coupled. For the loosely coupled MI communication system, the bandwidth is determined by

Q, and k only affects the signal strength or pathloss. For strongly coupled situation, k will

have strong impact to the system bandwidth due to the frequency-splitting phenomenon.

To evaluate the underwater MI wireless communication performances, an underwater MI

testbed was built based on USRP and SDR. An computational efficient synchronization
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scheme was proposed to take advantage of the narrow bandwidth and deterministic MI

channel response. An underwater MI link with data rate of 24 kbps and transmission power

of 3 mW at the distance of 0.8 m was achieved in the lab.

Offshore pipelines will play more and more important roles in the IoUT applications.

Because it not only requires regular health monitoring which will generate valuable sensing

data that needed to be transmitted to the onshore base station. It can also serve as a signal

propagation medium and provide a robust and fast stress wave channels for underwater

communications. As shown in Section 4, the stress channel has negligible pathloss and

deterministic channel responses. However, it suffer from multimode dispersion and rever-

beration distortion from both ends, which results in long delay spread. The zero forcing

equalization as well as OFDM are adapted to tackle the ISI. The lab-scale experiments

demonstrate that the received stress wave signal can be successful demodulated.

Different underwater communication technologies have their own advantages as well as

drawbacks. Taking advantages of different communications to form a hybrid network is a

promising solution to combat the harsh underwater environments. To enable the power

efficient data collection for UWSNs and prolong the network lifetime, AUVs was introduced

into the UWASN for data collection using MI wireless communications. The optimal AUV

data collection strategy including anchor nodes selection, traveling path determination,

and hybrid flow routing was formulated as a mix-integer linear programming problem. The

number of anchor nodes is the key parameter to decouple the complex formulation. The

proposed AANSFR algorithm can successfully solve the problem. The numerical evaluation

shows that the network lifetime can be significantly improved (> 3 times) by the hybrid

networking.

6.2 Future Works

Both MI wireless communications and wireless power transfer are based on the resonant

coupling between two coils. Utilizing the existing MI communication system to perform
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underwater wireless power transfer would be a potential solution that can resolve the un-

derwater power limitation problem. For wireless power transfer the high Q coil would be

preferred since power efficiency is determined by the Q value. However, for wireless commu-

nications, high Q also means narrow communication bandwidth. Therefore, how to design

an intelligent coil antenna that can self-adapt to communication as well as power transfer

requirements would be the first consideration.

Another interesting topic is the underwater acoustic cooperative beam-forming enabled

by the underwater MI wireless communications. Thanks to the negligible propagation delay,

accurate synchronization can be achieved among underwater devices such as an AUV swarm.

Therefore, precise carrier phase control would be possible, which enables the acoustic coop-

erative beam-forming. The cooperative acoustic beam-forming will reduce the man-made

acoustic noise pollution to the ocean environments. The key question is how to perform MI

synchronization among many MI devices? Also, what is the minimum bandwidth require-

ment?

As an extension of the present work a full scale experiment implemented in an actual

offshore pipeline is necessary to further validate the accuracy of the proposed stress wave

channel model, and the effectiveness of the proposed PHY layer techniques. It should be

based on the actual subsea field testing results to determined what kinds of the channel

coding scheme should be adapted to improve the reliability. Especially, if the noise power

of a running pipeline is small enough, the complex error correction channel coding might

be unnecessary. How to evaluate the pipeline healthy conditions purely based on the stress

wave channel information is also a very interesting and useful topic.
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