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ABSTRACT

The technology to determine the location of a mobile device, also called localization technology,

enables us to develop applications and systems that can optimize our work and lives in the physical

world. Many IoT applications today rely on GPS for localization. However, GPS fails to provide the

necessary location accuracy for indoor applications. Ultra-wideband (UWB) radios have facilitated

accurate and precise (10 cm) indoor localization in the past few years. Wireless interference can

severely impact the performance of localization and communication systems. Many localization and

communication systems avoid or mitigate the destructive interference, which can lead to inefficient

use of the wireless spectrum. A relatively new research approach to increase efficiency and scalability

is to enable concurrent transmissions, i.e., create techniques that allow multiple transmitters to

transmit their packets concurrently while enabling the receivers to successfully receive and decode

those packets and consequently reduce the total time required for packet exchanges. Time-of-

arrival (ToA)-based localization and angle-of-arrival (AoA)-based localization are two common

techniques for precise indoor localization with UWB radios. A UWB receiver node can measure

the difference in ToA or AoA from multiple UWB transmitter nodes by analyzing the channel

impulse response (CIR). Related work investigated the feasibility of UWB ToA-based concurrent

localization, but existing solutions are not practical in real-world environments due to scalability

and accuracy issues. To the best of our knowledge, there is no prior work on concurrent AoA

estimation. In this dissertation, we focus on three main challenges: (1) designing a reflection

resilient concurrent response detection algorithm by making use of the difference between the

time deviation of concurrent peaks and multipath components (MPCs); (2) relaxing transmitter

processing time constraints by using a clock skew correction method to minimize inaccuracies

caused by clock drift; and (3) investigating the feasibility of concurrent AoA estimation with UWB

radios and designing an efficient, scalable, and accurate indoor localization system using the angle

difference of arrival (ADoA) technique. Our research not only creates new algorithms and designs

of localization systems but also evaluates their performance using real-world implementations on

state-of-the-art hardware platforms and testbeds.
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Chapter 1

Introduction

Finding the location of persons and things has always been of interest to people. Humanity has

always been looking for efficient and effective ways to accomplish their goals of locating people and

things. Applications of localization, such as tracking and navigation, can help us in numerous ways

in our everyday lives. For example, navigation is more efficient if we know our current location

on a map and possible paths to the destination. Asset tracking, safety, proximity marketing, and

warehouse monitoring are some of important applications of location tracking. Location-based ser-

vices (LBS) have become an essential component of the Internet of Things (IoT) in the past few

years. Knowing the location of sensors and mobile devices helps us infer useful information and

insights about our surroundings. We can use the Global Positioning System (GPS), Galileo, or

Global Navigation Satellite System (GLONASS) to find the current location of IoT devices. How-

ever, in indoor environments, these positioning systems fail to provide the accuracy and precision

level required by many indoor applications, since the direct path or the line-of-sight is blocked

by building structures. With the development of ultra-wideband (UWB) radios, it is possible for

indoor localization systems to achieve highly accurate and precise (10 cm) position estimation [10].

UWB radios utilize a bandwidth larger than 500 MHz, which makes them resilient to multipath

fading effect. Compared to narrow-band and wide-band, these radios have a better ability to detect

first path, or line of sight (LoS), and consequently better performance when it comes to calculating
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the time of arrival (ToA) of a packet.

We investigated problems in UWB-based localization systems and identified two main chal-

lenges. First, in case of completely blocked LoS or presence of strong multipath, non-line of sight

(NLoS) signals can degrade the performance of ToA estimation and decrease the accuracy of lo-

cation estimates. In most realistic environments, NLoS is inevitable. Numerous research studies

already investigated the problem of NLoS [13,24,32]. In our work, we examine the NLoS problem

by carefully looking at the behavior of radio frequencies (RF) and their impact on UWB indoor

localization. Second, like many other wireless technologies, UWB radios are prone to failure in the

presence of destructive interference. The interference is inevitable when multiple wireless devices

use the same part of the wireless spectrum at the same time for communication. Researchers stud-

ied the impact of wireless interference on the performance of UWB localization [48]. When we look

at the above two problems in the context of scalability, the main challenge is wireless interference.

According to IoT Analytics, the number of connected IoT devices reached 7 billion in 2018. This

number is forecast to reach 21.5 billion by 2025 [39]. It is crucial to find scalable and efficient

solutions to tackle the interference issue.

1.1 Scalability and Efficiency of UWB-based Indoor Localization

Systems

There is a body of research in the area of wireless communications that address the problem of

wireless interference. Traditional solutions suggest using medium access control (MAC) protocols

to either avoid/prevent or mitigate the destructive interference. Since carrier sensing is generally

not feasible for UWB radios, IEEE 802.15.4 UWB standard suggests using ALOHA protocol as the

UWB MAC protocol [30]. ALOHA and similar MAC protocols are not scalable. These solutions

are only suitable for networks with a low density of channel access since their performance drops

drastically beyond 18% channel utilization [11, 38]. In fact, finding a scalable MAC protocol for

UWB networks is still an open problem.
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In traditional localization solutions, there is a trade-off between scalability and efficiency. To

support a large number of devices, these solutions avoid or mitigate interference, leading to inef-

ficient use of the wireless spectrum. Some solutions separate the transmission (TX) time of each

device by using a time-division multiple access (TDMA) method or a random access/back-off pro-

tocol. We call these techniques the class of avoiding interference. Avoiding interference usually

impairs the ability of a system to scale. Solutions that avoid interference only allow one device to

transmit (TX) at a time. With an increase in the number of devices, it becomes harder to avoid

interference while maintaining a fast update rate for all nodes. Another category of solutions re-

moves or minimizes the impact of interference by correcting the errors in the received (RX) signals

and packets. We call these techniques the class of mitigating interference. Mitigating interfer-

ence decreases efficiency. Solutions that mitigate interference make use of additional information

embedded in the packet to recover from errors or use redundant packets to increase the chance

of transmission without interference. With the increase in the level of interference, mitigation of

interference incurs a large overhead.

A more promising solution to tackle the interference problem is to utilize concurrent trans-

missions. Concurrency-based solutions allow signals from multiple transmitters (TX) to overlap.

Traditional localization and communication systems utilize concurrent transmission to increase the

probability of packet reception (RX) [18, 32]. When multiple devices transmit the same packet at

the same time, constructive interference increases the received signal power; hence, the receiver

(RX) has a higher chance to decode the packet correctly. A number of recent studies in the area

of UWB radios utilize concurrent transmissions differently, aiming to increase the scalability and

efficiency of localization systems [6, 7, 22, 23]. Concurrency-based UWB localization systems allow

signals from multiple devices to overlap to reduce the time required for all transmissions to finish.

These solutions exploit features of the channel impulse response (CIR) of overlapping packets to

extract information about each transmitter.

In concurrency-based UWB localization systems, an initiator node broadcasts a SYNC packet

to synchronize multiple responder nodes. Upon reception of the SYNC packet, responder nodes

3



schedule their next transmission in a way that they almost completely overlap. The estimated CIR

at the receiver contains information about each transmitter. The receiver can extract information

about the physical placement of each responder by analyzing signal peaks in the CIR. A peak in the

CIR indicates the arrival of a signal belonging to a responder node. Many of the indoor localization

systems, including state of the art [7,23], have been demonstrated on the DW1000 [10] UWB radio

platform. DW1000 accurately estimates the time of arrival (ToA) of the first arriving signal (first

path). DW1000 uses a threshold to separate the channel noise from the first path. In concurrency-

based localization systems, a receiver can emulate the same algorithm used by DW1000 to detect

signals from other responders. Further, the receiver can calculate the difference between the ToA

of the first responder and other responders. Concurrency-based UWB localization solutions use the

difference in ToA to find the location of the receiver tag node. However, these solutions face three

challenges that affect their localization accuracy and their ability to scale:

1. Strong multipath: Concurrency-based UWB localization solutions rely on detecting signal

peaks from multiple responder nodes in the CIR estimate at the receiver. In the presence of

strong multipath, it is hard to distinguish responder signal peaks from multipath components

(MPCs). To tackle this issue, the state of the art suggests response delay modulation, which

is separating responder signal peaks by adding a specific delay to each response [7, 23]. The

amplitude of MPCs decreases when they get farther away than the first responder peak.

With enough separation, we can assume that the amplitude of any MPCs would be negligible

compared to the responder peak. However, this solution impacts the scalability of responders

since CIR has limited space.

2. Clock drift: Responder nodes usually use separate free-running oscillators. The behavior

of each oscillator depends on its mechanical characteristics and environmental effects such

as temperature, voltage, vibration, pressure, etc. The different behavior of each oscillator

causes clock drift against each other. Clock drift causes inaccuracies in packet transmission

scheduling, which ultimately impacts the accuracy of the ToA estimate of multiple responder
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peaks. The literature in this area suggests minimizing the processing and scheduling delay

at the responder nodes to minimize the effect of clock drift [6, 7]. This solution increases the

complexity and makes it hard to implement such systems in real-world scenarios.

3. Transmission scheduling uncertainty: The transmission scheduling uncertainty of DW1000

introduces a jitter of approximately 8 ns, which can cause up to 2.4 m of the localization er-

ror. Solutions provided by state of the art require the transmission of additional information

to tag receiver nodes and the knowledge of antenna delays to correct the error induced by

this scheduling uncertainty [23]. These solutions increase the complexity of such systems and

make them harder to deploy and implement in real-world scenarios.

1.2 Dissertation Contributions

In this dissertation, we address all three issues mentioned above. We also take the initial steps in

standardizing NLoS benchmarking to make results from different studies comparable. We make

the following contributions:

• We study the feasibility of providing a standard benchmarking framework to compare results

from different studies that build UWB-based localization solutions. We present a methodology

to observe the effects of attenuation and refraction on UWB radio signals by minimizing

reflection and diffraction. We explore the true effect of attenuation and refraction on UWB

radio signals when the signal propagates in different construction materials. We published

this work as a workshop paper at IEEE CPSBench 2018.

• We study the feasibility of detecting concurrent peaks from MPCs. We design an algorithm

to detect concurrent responses in run-time, resilient to strong reflections. Our algorithm

makes use of the difference between the time deviation of concurrent peaks and multipath

components (MPCs). Further, we relax responder processing time constraints by using a

clock skew correction method to minimize inaccuracies caused by clock drift. We published

this work as a conference paper at IEEE DCOSS 2019.
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• We study the feasibility of providing a solution to increase the accuracy of concurrent lo-

calization systems. For this purpose, we study the feasibility of concurrent angle of arrival

(AoA) estimation with UWB radios and comparison with sequential AoA estimation baseline.

Since AoA estimation only relies on the phase difference of arrival (PDoA) between multiple

antennas at a receiver, it is unaffected by the transmission scheduling uncertainties. Further,

we design an efficient, scalable, and accurate indoor localization system using the angle dif-

ference of arrival (ADoA) technique. Our algorithm works with both sequential AoA and

concurrent AoA, overcomes the front-back angle measurement ambiguity problem, and works

with unknown tag tilting. We published this work as a conference paper at IEEE DCOSS

2020.

In summary, despite the efforts in improving the scalability and efficiency of UWB-based lo-

calization systems, there are still many challenges and issues left unaddressed, which affect their

accuracy, scalability, and implementability in the real-world scenarios. The main focus of this Ph.D.

dissertation is to tackle these issues and provide scalable and efficient localization solutions while

maintaining the accuracy required by many indoor localization applications.
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Chapter 2

Basics of UWB-based Localization

Systems

2.1 Ultra-widedband Radios

The range of frequencies a radio transceiver uses for TX and RX determines the frequency band-

width. UWB radios use a wide frequency bandwidth (> 500 MHz) compared to other radios like

WiFi that uses 20 MHz or 40 MHz bandwidths. UWB radios use a sequence of pulses that are

very short in time (< 2 ns), which requires using an ultra-wide bandwidth. The use of short pulses

makes UWB radios resilient to multipath fading, which helps us distinguish the first path of the

signal from the multipath components.

For our research, we use Decawave DW1000 [10], a low-power low-cost commercial UWB chip,

compliant with IEEE 802.15.4 UWB standard. DW1000 facilitates a reliable and long-range (up to

290 m) communication, which also makes it useful as a connectivity component for IoT applications.

DW1000 operates in 3.5 GHz to 6.5 GHz center frequency with bandwidth choices of 500 MHz and

900 MHz. The radio chip can estimate and report the CIR of the received packets along with RX

quality information.
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2.2 Channel Impulse Response

We can simplify the definition of CIR of a received packet as the energy level received over time.

CIR is effective in representing multipath propagation of the received signal. Figure 2.1 shows a

typical CIR estimate with LoS and MPCs visible. UWB radios estimate CIR by accumulating the

preamble sequence on the receiver side. The receiver correlates the received signals against a known

sequence and accumulates correlation values for multiple repetitions of preamble sequence. Then

by analyzing CIR, we can find the first path, or LoS, for the signal. Finding the first path helps

with finding the precise ToA of the packet. DW1000 uses a threshold-based algorithm to find the

first path.
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Figure 2.1: Typical CIR at the receiver node with the UWB transmitter at 6 m in complete LoS.
The first path arrived at around 10 ns, which is the largest peak. Other peaks belong to MPCs.

2.3 Propagation of Radio-Frequency Signals

Propagation of radio waves in various mediums has different behaviors. NLoS transmission is

the transmission of radio signals where a material obstructs LoS between the transmitter and the

receiver. As shown in Figure 2.2, when a radio wave hits an obstacle, it may be impacted by one
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of the following ways:

Attenuation: Amplitude or signal strength may decrease due to the absorption of the signal.

Refraction: Waves may change direction when it goes from a medium to another medium with

different density due to change in the propagation speed.

Reflection: Waves may bounce from a smooth object larger than its wavelength.

Diffraction: Waves may bend and change direction around an object, especially the sharp edges,

by maintaining their original speed and become a secondary source of waves.

Figure 2.2: Propagation of radio waves when interacting with an obstacle of a different medium.
Signals can be attenuated, refracted, reflected, or diffracted.

Signals arriving at an RF receiver always are a combination of the above four phenomena, which

makes it challenging to study each of them separately. To reduce or minimize the effect of each

of these phenomena, we can design special experimental settings by using absorbent materials or

highly reflective materials. An anechoic chamber is a room designed to isolate transceivers from

outside noise. The room is covered with highly absorbent materials to absorb signals and prevent

reflections. Conducting the experiments in an anechoic chamber minimizes signal reflections and

diffractions.
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2.4 Ranging

There are several ways to estimate the distance (ranging) between two UWB radio transceivers

[43,46]. Many techniques rely on the estimation of time of flight (ToF), the time it takes for a packet

to travel from TX to RX. We can then calculate the corresponding distance using Equation 2.1, with

v being the propagation speed of electromagnetic waves in the medium. In wireless transmission,

v is approximately the speed of light (≈ 3× 108 m/s).

d = v × ToF (2.1)

Poll

Response

Tround Treply

ToF

ToF

Initiator Responder

Figure 2.3: Illustration of single-sided two-way ranging. The initiator node sends a ranging poll
message. Responder node replies with a message including dynamically calculated Treply, so that
the initiator can calculate ToF.

2.4.1 Single-sided Two-way Ranging

Single-sided two-way ranging (SS-TWR) [55], a part of the IEEE 802.15.4 UWB standard [30],

estimates the distance between two radio transceivers without needing to synchronize the two
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devices. As shown in Figure 2.3, the side which estimates the distance (initiator node) sends a

ranging poll message. The receiver side (responder node) then replies with a response message,

including the dynamically calculated Treply value embedded in the packet. Finally, the initiator

uses Equation 2.2 to calculate the ToF.

ToF =
Tround − Treply

2
(2.2)

2.4.2 Asymmetric Double-sided Two-way Ranging

We can use an asymmetrical double-sided two-way ranging method, which is one of the most com-

mon and practical UWB ranging techniques in indoor localization, to estimate the range between

transceivers. Since DW1000 is capable of reporting ToA of packets with the sub-nanosecond resolu-

tion, it enables us to calculate the ToF with decimeter-level precision. Figure 2.4 shows the message

exchange protocol. Using the reported timestamps, we can calculate ToF with Equation 2.3 [11].

Poll

Response

Tround1 Treply1

ToF

ToF

Initiator Responder

Poll

Tround2Treply2

ToF

Figure 2.4: Illustration of asymmetric double-sided two-way ranging. First, the initiator sends a
ranging poll message. Then the responder sends a response. Finally, the initiator sends a final
message, including Tround1 and Treply2, so that the responder can calculate ToF.
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ToF =
Tround1 × Tround2 − Treply1 × Treply2
Tround1 + Tround2 + Treply1 + Treply2

(2.3)

Poll

Response

Tround Treply

ToF

ToF

Initiator R1 R2 Rn...

Treply

Treply

Δt1

2Δt1

Δtn-1

2Δtn-1

CIR

...

Figure 2.5: Illustration of concurrent ranging. The initiator node sends a ranging poll message. All
responders (R1, R2, ..., Rn) reply with the same Treply delay. Since Ri+1 receives the poll message
with ∆ti delay, the response from Ri+1 would be received by the initiator node by 2 ×∆ti delay.
Although the initiator only receives the packet from R1, signals from all other responders are visible
in the estimated CIR.

2.4.3 Concurrent Ranging

Concurrent ranging refers to a methodology that an initiator radio node measures the distance

from multiple responder radio nodes (quasi-)simultaneously. A recent work studied the feasibility

of UWB concurrent ranging [6]. As shown in Figure 2.5, the initiator node broadcasts a ranging

poll message. Every responder node replies with the same Treply delay. The initiator node receives

the response from the closest responder node (R1) first. All other responses (R2, R3, ..., Rn) reach

the initiator node with an additional 2 × ∆ti delay, with ∆ti being the time difference between

the reception of the ranging poll message in R1 and Ri+1. More precisely, the initiator node only

receives the packet from R1, but signals from other responders are also visible in the estimated
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CIR. The initiator first calculates its distance with R1 using Equation 2.2. The initiator node can

then calculate the difference in ToF between R1 and all other responders by analyzing the CIR.

2.5 Angle of Arrival

AoA or angle of incidence is the angle at which a packet arrives at the receiver. A common

technique for AoA estimation is to use multiple antennas. When a transmitter is at an angle non-

perpendicular to the surface of the receiver antennas, packets arrive at different times at different

antennas. We can measure this difference using either the time difference or arrival (TDoA) or the

PDoA. Ideally, the receiver radio should be able to switch between different antennas to measure the

TDoA or the PDoA. Instead, Decawave proposed to use two receivers running on the same crystal

oscillator (XTAL) [15,45]. Figure 2.6 illustrates the idea of AoA estimation with two radios clocked

from the same XTAL, along with the Decawave PDoA Node DWM1002, a recently introduced AoA

estimation platform with two DW1000 radios. Using the same XTAL is crucial since we need the

same time and phase reference for both receivers to be able to measure TDoA or PDoA precisely.

Since the timing resolution of DW1000 is not suitable for AoA estimation using TDoA between the

two antennas, Decawave suggested using PDoA to estimate AoA [15].

From Figure 2.6, the difference in path length (p) is related to the distance between antennas

(d) and AoA (θ) as Equation 2.4.

p = dsin(θ) (2.4)

For a carrier frequency, f , the signal wavelength is λ = 2πc/f , where c is the speed of light.

PDoA (α) is related to p and λ (or f) as Equation 2.5.

α =
2π

λ
p =

f

c
p (2.5)

Finally, we can calculate θ as Equation 2.6.
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Transmitter

p

d

Receiver
A

Receiver
B

XTAL

Figure 2.6: Illustration of AoA, and the front and back view of the PDoA node (DWM1002). Two
receivers are clocked from the same XTAL to ensure a synchronized frequency. Arriving signals at
an angle of θ cause path difference of length p, which makes different PoAs at each antenna.

θ = arcsin
αλ

2πd
(2.6)

Further, since −π ≤ α ≤ π, to have a one-to-one mapping between θ and α for −π/2 ≤ θ ≤ π/2,

we need to place the antennas in a distance such that d ≤ λ/2.

In DW1000, we can use I and Q samples for the first path in CIR for the received packet to

calculate the PoA.
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2.6 Impact of Timing Limitations on Concurrent Ranging

2.6.1 Transmission Scheduling Uncertainty

The DW1000 chip has a limited TX timestamp resolution. The chip reports the RX timestamp for

each packet with a resolution of ≈ 15.6 ps. However, the chip can only schedule the TX time of a

packet with a resolution of ≈ 8 ns. Since we schedule the response packets for concurrent ranging

by adding a delay to the RX timestamp of the ranging poll message, the TX timestamp has ± 8 ns

of jitter. Consequently, the concurrent signals received by the initiator have the same level of jitter,

which causes uncertainty in ToA estimation.

2.6.2 Clock Drift

Oscillators have different behavior over time due to mechanical characteristics and environmental

effects such as the change in temperature, vibration, pressure, and voltage. A clock consists of

an oscillator to measure time. Embedded devices are usually equipped with a clock to facilitate

timing. Any two independent clocks cause inaccuracies that directly affect the performance of

UWB concurrent ranging systems. Each concurrent responder should reply with a fixed delay after

reception of the ranging poll message, but they cannot count time at the same rate due to clock

drift. We can potentially correct these inaccuracies by modeling the clock behaviors.

2.6.2.1 Clock Modeling

With a continuous clock model, C(t) is the time reported by a clock at ideal time t. Clock offset,

θ(t), is the difference between the ideal time and clock time, as shown in Equation 2.7.

θ(t) = C(t)− t (2.7)

We can also define relative clock offset for clocks A and B with Equation 2.8.

θAB(t) = CA(t)− CB(t) = θA(t)− θB(t) (2.8)
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Clock skew, α(t), is defined as the first derivative of clock offset. As shown in Equation 2.9, we

can estimate the clock skew using the normalized difference of two different offset values in a time

period of τ .

α(t) =
dθ(t)

dt
≈ θ(t+ τ)− θ(t)

τ
(2.9)

With a discrete clock model, we can estimate the clock skew by re-writing the Equation 2.9 as the

normalized difference of offsets in two sequential time steps, θ[n − 1] and θ[n], as Equation 2.10.

Each time step might have a different length. τ [n] refers to the length of the time period in step n.

α̂[n] =
θ[n]− θ[n− 1]

τ [n]
(2.10)

Finally, we can define the estimated relative clock skew for clocks A and B as Equation 2.11.

α̂AB[n] = α̂A[n]− α̂B[n] =
θAB[n]− θAB[n− 1]

τ [n]
(2.11)

16



Chapter 3

Related Work

3.1 NLoS RF Propagation Studies

Researchers have characterized the propagation of radio frequency signals through different mate-

rials. There is prior work analyzing the impact of building walls and objects on the propagation

model and degradation in the reliability of RF communication. Table 3.1 shows that different

studies used different settings and materials for NLoS benchmarking. Thus, there is a lack of a

standard benchmark in RF propagation studies.

Table 3.1: NLoS RF Propagation Studies

Ref Frequency Band Environment Type of Material

[62]
0.5 to 2 GHz

and 3 to 8 GHz
Laboratory

Brick, Brick-faced Concrete,
Brick-faced Masonry, Drywall,

Uncoated Glass, and Dry Lumber

[63] 0.2 to 3 GHz Academic Building Cinder Blocks

[4] 0.9 GHz Laboratory Brick and Concrete

[21]
0.5 to 2 GHz

and 3 to 8 GHz
Laboratory Concrete

[61] 0.8 to 6 GHz Laboratory
Windows with

Transparent Conductors

[47] 0.7 to 5 GHz Residential Building Not Reported
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3.2 Wireless Interference

There is a large body of work that tries to address wireless interference as an issue to avoid, prevent,

or mitigate. There is some recent work that tries to leverage interference to improve some aspects

of communication.

Interference Avoidance/Prevention: The devices can use random access/back-off style or

TDMA style protocols to try to avoid or prevent interference. Another work shows that piggyback-

ing UWB packets over existing network traffic reduces the traffic and avoids collisions [50]. Since

carrier sensing is generally not feasible for UWB networks, IEEE 802.15.4 UWB standard suggests

ALOHA for channel access [30]. Solutions similar to ALOHA are suitable for scenarios with a small

number of wireless nodes, and they cannot scale because the performance drops drastically with

an increase in channel utilization beyond 18% [11,38].

Interference Mitigation: Research has shown the effectiveness of the use of non-linear filters

in removing the interference [54]. Another study uses matched filters to mitigate UWB interfer-

ence and correct for ranging errors [48]. Forward error correction (FEC) or retransmissions are

effective methods in mitigating packet corruption or loss in UWB. DW1000-based solutions utilize

these standard techniques to make the network work to some extent despite interference. These

techniques incur large overhead and work poorly in dense or busy networks.

Interference Exploitation: Concurrent TX from multiple wireless devices is the key component

of these solutions. Glossy [18] used concurrent transmissions to build a time synchronization sys-

tem through network flooding while maintaining the reliability of packet reception. SurePoint [32]

exploits concurrent transmissions for flooding-based time synchronization in UWB networks to

increase the reliability of packet reception. A relatively new study investigated the feasibility

of utilizing concurrent transmissions for UWB-based localization systems [6]. Other studies ad-

dressed several technical challenges to improve the performance of concurrency-based localization

systems [7, 22, 23]. Another study demonstrated the feasibility and performance of concurrent

communication with UWB radios [65].
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3.3 Indoor Localization

Table 3.2: UWB-based Indoor Localization Techniques

Localization Technique Advantages Disadvantages

S
e
q
u

e
n
ti

a
l

Two-way Ranging (TWR)
Accurate Not scalable
Time synchronization is not required High power consumption

High air-utilization

Time Difference of Arrival (TDoA)
Scalable Accurate time synchronization is required
Low power consumption for tags

Angle of Arrival (AoA)
Low power consumption Requires 2 UWB radios per anchor
Low air-utilization Front-back ambiguity
Time synchronization is not required Unknown tag tilting

C
o
n

c
u

rr
e
n
t Concurrent TWR

Saves air-time by using concurrency Not accurate due to TX timestamping issue
Not scalable

Concurrent TDoA
Saves air-time by using concurrency Not accurate due to TX timestamping issue

Requires antenna delay calibration

Concurrent AoA (AnguLoc)
Saves air-time by using concurrency Requires 2 UWB radios per anchor
Low power consumption and air-utilization
Accuracy does not rely on TX timestamping

There are many indoor localization techniques developed, specifically for UWB radios (Ta-

ble 3.2). Concurrency can increase the efficiency and scalability of indoor localization, but existing

concurrency-based solutions fail to achieve the same level of accuracy as sequential measurement

solutions.

3.3.1 Concurrent Ranging

Concurrent ranging refers to a methodology in which an initiator radio node measures the distance

from multiple responder radio nodes (quasi-)simultaneously. Researchers have studied the feasibility

of UWB concurrent ranging [6]. There are several critical issues that we need to address, to be able

to build a real-world UWB concurrent ranging. Several research studies identified some of these

issues and provided potential solutions [6, 7, 22,23].

3.3.1.1 Detection of Concurrent Responses in Run-time

A practical UWB concurrent ranging system needs to automatically detect concurrent signal peaks

in run-time. Researchers have developed several peak detection and first path detection methods,

which the existing research work and patents widely use [6, 17, 29, 33, 44]. However, it is still hard
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to detect concurrent responses when response signals overlap with each other or when responders

are in approximately the same distance from the initiator (equidistant responders), or their MPCs.

Using a priori knowledge of the location of the responder nodes helps to detect concurrent signals,

but it does not solve the problem of equidistant responders [6] The related work proposed two

solutions for automatic peak detection, but they did not comprehensively evaluate such methods

for real-world UWB concurrent ranging systems [6,22]. The first solution is to use a matched filter

and correlate the CIR with a pulse shape template to find responder signals. To create different

signal shapes, they suggested using different Pulse Generator Delay (PG DELAY) values. Their

method also aims to solve the problem of equidistant responders. However, the overlapping strong

MPCs can completely obscure the concurrent signals, which makes it very hard to detect them. The

second solution is to mitigate the impact of strong MPCs by using a response position modulation,

which adds a delay to each concurrent response to separate them in time. However, we can only fit

a limited number of concurrent responses in CIR samples due to its limited size. Combining these

two methods can theoretically increase the maximum number of concurrent responses, but it is not

thoroughly evaluated in the presence of strong MPCs.

3.3.1.2 Identification of Concurrent Responders

UWB concurrent ranging relies on receiving all the responses within a short time. However, the

initiator node only receives one packet (usually from the nearest responder). The initiator then

detects concurrent responses by analyzing the estimated CIR for the received packet. Thus, the

initiator cannot use any high-level (e.g., packet-level) identification information inside the concur-

rent responses. Using different pulse shapes (by using different PG DELAY) for each responder

and using a matched filter can potentially help identify the individual senders [22].

3.3.1.3 Ranging Error Due to Clock Drift

Typically, responders use independent frequency oscillators, which can drift against each other due

to both environmental effects and mechanical differences. Since we measure the difference in the
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distance only using the difference in the ToA, each responder needs to minimize the jitter in its

reply time. Hence, every responder adds a constant delay to the RX time of a request packet

to calculate the TX time of the response packet. Since this time delay is referenced to a local

frequency oscillator, the actual TX delay is not consistent with other responders. The jitter in

the TX time caused by clock drift causes inaccuracy in ToA of concurrent signals received by the

initiator node. One technique to address this problem is to minimize the constant delay so that all

responders transmit as fast as possible to reduce the clock drift-induced error [6]. Minimizing the

delay requires a specific set of radio configurations and specialized software on the main processor.

For the DW1000 chip, each preamble symbol duration is ≈ 1 µs [11]. The chip supports preamble

lengths up to 4096 symbols. Since the radio needs to send the preamble before the scheduled TX

time, the 330 µs delay used in the recent studies requires using a maximum preamble length of

256 symbols [6]. However, achieving longer ranges requires longer preamble lengths [11]. Also,

the specialized software should be fast enough in reading and processing the packet to be able to

minimize the delay, which limits its functionalities. To solve this problem, we use a clock skew

correction method based on time transfer techniques. Researchers have developed several time

transfer methods [18,42,68] to synchronize independent clocks, and frequency oscillator disciplining

methods [14, 40] to synchronize the frequency of local oscillators. Our work uses a clock skew

estimation technique similar to [35,53].

3.3.2 Concurrent Time Difference of Arrival

Existing concurrency-based localization systems (e.g., SnapLoc [23] and Chorus [7]) use ToA in-

formation for all concurrently received packets. The main problem with concurrent localization

systems is their failure to achieve high resolution timestamping that sequential localization sys-

tems can achieve, which affects the quality of location estimates, i.e., 1.0016 ns for concurrent vs.

15.6 ps for sequential on DW1000 platform. On the contrary, AoA estimation only relies on phase

information and is not affected by timestamping jitter.
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3.3.3 Angle of Arrival

Many research studies explored various ways to measure AoA [31, 66, 67], including by calculating

the PDoA using two radios clocked from the same crystal oscillator [15,45]. AoA-based localization

systems typically face front-back ambiguity and AoA receiver unknown tilting problems. One

way to address these two challenges is to measure AoA on the anchors’ side and assume known

tilting [64, 67]. Researchers developed methods to address the unknown tilting problem, but they

assumed no front-back ambiguity on the angle measurements [58, 71]. Another research study

uses at least 3 UWB radios on a circular shape, clocked from the same frequency oscillator, for the

anchor to concurrently estimate the location of 3 tags by combining the ToF and phase information.

However, their proposed method cannot scale the number of tags [66].
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Chapter 4

Toward Standard Non-Line of Sight

Benchmarking of UWB Radio-based

Localization

UWB radios have received significant attention in the past few years after the development of

affordable commercial chips like DW1000 [9] by Decawave [1]. UWB radios facilitated precise indoor

localization due to the capability of estimating the ToA of wireless packets in sub-nanosecond level;

hence it drew the attention of researchers and even made its way to industrial solutions. While

researchers proved that UWB-based localization techniques are viable solutions, yet there is no

benchmarking standard to fully understand the localization performance in different scenarios. It is

difficult to make a systematic comparison between proposed solutions without a proper performance

evaluation standard; furthermore, the evaluation scenarios typically used in research are not similar

to real-world deployment environments.

Researchers developing new UWB-based, including Decawave-based, localization systems, eval-

uate their new approaches typically in LoS scenarios, and occasionally also in NLoS scenarios. The

reason to include these scenarios in their evaluation is that they want to mimic realistic environ-

ments, which consists of a mix of LoS and NLoS scenarios. LoS scenarios are well-defined and
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generally mean no visual obstruction between the tags and the anchors used in UWB localization

experiments. Unfortunately, we have found no consistent definition of NLoS scenarios. It appears

that the researchers are using walls or other types of obstruction as NLoS, i.e., visual NLoS scenario.

While the intention of the researchers in incorporating NLoS experiments is commendable and is

in the right direction for the field, without understanding UWB propagation properties of UWB

through those obstructions, it is difficult to not only compare results from different publications

but also to know if we are truly evaluating UWB-based localization where the tags and the anchors

may have “difficult” obstructions in-between: a thin paper may create a visually NLoS scenario.

However, it will not have much impact on localization performance. Thus, NLoS is loosely defined;

hence it is interpreted differently in various contexts.

From a technical standpoint, there is a clear difference between LoS and NLoS scenarios. A

radio signal, when LoS is obstructed, can be attenuated, refracted, reflected, or diffracted. The

receiver always receives a combination of the signals mentioned above with different proportions.

Although visual NLoS blocks LoS between transceivers, a large proportion of radio signals may

still be able to penetrate the obstructing material. Refracted signals are delayed compared to the

LoS signal; hence they add a positive bias to ToA observed by the receiver, which translates to

ranging bias in distance estimation and localization applications. With prior knowledge of the

environment, including possible sources of reflection, and obstructions’ shape and material, we may

be able to correct the positive bias caused by the delayed signals. The localization techniques

developed by researchers routinely use these properties of UWB propagation through obstacles.

If NLoS is interpreted inconsistently, a technique that claims to work well in one NLoS scenario

may not work well in an NLoS scenario replicated by another researcher. In fact, this has been

one of the challenges in the field of UWB-localization because researchers have found it challenging

to replicate the results reported by others despite a large number of researchers using the same

Decawave chips.

It can be extremely challenging to identify what truly happens to radio signals, especially in

real-world dynamic NLoS scenarios. With the lack of a proper benchmarking standard, research
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studies created their own test scenarios to evaluate their proposed localization solutions. Since it is

hardly possible to create exactly the same customized test environments from one study in another

one, it is impossible to correctly compare their results. Furthermore, the physical properties of

the obstructing material, even if the same material is used, affect the behavior of radio signals:

(1) Thickness and substance affect attenuation and refraction. (2) The smoothness of the surface

affects reflection. (3) Shape and thickness of edges affect diffraction. The two latter cases are

harder to characterize when we try to understand NLoS scenarios in a typical test environment.

We take the first steps toward standard NLoS benchmarking to understand how attenuation

and refraction affect radio signals. Our contributions are:

• We present a methodology to observe the effects of attenuation and refraction on UWB radio

signals by minimizing reflection and diffraction.

• We explore the true effect of attenuation and refraction on UWB radio signals when the signal

propagates in different construction materials.

• We present scenarios where NLoS ranging performance of UWB radios are severely affected

by NLoS. However, it is impossible to identify and mitigate without the use of fingerprinting

and a proper amount of learning data.

4.1 How Do We Evaluate NLoS UWB Today?

Features like large bandwidth, low duty cycle, and high penetration rates enabled UWB indoor

localization systems to achieve accuracies around 10 cm [2]. Three most popular techniques used in

UWB indoor localization are ToA estimation and ranging [28], TDoA [36] and AoA estimation [70]

(e.g., using PDoA [15, 25]). All these techniques use LoS signals to estimate the location of the

target. In all the mentioned approaches handling NLoS signals is a real challenge. We can categorize

the literature work in this area into two sections: Avoiding NLoS signals [6,32] and utilizing NLoS

signals [13]. In avoiding NLoS approaches, the focus is on increasing the chance of receiving the
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Table 4.1: State-of-the-art UWB Localization NLoS Evaluation – Experimental Setup

Ref Test Environment Type of Material Most Probable Material

[56] Lab/office Tables and chairs Wood

[5] Road construction site Vehicles, Loader Metal

[51]
Lab/office, coffee shop,
and dining hall

Furniture Wood

[49]
Academic building
and coffee shop

Walls and furniture Concrete and wood

[69] Corridors and classrooms
Walls, doors,

and desks
Concrete and wood

[24]
Corridor, indoor offices,
and parking areas

Not reported Concrete and wood

[60] Residential apartment Not reported Wood and brick

[13]
Room in a
commercial building

Not reported Wood

[59] Heavy machines lab
Metallic surface

and motors
Metal

[32]
20 m × 20 m area
in an academic building

Not reported Concrete and wood

[20] Office space Not reported Wood

[16] Hole in a building Not reported Concrete

[34]
A lecture room,
a cluttered laboratory,
and a corridor

Not reported Concrete and wood

[41]
Several offices,
hallways, one laboratory,
and a large lobby

Not reported Concrete and wood

LoS signal either by using more antennas and links or detecting NLoS signals and discarding them.

In utilizing NLoS techniques, NLoS signals are added to LoS to improve the robustness of indoor

localization systems. These approaches do not try to distinguish between NLoS and LoS signals.

Despite the advancements in both categories (avoiding/utilizing NLoS), the lack of a common

standard to evaluate these works is obvious. In Table 4.1, we summarized experimental setups

used by literature work in the UWB localization area for performance evaluation of their system.

As shown in Table 4.1, there is no common ground to compare the proposed work. Since, in

most of the related work, the authors did not precisely specify the type of materials in their test
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environment, we had to guess the material based on the experiment’s environment. It is essential

to mention that competitions like Microsoft Indoor Localization provide a common environment

to evaluate indoor localization systems. However, they require all the competitors to bring and

set up their systems in a specific location. The focus of our work is providing guidelines toward

standard benchmarking of indoor localization systems. Researchers at TU Berlin also started some

work toward the standardization of indoor localization systems [37]. They proposed a framework to

collect location estimations and ground truth information and also calculate statistical information

about the accuracy of indoor localization systems under test.

The lack of evaluation standard is more severe in NLoS identification techniques since the main

idea in such works is utilizing differences between LoS and NLoS signals. Recently researchers

pointed out the visual NLoS challenge in which walls and objects obstruct the LoS signal, but

the received signal still is very similar to the LoS signal [24]. This phenomenon severely degrades

the performance of previous work in NLoS identification/mitigation area [24]. Decawave (the

manufacturer of DW1000 chips) also studied the problem of visual NLoS signals [19,52]. Our results

also indicate the similarity of LoS signals with visual NLoS signals. One way to detect NLoS is to

compare the signal’s power with the first path power [24]. We show that such techniques are not

reliable in cases where there are not enough multipath components in the received signals.

4.2 Experiments

We conducted experiments with different construction materials in an anechoic chamber to under-

stand how signal attenuation, refraction, and diffraction affect the performance of UWB ranging.

Figure 4.1a and 4.1b show the experimental setup in an anechoic chamber. We divided the chamber

into a small room and a large room by placing an aluminum shielded object between the two rooms.

We placed the transmitter node inside the small room and the receiver node inside the large room.

Despite using an RF-opaque shield, communication is still possible through diffracted signals. We
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(a) Complete NLoS created by the
aluminum-covered signal shield. No
communication is possible.

(b) Experimental setup in an anechoic chamber, showing the
receiver node and aluminum-covered signal shield, allowing
signals to go through only the obstructing material.

Figure 4.1: Anechoic chamber

confirmed that the transceivers could communicate when we removed the diffraction effect by com-

pletely covering edges of the signal shield with signal absorbent walls. Although the signal shield is

covered by multiple layers of aluminum, we verified that one layer of aluminum with a thickness of

0.024 mm is sufficient to completely block signals and no communication would be possible. Fur-

ther, we cut a 158 mm × 158 mm hole in the shield to allow signals to reach the receiver node. Then

we covered the hole with different construction materials so that signals can only go through the

obstructing material. We chose a set of commonly used construction materials in many buildings

so that we can understand how signals propagate in real-world scenarios. Table 4.2 shows a list of

the construction materials we used in our experiment, which we purchased from Home Depot. This

method enables us to observe the pure effect of signal attenuation and refraction caused by different

materials. We used two radinoL4 DW1000 as our transceivers and implemented an application to

collect ranging data, implemented as asymmetrical double-sided two-way ranging, along with CIR

and RX quality information. Transceivers were placed in approximately 3.86 m apart from each

other, operating in UWB channel 2 (4 GHz center frequency and 500 MHz of bandwidth), with

preamble length of 2048, and data rate of 110 kbps.
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Table 4.2: Construction Materials Used in NLoS Experiments

Material Paver Brick Ceramic Porcelain Drywall Rumble Stone Glass Wood Granite Concrete

Thickness (mm) 59 5 5 10 43 2.4 20 10 58

4.2.1 Single Materials

4.2.1.1 CIR Analysis
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Figure 4.2: CIR impacted by different materials obstructing LoS. Signals get attenuated and am-
plitude of CIR is decreased.

Due to the ultra-wide bandwidth of UWB signals (500 MHz), high resolution (1 ns) estimate of

CIR is possible in UWB communication. CIR represents the UWB channel, as many studies have

utilized CIR to find differences in LoS and NLoS signals. In our experiments, only the NLoS signals

which traveled through the obstacle arrive at the receiver. We compare the estimated CIR of the

received signal to study the impact of different materials on channel characteristics. Figure 4.2
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illustrates CIR information after changing the obstructing material between the transmitter and

receiver. As shown in Figure 4.2, despite the changes in amplitude values, the overall pattern of

CIR remains the same and very similar to the original LoS (not obstructed) signal. Figure 4.2

clearly shows the similarity between LoS and obstructed signals.

4.2.1.2 RX Power Level Analysis

When signals travel through an obstacle, they get attenuated and lose energy. We observe this

effect in Figure 4.3, showing the amount of received signal strength as an indicator of the impact of

different materials. Concrete has the highest impact on power and drywall has the lowest impact.
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Figure 4.3: RX signal strength impacted by different materials obstructing LoS. Signals get atten-
uated and the signal power is decreased.

4.2.1.3 Ranging Bias

NLoS propagation of UWB signals through different materials causes the signal to be attenuated and

refracted. Refraction changes the propagation speed of signals and adds a delay, which translates

to ranging bias. Ideally, attenuation and decrease in received signal strength should not impact

ranging accuracy, but previous studies show that ranging has a bias varying with received signal

level [3]. Figure 4.4 shows ranging bias caused by different materials, with paver brick having the
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largest bias.
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Figure 4.4: Reported range impacted by different materials, obstructing LoS. The horizontal solid
line represents the actual distance of 3.86 m. The combined effect of attenuation and refraction of
signals adds a ranging bias.

4.2.2 Composite Materials

We conducted a few experiments to analyze the impact of composite materials on UWB signals.

In each experiment, two layers of different materials are obstructing the LoS signal.
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Figure 4.5: CIR impacted by composite materials obstructing LoS. CIR peak amplitude decreases,
but the shape remains the same.
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4.2.2.1 CIR Analysis

Figure 4.5 illustrates the estimated CIR values after obstructing LoS with two layers of materials.

Figure 4.5a and 4.5b show the impact of single materials on UWB signals separately and once they

are put together to obstruct signals. Multiple layers of different materials, decrease the amplitude

of signals more, but the shape still is the same as LoS signal.

4.2.2.2 RX Power Level Analysis

Figure 4.6 shows the effect of composites on the RSS level, compared to single materials. The

impact is higher compared to single materials.
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Figure 4.6: RX signal strength impacted by different composite materials obstructing LoS. Hori-
zontal dashed lines are median RSS for single materials. Signals get attenuated more than single
materials.

4.2.2.3 Ranging Bias

Figure 4.7 shows the effect of composites on range estimate accuracy. The impact is higher compared

to single materials.
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Figure 4.7: Reported range impacted by different composite materials obstructing LoS. The hori-
zontal solid line represents the actual distance of 3.86 m. Horizontal dashed lines are the median
distance for single materials. Signals get attenuated and refracted more than single materials, which
adds more ranging bias.

4.2.3 Diffraction

In another experiment, we explored the effect of diffracted signals on ranging accuracy. We blocked

LoS between transceivers with an aluminum shield, but this time we allowed signals to be diffracted,

so the communication is possible. The experiment setup is shown in Figure 4.8. The actual distance

between transceivers was 407 cm, but the estimated distance has a median of 405.18 cm. As shown

in Figure 4.8, we can calculate the total distance that signals traveled as d1 + d2 = 405.87 cm.

362 cm 35 cm
25 cm

d1 d2

Node ANode B

Figure 4.8: Illustration of diffracted signals. Diffracted signals take a longer path than LoS; hence,
the estimated distance should be larger than LoS.

4.3 Implications

There are three main implications from the results of this benchmarking work.
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4.3.1 Careful Configuration of Anechoic Chamber Experiments

Despite being common knowledge, separate impacting factors of NLoS RF propagation is not

investigated in UWB-based indoor localization studies. Observing only the combined impact of

attenuation and refraction requires removing reflection and diffraction by shielding the transmitter

in an anechoic chamber and allowing signals to only go through obstruction materials. Observing

only the impact of diffraction requires using an RF-opaque shield in an anechoic chamber.
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Figure 4.9: The difference between total RX power level and first path power level with a single-
layer material obstructing LoS. The difference is less than 2 dB. Small difference makes LoS and
NLoS hardly distinguishable.

4.3.2 Limitation of Existing NLoS Identification Approaches

NLoS identification approaches mainly rely on the differences between LoS and NLoS signals to

accurately detect NLoS signals. Our results show that in the absence of MPCs, LoS and NLoS

signals are very similar to each other, making them hardly distinguishable. Recent work on NLoS

identification is to determine if the difference between total RX power and the first path power is

larger than 6 dB [24]. Figure 4.9 shows that the difference between the total RX power level and

first path power level is less than 2 dB in our experiments with single-layer materials obstructing

the LoS. Figure 4.10 shows that such difference is less than 3 dB with composite materials. We

can conclude that without enough MPCs, NLoS is not easily distinguishable from LoS.
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Figure 4.10: The difference between total RX power level and first path power level with composite
materials obstructing LoS. The difference is less than 3 dB. Small difference makes LoS and NLoS
hardly distinguishable.

4.3.3 Benchmarking

We showed that different materials have different impacts on UWB-based localization performance,

which means any benchmarking effort should specifically identify and report types of materials used

in the testing environment. Furthermore, by identifying the materials in the test environment,

researchers might be able to model the ranging bias more accurately.

4.4 Conclusions

We identified an important problem in the domain of UWB communications and indoor localization

applications. The lack of a proper standard in benchmarking and neglecting the difference between

visual NLoS and RF NLoS makes the results of different studies non-comparable. We are the first to

systematically propose methods for evaluating UWB-based systems in NLoS scenarios. Separately

observing each impacting factor in NLoS RF propagation (reflection, attenuation, refraction, and

diffraction), helps to understand these impacts better in more complicated scenarios. We verified

the reproducibility of results in time, by redoing the measurements after 40 days in the same

anechoic chamber.
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Chapter 5

R3: Reflection Resilient Concurrent

Ranging with UWB Radios

With the daily increase in the number of IoT devices, it is necessary to build a localization solution

that is power efficient and can scale to large networks. Furthermore, as location tracking systems

are especially useful in mobile applications, it is important to be able to estimate and obtain

location information of the devices frequently, often several times per second. Concurrent ranging

with UWB radios aims to tackle this challenge by making use of the CIR of concurrent packets and

(quasi-)simultaneously measuring the distance from multiple responders based on the difference in

their ToA [6]. However, existing solutions for concurrent ranging are not practical in real-world

environments due to critical scalability issues.

Concurrent ranging is ideally more efficient than conventional ranging methods. In a typical

ranging scenario, an initiator node has to exchange packets with every responder node separately.

This method requires either a separate request and response between the initiator node and each

responder node or one request from the initiator node and sequential responses from all responder

nodes. The latter requires time scheduling for all responder nodes to determine their time of

transmission. In concurrent ranging, the initiator node measures the distance from all responder

nodes by sending one request. The responders send their responses concurrently. Thus, the response
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packet received by the initiator node contains signals combined from multiple responders. The

initiator then extracts ranging information from the CIR of this concurrent response packet. This

way, the number of required packets is drastically reduced, and there is no need for scheduling

between the responder nodes. Consequently, concurrent ranging is less power-hungry, has less air

utilization, and it is faster.

Concurrent ranging faces several critical challenges in real-world applications such as automatic

detection of responses in run-time, detection of responses overlapping with MPCs, and failure to

maintain ranging precision and accuracy due to hardware timestamping uncertainty and clock

drift. Existing research work proposes solutions for such challenges [6,22]. To automatically detect

concurrent responses in run-time, one study suggests either using a power boundary to filter MPCs,

or to exploit a priori knowledge about the environment [6]. Another study suggests either mitigating

the overlapping signals from multiple transmitters by having different transmitters use different

pulse shapes (PG DELAY values) and correlating a signal shape template with the estimated CIR

of the received packet or avoiding the overlapping by delaying each response to separate them in

time [22]. However, these solutions fail in the presence of strong MPCs and are not scalable due to

the limitation on how long CIR data can be and also due to clock drift. One method to solve the

ranging accuracy issue caused by clock drift is to minimize the response delay for each responder

node to minimize the clock drift [6], which prevents long-range communication due to limitation

in using proper radio configurations. A potential solution to the ranging precision issue caused by

timing limitations is to use multiple rounds of concurrent ranging, but it can limit the location

update rate. We need to identify how many rounds of ranging are sufficient to achieve sub-meter

ranging precision.

We take steps toward a practical UWB-based concurrent ranging solution and tackle the chal-

lenges mentioned above. We present R3, a Reflection Resilient Ranging solution, and specifically

target the problem of scalability in concurrent ranging with UWB radios using two techniques.

First, we propose a methodology that enables us to detect concurrent responses in run-time, even

in the presence of strong MPCs. We are the first to identify how many concurrent ranging rounds
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are required to achieve sub-meter ranging precision. Second, we relax time constraints on the re-

sponse delay by using a clock skew correction method to achieve a higher operating range. R3

reduces the ranging error in long distances (> 50 m) by at least 54 cm and by 97% on average for

arbitrarily large ranging response delays, compared to when we do not use a clock skew correction

method.

In this chapter, we focus on these contributions:

• Design an algorithm to detect concurrent responses in run-time, resilient to strong reflections.

• Relax responder processing time constraints by using a clock skew correction method.

• Implement and evaluate R3 on Decawave TREK1000 [12].

5.1 Empirical Observations

We discuss the empirical observations we made while experimenting with concurrent signals and

MPCs on our UWB testbed. These observations inform the design of R3.

5.1.1 Multipath Deviation

The DW1000 chip has a limitation in the resolution of the TX timestamp. The chip reports the

RX timestamp for each packet with a resolution of ≈ 15.6 ps. However, the chip can only schedule

the TX time of a packet with a resolution of ≈ 8 ns. Since we schedule the response packets for

concurrent ranging by adding a delay to the RX timestamp of the ranging poll message, the TX

timestamp has ± 8 ns of jitter. Consequently, the concurrent signals received by the initiator have

the same level of jitter, which causes uncertainty in ToA estimation.

If we repeat concurrent ranging, we can align signals from R1 so that the jitter only accumulates

on the other responders’ signals (Ri>1). As illustrated in Figure 5.1, MPCs for each responder

signals have similar time distribution compared to their first path signal. However, signals from

R2 have a larger time deviation compared to signals from R1 due to the hardware timestamping

uncertainty.
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Figure 5.1: Illustration of peak time distribution for signals from concurrent responders (R1 and
R2). Signals from R2 have more time deviation than the MPCs for signals from R1.
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5.1.2 Multipath Amplitudes and Power Boundary

One method to reliably detect concurrent responses is using a power boundary [6]. The rationale

behind this is if MPCs have the same power level as the first path, they remain below the power

boundary since they traveled a longer path. However, in reality, signals can constructively interfere

with each other resulting in strong MPCs with very large amplitudes. Figure 5.2 shows CIR for

concurrent responses from R1 and R2. Strong MPCs can easily exceed the power boundary and

make it challenging to detect concurrent responses. Thus, despite the suggestion in the literature,

our solution cannot entirely rely on MPCs not exceeding the power boundary.
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Figure 5.2: CIR for two concurrent responders (R1 + R2) and a power boundary. MPCs can easily
exceed the power boundary and make it challenging to detect concurrent response peaks.

5.1.3 Wired vs. Wireless Experiments

To study UWB concurrent ranging in a controlled environment, we may need to remove MPCs.

Conducting experiments in an anechoic chamber, in which the walls are covered with RF-absorbent

materials, is helpful to minimize MPCs. However, in some experiments, we need larger distances

that require very large anechoic chambers that might not be easily accessible. Another option

is to directly connect radio transceivers using RF coaxial cables. Figure 5.3 shows CIR for a

typical concurrent ranging scenario with an initiator and two responder nodes. We can easily
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see that a wired experiment setup removes MPCs and make it easier to see concurrent ranging

signals. Figure 5.1b shows CIR for 100 packets collected from R1 and R2, where MPC is created by

attaching an RF coaxial cable with one end left open. We also need to be aware of the difference

in the propagation speed of RF signals on the air (≈ 3× 108 m/s) and in RF coaxial copper cables

(≈ 2×108 m/s), which is very important in calculating the distance between responder nodes based

on the difference in ToA of signal peaks.
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Figure 5.3: Comparison of CIR in wired and wireless setups for concurrent ranging experiments
with two responders (R1 and R2). We can easily detect the R2 signal in the CIR for wired setup
(around 40 ns). Multipath propagation of wireless signals creates a lot of strong MPCs, making it
very hard to detect the R2 signal.

5.2 System Design

In concurrent ranging systems, an initiator node concurrently measures the distance from multi-

ple responder nodes by measuring the difference in the ToA of their response to a poll message.

Typically a radio transceiver can only receive one packet at a time. Therefore, concurrent ranging

cannot rely on receiving the actual packets. Decawave DW1000 reports the estimated CIR for

every received packet. If multiple packets arrive within a very short time period (≈ 1 µs), their

signals are visible in the CIR estimated for the first arrived packet. For simplicity, we use the same

notation for responder nodes, as shown in Figure 2.5, with all responder nodes (R1, R2, ..., Rn)
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ordered by their distance to the initiator node (I). R1 is the closest node to I; hence, I only receives

the response packet from R1. DW1000 precisely estimates and reports the ToA for the response

from R1 by combining information from multiple estimations and interpolation components. One

of these components is a leading detection algorithm (LDE), a threshold-based algorithm, which

finds the CIR index corresponding to the first path of a signal. By applying a similar method to

the same CIR estimate, we can find the first path corresponding to the other concurrently received

signals (R2, R3, ..., and Rn). We can then translate the time difference between the first signal

and other concurrent signals to the difference in their distance to I. We break down the design

of R3 into two components. The first component enables R3 to detect concurrent responses in

run-time, resilient to the impact of strong reflections and MPCs. The second component enables

R3 to operate in longer distances while maintaining the accuracy of concurrent ranging.

5.2.1 Detecting Concurrent Responses

Detecting concurrent responses in run-time can be challenging, especially when they overlap with

strong MPCs. When two or more signals arrive at the same time, there might be constructive or

destructive interference depending on their phase difference. Concurrent ranging responses might

overlap with MPCs from other responses. In our design, we take advantage of the limitation of

the DW1000 chip in the resolution of TX timestamps to approach the overlapping problem. As

mentioned in Section 5.1.1, Ri>1 responder signals have a larger time deviation compared to MPCs

for R1. When we look at the CIR for a sequence of packets, concurrent signal peaks are more spread

over different time indices than MPC peaks for R1. This difference in the distribution of peaks

makes it possible to distinguish Ri responses from MPCs belonging to R1. With this observation

in mind, we design Algorithm 1, a concurrent response detection algorithm that makes use of a

power boundary filter and a matched filter. Before using this algorithm, R3 collects CIR for N

packets. Then it aligns CIR for each packet according to their first path index, reported by DW1000

chip. DetectCR function takes these aligned CIRs and calculates their amplitudes. Since each CIR

sample consists of Ij and Qj components, we can calculate the amplitude of each sample using a
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Algorithm 1 Concurrent Response Detection

Input: ThresholdCorrelation, T emplateConcurrentResponse,
CIRPacket1 [], . . . , CIRPacketN []

Output: IndexConcurrentResponse
function MatchedFilter(Signal[], T emplate[])

Signal[] ← Upsample(Signal)
Signal[] ← Normalize(Signal)
CrossCorrelation[] ← Signal ∗ Template
L ← length(Signal)
IndexMax ← NULL
V alueMax ← 0
for l← 1 to L do

if V alueMax < CrossCorrelation[l] then
IndexMax ← l
V alueMax ← CrossCorrelation[l]

end if
end for
return IndexMax, V alueMax

end function
function DetectCR(Thresh, Template[], CIR[][])

N,M ← dim(CIR)
Amp[][] ← CalculateAmplitudes(CIR)
Amp[][] ← PowerBoundaryF ilter(Amp)
AmpMax[] ← Zeros Array of Size M
for j ← 1 to M do

AmpMax[j] ← max(Amp[1 . . . N ][j])
end for
while TRUE do

I, V ← MatchedF ilter(AmpMax, T emplate)
if V > Thresh then

return I
else if V = 0 then

return NULL
else

AmpMax[I] ← 0
end if

end while
end function
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Euclidean norm as Ampj =
√

(Ij
2 +Qj

2). Then the function passes the calculated amplitudes to

a PowerBoundaryF ilter function, which subtracts a power boundary from amplitudes, calculated

by Equation 5.1, based on the Friis transmission equation.

P [m] = AmplitudeFirstPathPeak ×
Index2FirstPathPeak

m2
(5.1)

After applying the power boundary filter, R3 applies a matched filter on maximum amplitude

observed in each time index, by callingMatchedF ilter function. The matched filter calculates cross-

correlation between the upsampled and normalized version of the input signal and a signal template

by calculating the convolution of the two signals. R3 uses a Gaussian function as a signal template,

with a constant standard deviation calculated based on empirical observations. MatchedF ilter

reports index (IndexMax) and value (V alueMax) of the maximum calculated correlation. If the

maximum correlation value is too small, it indicates the presence of a strong MPC with a larger

amplitude than concurrent response. If V alueMax is below a constant pre-defined threshold, calcu-

lated based on empirical observations, R3 removes the sample at IndexMax. R3 repeatedly applies

the matched filter until the maximum calculated correlation exceeds the pre-defined threshold.

5.2.2 Increasing the Ranging Accuracy with Clock Skew Correction in Long

Distances

Usually, a lower data rate and a longer preamble sequence increase the range at which two

transceivers can communicate. Lower data rate naturally increases the communication range.

However, without a longer preamble sequence, it is harder for the receiver to synchronize with

the transmitter due to a lower signal-to-noise- ratio (SNR). A longer preamble makes it easier for

the receiver to synchronize with the transmitter. A longer preamble makes it necessary for the

devices to reply with some delay that is identical across the receiver devices. It is challenging to

precisely and accurately time these delays before transmissions due to clock differences across the

devices. Each responder calculates the TX timestamp by adding a constant delay, δTX, to the RX
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timestamp of the ranging poll message, as shown in Equation 5.2.

tRESPTX
[n] = tPOLLRX

[n] + δTX (5.2)

IEEE 802.15.4 UWB standard defines a ranging marker (RMARKER) as the reference for the

TX and RX timestamps for two-way ranging [30]. The standard specifies the first pulse of the

physical layer (PHY) header (PHR) as the RMARKER. Since the transmitter has to send the

preamble sequence before the PHR, a longer preamble sequence needs a longer time period before

sending the RMARKER. Consequently, responders need to increase their reply delay, giving the

radio transceiver enough time to send the preamble sequence first. A larger reply delay increases

the clock drift-induced error for transceivers using independent oscillators. We tackle this issue by

using clock skew estimation and correction.

If each responder has an estimate for the clock skew (α̂[n]) relative to the initiator node, it can

correct the clock skew by using Equation 5.3.

tRESPTX
[n] = tPOLLRX

[n] + δTX × (1 + α̂[n]) (5.3)

According to Equation 2.11, we need to calculate the difference of two consecutive clock offset

values between each responder and the initiator node. By embedding the TX timestamp in the

ranging poll message and using the RX timestamp, each responder can calculate θToF[n], the relative

clock offset, including the ToF, as shown in Equation 5.4.

θToF[n] = θ[n] + ToF = tPOLLRX
[n]− tPOLLTX

[n] (5.4)

Since θToF[n]− θToF[n− 1] = θ[n]− θ[n− 1], we do not need to calculate the ToF. If we assume

the initiator node as the time reference, we can estimate τ [n] by using Equation 5.5. Finally, we

can rewrite Equation 2.11 as Equation 5.6.
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τ [n] ≈ tPOLLTX
[n]− tPOLLTX

[n− 1] (5.5)

α̂AB[n] =
θToF

A
B[n]− θToFAB[n− 1]

tPOLLTX
[n]− tPOLLTX

[n− 1]
(5.6)

5.3 Evaluation

We evaluate our system by analyzing the ranging performance in terms of accuracy and precision

and explore the strengths and limitations of R3.

5.3.1 Experimental Setup

In our experiments, we used Decawave TREK1000, a development kit based on DW1000 chip, as

our UWB radio transceivers. We deployed all the radio nodes inside the PGH building at the

University of Houston in a 23 m × 3 m corridor. As illustrated in Figure 5.4, we used one initiator

node, I, and two responder nodes, R1 and R2. We placed R1 in 1 m distance from I (d1) and

placed R2 on the same line at different distances. Although all responders were in LoS with I, in

most of our experiments, we observed strong reflected MPCs in CIR.

R1I R2
d1=1	m Δd=d2-d1

d2

Figure 5.4: Experimental setup for the evaluation of concurrent ranging. d1 was fixed to 1 m, while
we changed d2 for different experiments.

5.3.2 Impact of Distance on Ranging Error

We placed responder nodes at different distances to I, using the experimental setup illustrated

in Figure 5.4. We verified that the distance between I and R1 does not significantly affect the

performance of concurrent ranging since the DW1000 chip itself estimates its ToA. Thus, we only

used a fixed distance for R1 (d1 = 1 m). We increased d2 from 4 m to 19 m and run Algorithm 1
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for 200 packets, with the correlation threshold set to 40 and the standard deviation of the Gaussian

signal template set to 10. We observed the presence of strong MPCs between 5 ns and 45 ns after

the first peak (R1), overlapping with R2 peaks at d2 = 4 m (∆d = 3 m) and d2 = 7 m (∆d = 6 m),

which should arrive at approximately 20 ns ± 8 ns and 40 ns ± 8 ns after R1. Figure 5.5 shows

the resulting ranging error for different d2 distances. Ranging accuracy and precision decrease with

the increase of distance, but we observe improvement for some distances due to the absence of

strong MPCs after d2 = 7 m. However, in longer distances with the decrease in SNR, R3 cannot

easily distinguish the concurrent ranging signals from noise. These observations suggest that R3

effectively removes the impact of strong MPCs even when overlapping with concurrent ranging

signals.
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Figure 5.5: Concurrent ranging error for 200 packets as a function of d2, the distance between I
and R2. Ranging accuracy and precision decrease in longer distances due to lower SNR. Better
performance at 10 m is due to the absence of strong MPCs at that distance.

5.3.3 Number of Concurrent Ranging Rounds

We need to repeat concurrent ranging in multiple rounds to be able to analyze the distribution of

the estimated ToA for Ri>1. To identify how many rounds are required, we analyze the effect of

the number of concurrent ranging rounds on the ranging error, using the same experimental data

and algorithm configurations as Section 5.3.2. Figure 5.6 shows that with as low as 20 rounds of
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ranging, we can achieve sub-meter concurrent ranging precision and accuracies better than 2 m.

For longer distances, the number of ranging rounds does not improve the performance since the

SNR is very low; hence it is challenging to distinguish signal from noise.
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Figure 5.6: Ranging error as a function of the number of concurrent ranging rounds, for three
different d2 distances. Overall, the ranging error decreases with the increase in the number of
rounds. At 16 m, the performance does not increase after 40 rounds due to low SNR.

5.3.4 Impact of Clock Skew Correction on Ranging Error

To evaluate our α correction method, we increased the response delay δTX from 800 µs to 25 ms

and measured the ToA in two cases switching the α correction on and off. In Figure 5.7, we can

easily see that increasing δTX to 25.3 ms increases the ranging error up to 3.76 m. When we use

the α correction method, regardless of the value of δTX, the ranging error does not significantly

change. For longer distance communication and ranging, we need to use the data rate of 110 kbps,

which requires using a longer preamble sequence. A preamble sequence of length 4096, results in
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an increase of δTX to at least 4096 µs or approximately 4.1 ms. From Figure 5.7, we can see that

for 4.3 ms, the ranging error is around 55 cm without α correction compared to 1 cm error with

α correction. Thus, R3 improves the ranging accuracy by at least 54 cm for distances larger than

50 m. Further, the average accuracy improvement is 97.4% for all different tested response delays.
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Figure 5.7: Concurrent ranging error as a function of response delay (δTX). An increase in the
response delay significantly increases the error due to clock drift. When we use the clock skew (α)
correction method, the error is significantly decreased, with very small jitter. Each dot represents
the mean ranging error calculated for 10000 packets and error bars represent one standard deviation.

5.4 Discussion

We calculated the peak detection algorithm parameters based on empirical observations. The

standard deviation of the Gaussian template represents the hardware timing uncertainty and should

not change in other environments. The required number of ranging rounds and the correlation

threshold depend on the number and the strength of MPCs present in the received signal. We

believe our evaluation environment is representative of scenarios where strong MPCs are present.

The results are likely to generalize to other real-world environments.

The design of R3 relies on the difference between ToA of the first concurrent response (from R1)
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and other responses (from Ri > 1). However, all other responders have the same deviation in ToA,

making it hard to distinguish them from each other. We can extend the design of R3 to potentially

solve this problem. After the detection of R2 signals, we can narrow the search window down to

± 8 ns around the output index from the detection algorithm and find all peaks belonging to R2

signals. Then we turn the problem into a similar problem by aligning the remainder of CIR with

respect to the newly discovered peaks. When we align CIR with respect to the responder peaks,

we accumulate the time deviation on farther responder peaks and make it possible to differentiate

Rj peaks from Rj+1 peaks. We can run the same peak detection algorithm on the newly aligned

signals to discover the next closest responder.

At longer distances, with a decrease in SNR, it is harder for R3 to distinguish responder signals

from noise. We can increase the TX power for farther responders to increase the SNR. Each

responder can estimate the received signal level for ranging poll messages from the initiator and

adaptively increase its TX power. DW1000 supports up to 33.5 dB TX power boost, with a

resolution of 0.5 dB, making precise adaptive tuning of the TX power possible for each responder.

5.5 Conclusions

We designed and implemented R3, a Reflection Resilient Ranging solution, that exploits the dif-

ference in the distribution of time of arrival between first responder MPCs and other responders’

signals to reliably detect concurrent responses, even in the presence of strong MPCs. R3 also

makes use of the precise timing features of DW1000 to accurately estimates the clock skew between

the initiator and responders to make accurate concurrent ranging feasible in distances longer than

50 m. We consider the design of R3 as a step toward a practical UWB concurrent ranging solution

that can be used in real-world environments where RF multipath propagation severely impacts

the quality of concurrent ranging. The results indicate that R3 can achieve sub-meter precision

concurrent ranging in long distances using only a small number of ranging rounds.
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Chapter 6

AnguLoc: Concurrent Angle of

Arrival Estimation for Indoor

Localization with UWB Radios

AoA estimation with UWB was introduced and demonstrated as a promising technology [15].

However, AoA-based localization is often neglected, especially for self-localization, due to two main

technical challenges it raises. Front-back ambiguity: An array of antennas of size two cannot

determine whether the arriving packet is received from the front of the antenna or the back. AoA

receiver unknown tilting: AoA is always measured with respect to the plane of the antenna

array. If the AoA receiver has an unknown tilting, the measured angle would be unknown.

The state-of-the-art UWB-based indoor concurrent localization systems, SnapLoc [23] and Cho-

rus [7], implement a GPS-like system, where tag nodes estimate their location using the TDoA

technique. Tags derive TDoA by estimating the ToA for concurrently received messages from mul-

tiple anchors by analyzing the combined CIR. The accuracy of location estimates depends on the

accuracy of TDoA measurements. Many of the indoor localization systems, including state of the

art [7, 23], have been demonstrated on the DW1000 platform. The transmission scheduling uncer-

tainty of DW1000 introduces a jitter of approximately 8 ns, which can cause up to 2.4 m of the
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localization error. The state-of-the-art solution requires the reference node to transmit additional

information to tags to correct their ToA estimates. This information is either transferred to the ref-

erence node through a wired backbone or transmitted with a wireless message. The latter requires

estimation of error with the knowledge of antenna delays. Both of these solutions add complexity

to the system and cause scalability issues.

We explore a particular design of concurrent AoA that is unaffected by this TX scheduling

uncertainty in concurrent-transmitter localization systems. Our system does not use the location

of the concurrently received signal peaks for time measurement. Instead, it only relies on the phase

measurement on the peaks detected using signal matching because we are only interested in angle

measurements. Thus, we avoid the need to estimate and correct for the transmitter scheduling

uncertainties. To the best of our knowledge, the work described in this dissertation is the first

demonstration of the feasibility of concurrent AoA estimation with UWB radios.

We first explore the feasibility of concurrent AoA estimation with UWB radios. Further, we in-

troduce AnguLoc, an efficient and scalable indoor localization system based on the ADoA technique

to overcome the front-back angle measurement ambiguity problem and to work with the unknown

tag tilting. This algorithm has no assumptions on concurrency and can also be generalized to a

sequential AoA scheme. AnguLoc utilizes concurrent AoA estimation to reduce the number of

required packet exchanges. AnguLoc is four times faster than sequential AoA and improves the

localization accuracy by up to 44.33% compared to state-of-the-art concurrency-based indoor local-

ization solutions without any additional timestamp correction. AnguLoc is four times faster than

sequential AoA localization systems.

In this chapter, focus on these contributions:

• Study the feasibility of concurrent AoA estimation with UWB radios and comparison with

sequential AoA estimation baseline.

• Design, implementation, and evaluation of AnguLoc on Decawave PDoA node (DWM1002),

which is slowly being released to the public and likely to become a major localization platform.
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6.1 System Design

AnguLoc is the first system that shows how to concurrently estimate AoA. AnguLoc also provides

an algorithm based on ADoA between pairs of anchors to find the location of tags.

6.1.1 Angle of Arrival Estimation Primitives

Generally, there are four ways of performing AoA estimation using multiple UWB radios: ToF,

TDoA, PDoA, and TDoA/PDoA hybrid [15]. Figure 2.6 illustrates an arriving signal at an antenna

array of size two. The signal travels a path difference p longer, to reach the second antenna. With

an antenna separation of length d, the path difference p = d× sin θ, where θ is defined as the angle

of arrival. Time-based methods require either large antenna separation, which impacts the form

factor of self-localizing tags, or extremely precise ToA estimation. Decawave DW1000 radio has

a precision of 333 ps or equivalently 10 cm [10], which requires an antenna separation of at least

d = 1.14 m for an angle of arrival precision of 5°. However, the precision of the PDoA method

depends on the carrier frequency and antenna separation. The drawback of the PDoA method

is the requirement of highly precise phase synchronization between the two radios. One way to

address this issue is to clock the two radios from the same frequency oscillator.

6.1.1.1 Mapping Phase Difference of Arrival to Angle of Arrival

We can calculate PDoA by taking the difference between individually calculated phase by each

radio and mapping the PDoA to AoA. DW1000 reports CIR as a sequence of I and Q samples,

representing the real and imaginary parts of each CIR sample. We can calculate the phase of

arrival (PoA) of the preamble for each radio as arctan Qi

Ii
, with i being the sample number, which

DW1000 reports as the first path of the signal. Further, Decawave suggests a phase correction by

deducting the start of frame delimiter (SFD) phase from the calculated PoA. Finally, PDoA (α) is

the difference between corrected PoA values of each radio, mapped to [−π, π]. With a wavelength

of λ, p = α×λ
2π . Solving for θ gives us θ = arcsin αλ

2πd . To have a one-to-one mapping between α and

θ, the antenna separation of d needs to be less than half of the wavelength (λ2 ). Details of AoA

53



estimation are also available in Decawave’s patent [45].

6.1.1.2 Antenna Modification for Receiving from Front and Back

AnguLoc builds a localization system that relies on the reception of packets from all directions. The

antenna designed for DWM1002 is a directional antenna that receives with a reasonable quality only

from one side. To address this issue, we disconnected the antenna from DWM1002 and attached

two Decawave dipole antennas. We separated the two antennas by a distance of approximately

3.75 cm, which is half the wavelength for the 4 GHz frequency channel.

6.1.1.3 Calibration and Correction for Antenna Characteristics

With a centimeter-level wavelength, the path difference p causes a large PDoA (α). Any asymmetry

in the design of the antenna paths would cause a large difference in the phase difference at both

antennas, even with an angle of 0°. For example, with the 2 cm antenna separation for 6.5 GHz

frequency channel, 1 mm of asymmetry would translate to an error of arcsin 0.001
0.02 = 2.8°. We need

to calibrate each board separately for such errors by measuring the PDoA error at 0° and correcting

the PDoA in later measurements.

With antenna separation smaller than a few wavelengths, they interact with mutual coupling,

which causes the effective path difference to be different from the geometric path difference [8].

Since this behavior is non-linear, we use a polynomial correction function. By measuring at multiple

samples at different angles, we fit a polynomial that corrects for the antenna characteristics. For

our customized antenna, we use the following polynomial to correct the path difference p:

12600.13p4 − 575.45p3 − 12.40p2 + 1.56p+ 0 (6.1)

6.1.2 Concurrent Angle of Arrival Estimation

Concurrent AoA estimation combines the idea of AoA estimation on UWB radios with concurrent

transmissions.
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6.1.2.1 Channel Impulse Response and the Concurrency Window

CIR is obtained by accumulating cross-correlation values between the arriving stream of repeated

preamble sequence and a known sequence. When preambles of multiple packets arrive at a receiver,

only if they arrive in a short time window after the first packet, the correlation would be large at

multiple points in CIR, showing multiple CIR peaks. We call this time window the concurrency

window. The length of CIR is a maximum of 1016 ns, but in practice, we observed that we could

only use approximately half of the CIR length as the concurrency window. Beyond that, the receiver

cannot differentiate between the second arriving signal and the first arriving signal. In that case,

either the receiver synchronizes with the second arriving signal, or it cannot synchronize with any

of the arriving signals. Figure 6.1 shows CIR estimates for five packets arriving at two receivers in

a concurrency window.
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Figure 6.1: CIR estimated at the PDoA node when receiving concurrently from five responders.
CIR is well aligned for all responses in both receiver nodes.
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Figure 6.2: Illustration of concurrent transmissions protocol for localization. First, AREF broad-
casts a SYNC packet (shown with number 1). Upon reception of SYNC, all anchors (Ai) broadcast
a REPLY packet (shown with number 2). All REPLY packets arrive at the Tag (T ) (quasi-
)simultaneously.

6.1.2.2 Responder Synchronization Protocol

One method to achieve concurrent transmissions and receive all responses in a concurrency window

is to synchronize multiple transmitters with a SYNC packet. As depicted in Figure 6.2, all respon-

ders (anchors for localization) broadcast a REPLY packet when they receive the SYNC packet.

Adding a time delay ∆R to the ToA of the SYNC packet helps to remove most of the system-level

jitters. Finally, tags receive REPLY packets (quasi-)simultaneously. State-of-the-art concurrent

localization systems [7, 23] suggest using a response position modulation. This solution resolves

issues of the overlapping responses with MPCs, and overlapping responses of the equidistant trans-

mitters. The response position modulation is implemented by deliberately adding specific delays

(δti) in response, in addition to the already existing response delay (∆R). With enough delay set

for δti, we increase the probability of peak detection since MPCs decay in further CIR samples.

With the assumption of a maximum distance between transmitters, the response position modu-

lation also helps with the problem of equidistant nodes. Similar to the state of the art, we define

δti = (i − 1) × α, where i is the node ID, and α is set to 128 ns. Because of clock drift between

responders, if we increase ∆R, the position of peak might shift in time. For ∆R = 25 ms this shift

goes up to 12 ns [27]. This shift in time affects the performance of response position modulation
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and its robustness against MPCs. We use the same time synchronization methodology used by the

state of the art to avoid this problem [23,27].

6.1.2.3 Detection and Extraction of Concurrent Response Peaks

Similar to concurrent localization systems, concurrent AoA estimation relies on reliable detection

of concurrent responses. Without a reliable peak detection, we might misclassify noise, MPCs,

and concurrent peaks. State-of-the-art concurrent localization systems suggest using a search and

subtract (SS) algorithm to reliably find the concurrent peaks [7,23]. We also adopt the SS algorithm

for reliable peak detection as follows. We first extract a pulse shape for PG DELAY of 0x95 for

frequency channel 4 by transmitting packets in a noise-free environment and recording the first

path of CIR and averaging them for 1000 packets. We use this pulse shape as our signal template.

To detect if there is any peak from a responder and avoid detecting noise, we only consider the

peak if it has an amplitude exceeding a noise threshold, η = 12× σnoise [7]. The SS algorithm is as

follows:

(i) Divide the CIR into multiple chunks with respect to the 128 ns delays set for each responder.

The size of each window is 128 ns, centered around the position of each responder. The first

window starts at 64 ns after the first peak.

(ii) Upsample each CIR chunk using FFT with the upsampling factor set to L = 30.

(iii) Normalize the upsampled CIR chunk.

(iv) Cross-correlate the chunk with the signal template and find the index with maximum corre-

lation.

(v) If the sample at the found index has an amplitude exceeding a noise threshold, η = 12×σnoise,

we consider it as a concurrent peak.
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6.1.2.4 Angle of Arrival Estimation for Multiple Responders

We fuse the information we extract from the CIR of the two radios to calculate AoA for each con-

current response using Algorithm 2. The inputs of the algorithm are the maximum number of con-

current responses expected, CIR from the first radio, and CIR from the second radio. FindPeaks

is the function that extracts concurrent peaks using the method described in Section 6.1.2.3. Peaks

is a 2D array containing the time sample index indicating the presence of each peak. Finally, we

feed the found peak pairs from both radios belonging to each concurrent response to CalcAoA, the

AoA calculation function described in Section 6.1.1.1, to calculate and output the concurrent AoA

estimates.

Algorithm 2 Concurrent AoA Estimation

Input: MaxNumResponses, CIR1[], CIR2[]
Output: AoA[]
N ← MaxNumResponses
Peaks[1 . . . N ][1] ← FindPeaks(N,CIR1[])
Peaks[1 . . . N ][2] ← FindPeaks(N,CIR2[])
for i← 1 to N do

AoA[i] ← CalcAoA(Peaks[i][1, 2], CIR1[], CIR2[])
end for

6.1.3 Concurrent AoA vs. Concurrent TDoA

We compare concurrent AoA estimation systems with concurrent TDoA systems to understand

concurrent AoA (what we propose) with respect to concurrent TDoA (which has been discussed in

the literature).

6.1.3.1 Fusing Information from Multiple Radios

For AoA estimation, we need a receiver with multiple radios to measure the phase on different

antennas and combine them to estimate AoA. Doing such measurements requires that the radios

are synchronized in phase. Clocking radios from the same crystal oscillator helps synchronize the

phase, but it also requires careful design of the hardware. To ensure phase synchronization, we
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need to minimize any asymmetry in the board in both antenna path and clock path. For TDoA

estimation, we need a receiver with one radio, which makes the design of the hardware simpler.

6.1.3.2 Working with Phase instead of Time

For AoA estimation, we need to work with phase information rather than time information, which

is used by TDoA estimation. The main advantage of working with phase information is the immu-

nity against time scheduling uncertainties and jitters in the transmitters. TDoA systems rely on

the difference in ToA for packets from multiple transmitters. Concurrent TDoA systems rely on

synchronized transmissions. Hence, any jitter or scheduling uncertainties affect their performance

negatively. The jitters do not impact concurrent AoA estimation systems at the transmitters since

we only work with the PDoA at the receiver for each transmitter. Hence, concurrent AoA systems

are immune to timing jitters.

θ1

θ2

(a) θ1,2 = θ1 + θ2

θ1
θ2

(b) θ1,2 = |θ1 − θ2|

Figure 6.3: Two different cases of tag antenna plane for computation of the angle difference between
a tag and a pair of anchors.

6.1.4 Angular Localization Algorithm

AnguLoc uses angle differences between pairs of anchors for localization and is considered as an

ADoA algorithm. AnguLoc extends the ADoA algorithm [71] to address the front-back ambiguity

issue. We assume nothing about the concurrency; hence, our algorithm is also generalizable to

sequential AoA. We assume N anchors positioned at Ai = (xi, yi) (1 ≤ i ≤ N), and a tag having

unknown angle θ and position T = (x, y). In the case of known tag tilting, at least three anchors
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are required to find the tag position, since there are only two angle differences for three anchors and

we have two unknowns (x, y). For the case of unknown tag tilting, we need N ≥ 4. Suppose the

line segment connecting ith and jth anchors subtends angle difference θi,j from the tag. Regarding

tag and these two anchors, there are two different possibilities, as illustrated in Figure 6.3. The

first possibility is that the tag antenna plane and the passing line segment intersect. The second

possibility is that they do not intersect. In the first case, θi,j = θ1 + θ2 and in the second case

θi,j = |θ1 − θ2|. Since we have front-back ambiguity for angle measurements, we cannot identify

which case is correct if we do not know the tag tilting. But, with the assumption that we know

which scenario happens for all pairs of anchors, θi,j values are known up to a white Gaussian noise.

We denote these measured noisy angles θ̂i,j . On the other hand, the exact angles must be:

θi,j = arccos(
TAi · TAj
|TAi||TAj |

) = arccos(
(x− xi)(x− xj) + (y − yi)(y − yj)√

((x− xi)2 + (y − yi)2)((x− xj)2 + (y − yj)2)
) (6.2)

where TAi and TAj are vectors from tag to anchors i and j, and · is the inner product operation.

Therefore, one can define the following least square cost function:

J(x, y) =
∑
j>i

(θi,j − θ̂i,j)2 (6.3)

Finally, the position can be estimated as:

T̂ = argmin
x,y

J(x, y) (6.4)

As illustrated in Figure 6.4, with four anchors, there are only six possible cases for tag antenna

plane, depending on the tag tilting. First, AnguLoc finds the optimum solution T̂ (x, y) for Eq. 6.4

for all six different cases. Then, AnguLoc chooses the solution where the residual value of J(x, y) is

minimum among the six cases. To find each T̂ (x, y), we use the quasi-Newton method [57] with an

initial position estimate at the center of the room. To see the typical performance of the algorithm,

we use simulation. We chose 10 random tag locations in a 5 m × 5 m room with four anchors
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Figure 6.4: Six different cases of tag antenna plane for computation of angle difference in a four-
anchor setting.

placed in the corners. For each tag location, we chose 20 random tag tilting uniformly spread over

the interval of [0°, 360°]. For each tag location and tilting, we repeated the simulation 10 times

and added random noise each time to the angle measurements. For each resulting simulated noisy

measurement, we run the ADoA-based algorithm and record the residual error as the Euclidean

distance between the ground truth and estimated location. Figure 6.5 shows the CDF of error for

different standard deviations of noise from 2.5° to 10°. For noise levels below 5°, we can say that

the algorithm has a sub-meter error 80% of the time.
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Figure 6.5: A typical performance of our ADoA algorithm simulated for different levels of angle
measurement noise. The localization error is below 1 m in 80% of the time for noise levels below
5°.
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6.2 Evaluation

6.2.1 Experimental Setup

In our experiments, we used Decawave PDoA Node DWM1002 (Figure 2.6) as our tag, with the

modified antennas to receive from both sides. For responders/anchors, we used the radinoL4

DW1000 platform. We set up our system in the PGH building hallway of size 20 m × 3 m for

concurrent AoA evaluation experiments and inside a room of size 6.5 m × 4.5 m for localization

experiments. In all experiments, we placed all the nodes on tripods at 1.5 m height. We used

frequency channel 4, with a preamble length of 64, a pulse repetition frequency (PRF) of 64 MHz,

and a data rate of 6.8 Mbps.

6.2.2 Feasibility of Concurrent AoA

We placed the DWM1002 node in a fixed position and measured the AoA in different angles by

placing the responder nodes in various angles and distances, as illustrated in Figure 6.6. The ground

truth angle, θ, is the angle between the transmitter and center of the receiver antennas.

R1

R2
PDoA
Node

R2

(a) Different angles

R1

PDoA
Node

R2

R2

(b) Different distances

Figure 6.6: Experimental setup for the evaluation of concurrent AoA.

6.2.2.1 Platform AoA Estimation Baseline

We use a single-responder setting with DWM1002 in AoA estimation for different angles and dis-

tances as the baseline. In addition to the specifics of AnguLoc, this dissertation is also the first
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Table 6.1: AoA Estimation Baseline Performance

(a) Angles

θ (°) AoA Error (°)
Avg Std 50th 90th

-90 0.63 2.60 0.00 0.00
-60 4.56 3.38 3.86 8.69
-30 2.42 1.81 2.07 4.82
0 3.24 2.21 2.73 6.52
30 3.20 2.46 2.59 6.44
60 4.89 3.31 4.19 9.52
90 0.51 2.77 0.00 0.00

(b) Distances

d (m)
AoA Error (°)

Avg Std 50th 90th

3 2.12 1.63 1.65 4.51
6 2.29 1.72 1.92 4.73
9 2.52 1.85 2.26 5.01
12 2.41 1.75 2.01 4.90
15 3.30 2.49 2.83 6.24

research to evaluate the performance of DWM1002. Table 6.1 shows the baseline AoA estimation

performance. AoA estimation has an error of less than 10° in 90% of the time for all angles. The

antenna path correction polynomial (discussed in Section 6.1.1.3) compresses all the measurements

near the antenna edges to 90° and -90°, and we get almost 0° error in 90% of the time. However,

if the transmitter is not facing the receiver at the antenna edges, we get higher errors. For the

distance increment experiment (Figure 6.6b), we placed the responder node at 20° and increased

its distance. Table 6.1b shows that the AoA error increase by increasing the distance because of

the negative effects of path loss on performance.

6.2.2.2 Concurrent AoA in Different Angles

To evaluate concurrent AoA estimation, we fix R1 at 0° and rotate R2 (Figure 6.6a) and measure

angles for both nodes concurrently. Figure 6.7a compares the ground truth angle with the estimated

AoA forR2 concurrently, while showing the results of baseline AoA experiments. Table 6.2 compares

the performance of concurrent AoA for both R1 and R2. Results are comparable with baseline AoA

estimation performance. We also switched R1 and R2 and observed similar results. 0° errors are

due to compression of measurements near the antenna edges to -90° and 90° by path correction

polynomial. We can conclude that the concurrency does not significantly affect the AoA estimation.
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Figure 6.7: Evaluation of concurrent AoA estimation. Concurrency does not impact the quality of
AoA estimation. Each point represents the mean value for 100 measurements and error bars are
one standard deviation.

6.2.2.3 Concurrent AoA in Different Distances

We fix R1 at 30°, move R2 away at 0° (Figure 6.6b), and measure angles for both nodes concurrently.

Figure 6.7b compares the concurrent AoA error in different distances for R2 while showing the

results of baseline AoA experiments. At distances beyond 12 m, the path loss for the farther

node decreases the performance, since the concurrent peak size shrinks. Table 6.3 compares the

performance of concurrent AoA for both R1 and R2. Results are comparable with baseline AoA

estimation performance. We also switched R1 and R2 and observed similar results. In this case,

at longer distances of R1, the path loss for R1 is much higher than R2, causing failure to receive

the packet from R1. We can conclude that the concurrency does not significantly affect the AoA

estimation in small distances.
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Table 6.2: Concurrent AoA Performance – Angles

θ2 (°) R1 AoA Error (°) R2 AoA Error (°)
Avg Std 50th 90th Avg Std 50th 90th

-90 3.29 2.37 2.74 5.97 0.40 2.07 0.00 0.00
-60 3.39 2.38 3.06 6.53 6.68 4.40 6.26 12.52
-30 4.23 2.66 4.09 7.53 3.76 3.20 2.51 8.73
0 5.10 2.56 5.34 8.25 5.18 2.46 5.22 8.54
30 4.03 2.76 3.77 7.48 4.56 3.90 3.29 10.29
60 4.01 2.44 3.99 7.41 5.53 4.17 5.02 11.71
90 3.23 5.24 2.32 6.15 1.00 3.45 0.00 1.68

Table 6.3: Concurrent AoA Performance – Distances

d2 (m)
R1 AoA Error (°) R2 AoA Error (°)

Avg Std 50th 90th Avg Std 50th 90th

3 3.15 2.12 2.90 5.75 2.86 2.15 2.32 5.86
6 2.61 1.64 2.44 5.15 3.61 3.40 2.57 8.41
9 2.71 1.73 2.42 4.82 3.09 2.53 2.42 6.17
12 2.72 2.07 2.27 5.48 5.17 4.02 4.24 11.84
15 2.76 2.04 2.65 5.55 8.37 4.57 9.21 14.12

6.2.2.4 Scaling the System Beyond Two Responders

We investigate how adding more responders affect the quality of AoA estimation for each responder.

For this purpose, we added more responders to the network over time. Figure 6.8 shows the AoA

error, combined from concurrent AoA measurements from all responders present in the network.

We observe that the error does not increase by adding more responders up to 5 nodes. When we

add more responders to the network, we cannot receive most of the packets from the first responder.

When a concurrent peak is more than half a preamble symbol away from the first responder, it is

hard for the receiver to distinguish which of the responders’ signals arrived first. In this case, we

receive the packet from the last responder instead.
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Figure 6.8: AoA error as a function of the number of concurrent responders in the network. Each
box plot represents combined errors from all nodes present in the network for 100 measurements.

6.2.3 Indoor Localization with AnguLoc

We placed four anchors in the corners of a room, more specifically at (0 m, 0 m), (3 m, 0 m),

(0 m, 6 m), and (3 m, 6 m). To see the performance of AnguLoc, we first placed our tag node

at 10 different locations in the room, at angles of 0°, 45°, and 90°. For each setting, we collected

more than 100 data points, resulting in a total of 3000 location estimates. Second, we collected

data for a mobile tag moving in the room on a rectangular shape path, 50 cm away from the

borders. We moved the tag at a constant speed to make it easier to approximate the ground

truth. For the mobile setting, we collected more than 200 data points. We run AnguLoc on the

collected data, as well as state-of-the-art concurrent TDoA algorithm for comparison. We did not

implement timestamp correction methods suggested by SnapLoc [23]. Figure 6.9 shows the CDF

of localization error for both static and mobile experiments, comparing AnguLoc and concurrent

TDoA (CTDoA) method. In the static setting, the 90th percentile of error for AnguLoc is 0.67 m,

and for CTDoA is 1.20 m. In the mobile setting, the 90th percentile of error for AnguLoc is 1.11 m,
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while it is 1.41 m for CTDoA. AnguLoc improves the localization accuracy by 44.33% in the static

setting and by 21.46% in the mobile setting, compared to the CTDoA method without timestamp

correction. AnguLoc takes more time than CTDoA to estimate the location since it has to solve

six optimization problems to consider every tag tilting possibilities.
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Figure 6.9: CDF of localization error for AnguLoc and concurrent TDoA, with static and mobile
tag. CDF for static tags is aggregated for more than 3000 location estimates. CDF for mobile
tags is aggregated for more than 200 location estimates. AnguLoc outperforms concurrent TDoA
method.

6.3 Discussion

6.3.1 Angular Localization Algorithm in Sequential Localization Schemes

In this work, we propose an angular localization algorithm based on the ADoA technique (Sec-

tion 6.1.4). AnguLoc uses that algorithm in a concurrent transmission setting. The localization

algorithm itself does not rely on concurrent transmissions. Inputs of the localization algorithm are

locations of anchors and measured angles from the tag with each anchor. This means that we can

use the same localization algorithm (without any change) with a sequential transmission protocol,

where each tag measures angle with each anchor one by one. Generally, the accuracy of AoA mea-

surements is slightly better when we use sequential transmissions. However, there are some cases

67



in which we need a faster update rate that sequential transmission protocols cannot provide. Be-

cause of the independence between the transmission protocol and the localization algorithm, using

a different transmission protocol does not affect the efficiency nor the update rate of the angular

localization algorithm. However, it can alter the overall update rate of the localization system

by affecting the efficiency of each angle measurement. Using concurrent transmissions increases

efficiency and provides a faster update rate of the overall localization system.

6.3.2 Limitations

AnguLoc has a few limitations inherited from the base solutions it is built on:

Scaling Concurrent Transmissions: Current concurrent transmission systems do not scale

beyond a handful of anchors. In the case of more radio nodes, we can make multiple groups

of concurrent nodes. We can assign a timeslot to each group. All nodes in one group respond

(quasi-)simultaneously in the timeslot assigned to their group.

Angle of Arrival Estimation: (1) The weaker reception on the sides of dipole antennas causes a

larger AoA error. (2) With the increase in distance, the performance of concurrent AoA decreases

due to lower SNR. One solution is to increase the density of anchors and select the nearest anchors

for localization.

6.4 Conclusions

AnguLoc is the first concurrent AoA system on UWB radios. We showed that concurrent AoA

can be used with a small yet sufficient number of concurrent transmitters without performance

degradation compared to sequential AoA. AnguLoc enables efficient, accurate, and scalable indoor

localization. Our ADoA-based localization algorithm overcomes the front-back angle measurement

ambiguity problem, which uncovers the neglected capabilities of AoA-based localization. Facili-

tating self-localization in AoA-based systems increases scalability to an unlimited number of tags.
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Further, equipping such systems with concurrent AoA measurement capability increases the effi-

ciency without loss of accuracy. AnguLoc is four times faster than sequential AoA when using four

anchors while maintaining a sub-meter accuracy and supporting an unlimited number of tags.
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Chapter 7

Future Directions

In this chapter, we discuss open research problems in concurrency-based localization, future direc-

tions, and possible continuation of our work.

7.1 Increasing the Accuracy of Concurrent TDoA Localization

Systems

One advantage of concurrent TDoA that makes it a more favorable solution compared to concurrent

AoA is the simpler hardware requirements. However, concurrent TDoA systems are susceptible to

timing jitters that can affect their location estimation accuracy. In current concurrent localization

systems, responders (concurrent transmitters) synchronize and schedule their transmission refer-

enced to the RX timestamp of a broadcast SY NC message from a reference node. In cases where

the resolution of TX scheduling timestamp is lower than the RX timestamp, we lose a certain

amount of timing precision. The reason is that the calculated TX timestamp has a higher reso-

lution compared to the TX timestamp that we can use to schedule the transmission. The UWB

radio ignores a certain number of lower bits in the calculated TX timestamp. The loss of precision

in TX timestamp causes jitter in the transmission time for each responder. The signals arriving at

the concurrent receiver then have jitter in ToA, which ultimately impact the localization accuracy.
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For DW1000 radio, the TX scheduling uncertainty can cause up to 2.4 m of the localization error.

Researchers have proposed preliminary solutions [23]: (1) Transmitting the information about

the lost precision to the receiver through a wired backbone, so the concurrent receiver can correct

the error, (2) estimating the jitter in the reference node by comparing calculated ToF and the

expected ToF (known distances), and sending this information with the next SY NC message so

that the concurrent receiver can correct the error. These solutions are either not practical in

real-world scenarios or incur a delay in location estimation.

Another potential solution is to make the lost precision the same across all responders, so the

actual transmissions have a minimum jitter relative to each other. We can achieve this by making

the bits that the UWB radio ignores, the same for all responders. The key idea is to exploit the

relative clocks drift between all responders. Since each of the concurrent transmitters count the

time at different rates, when we add a specific delay to their TX timestamp (response delay), they

transmit at different times. State of the art uses a clock skew correction method to calculate the

delay with respect to a reference clock so that all concurrent transmitters transmit at the same

time [23, 25, 27]. We can use a similar clock skew correction method in our solution. The goal is

to find a specific delay so that when corrected for each clock, they have the same lower bits. This

way, when the UWB radio ignores the lower bits, it would have the same effect for all responders.

However, we still rely on the CIR for ToA estimation. Hence, the upper limit for the precision is

approximately 1 ns or equivalently 30 cm.

7.2 Increasing the Scalability of Number of Concurrent Transmit-

ters

Current concurrent localization systems use CIR to estimate ToA or PDoA of concurrent signals.

The upper limit for the number of concurrent transmitters to arrive in a concurrency window is the

length of CIR. We observed that in practice, we could use half of the CIR. With the approximately

1 ns resolution of the CIR, we can go up to 508 transmitters. However, a number of issues affect the
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robustness of concurrent localization systems: (1) identification of concurrent nodes, (2) overlapping

responses from equidistant nodes, and (3) the overlapping of responses with strong multipath.

The related work in this area suggests using a response position modulation to address the

mentioned problems above [7,23,25]. However, this solution severely degrades the scalability of the

number of concurrent transmitters. Similar to the state of the art, we observed that when we use

the response position modulation with 128 ns separation and we increase the number of concurrent

nodes beyond five, we cannot receive concurrent packets. The limited capacity of the concurrency

window imposes a trade-off between the scalability of concurrent transmitters and the robustness

of the concurrency-based localization systems. In real-world scenarios, it may be desirable to go

beyond five nodes.

One way to increase the number of concurrent transmitters without sacrificing the robustness

is to use a TDMA scheme. We can make multiple groups of concurrent transmitters and assign

a timeslot to each group. All nodes in one group can still utilize concurrent transmissions and

respond (quasi-)simultaneously in the timeslot assigned to their group.

7.3 Increasing the Resilience of Concurrency-based Localization

Against Strong Multipath

Current concurrent localization systems rely on the ability of the system to detect concurrent peaks.

In the presence of strong multipath, it is hard to distinguish concurrent peaks from MPCs. We

showed how using the reflection-resilient concurrent ranging (R3) developed in this dissertation can

increase the ability of concurrency-based localization systems to detect concurrent peaks in case

of overlapping with strong multipath. However, there are cases where even R3 cannot effectively

detect peaks due to destructive interference caused by strong MPCs. In the case of dynamic

environments, the MPCs can often interfere with concurrent peaks with very large amplitudes and

bury the concurrent signals in noise. Another case is when there are more concurrent nodes in the

network, responders’ signals can overlap with each other.

72



The related work in this area suggests using a response position modulation to address the issue

of overlapping concurrent peaks with MPCs [7,23,25]. However, this solution severely degrades the

scalability of the number of concurrent transmitters.

One potential solution to increase the resilience of concurrent localization against strong MPCs

is to increase the TX scheduling uncertainty by deliberately ignoring lower bits from timestamp

variables and lowering the resolution of timestamps used for scheduling transmissions. This way,

we can increase the deviation of time of arrival of concurrent peaks and make a wider Gaussian

distribution, which makes it easier to distinguish such peaks from strong multipath.
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Chapter 8

Conclusions

In this dissertation, we identified several critical issues in the existing UWB-based indoor localiza-

tion systems. Those issues impact the ability of such systems to scale while maintaining efficiency

and accuracy. We also identified a lack of a proper evaluation standard to compare results from

different UWB-based localization studies in NLoS scenarios. Further, we provided techniques to

address these issues to build scalable, efficient, and accurate localization systems and took the first

step in making a benchmarking standard for UWB-based localization systems.

8.1 Summary of Contributions

In this dissertation, we made the following contributions:

Benchmarking Standard for UWB-based Localization Systems: We presented a technique

to separately observe the effects of signal attenuation/refraction and diffraction. We studied the

effects of these phenomena on UWB ranging for different construction materials. It is essential to

take into account the types of materials used in a testing environment for proper benchmarking of

different localization solutions in different scenarios.

Resilience to Strong Multipath for Concurrent Ranging: We increased the scalability

of concurrent ranging by designing an algorithm to detect concurrent responses with resilience to

strong multipath. We further used a clock skew correction method to reduce the concurrent ranging
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error induced by the clock drift in longer ranges. Our technique achieves sub-meter precision

concurrent ranging and reduces the error by at least 54 cm in long distances (> 50 m) and by more

than 97% on average when the ranging response delay is arbitrarily large.

Indoor Localization with Concurrent Angle Difference of Arrival: We investigated the

feasibility of concurrent AoA estimation with UWB radios. Concurrent AoA is unaffected by

transmission scheduling uncertainties, which ultimately increases the accuracy of concurrency-based

localization systems. We further presented a localization algorithm based on the ADoA technique

that addresses the front-back ambiguity and unknown device tilting issues. Our method is four

times faster than sequential AoA and improves the localization accuracy by up to 44.33% compared

to state-of-the-art concurrency-based indoor localization solutions without relying on additional

timestamp correction.

Scalable and Efficient Concurrency-based UWB Indoor Localization: In summary, our

work explores the neglected aspects of UWB-based indoor localization techniques. Lack of proper

media access control in UWB networks limits the scalability and efficiency of UWB-based local-

ization systems. By exploiting wireless interference and utilizing concurrent transmissions, we

addressed the problem of scalability and efficiency while maintaining the required accuracy by

many indoor localization applications. A localization system with the combination of our proposed

methods (1) improves the scalability of tags to an unlimited number of tags; (2) improves efficiency

by allowing concurrent transmissions and achieving fast location update rate; and (3) improves the

accuracy of concurrency-based localization with a reflection resilient concurrent peak detection,

a clock skew correction to correct clock drift-induced error and a concurrent AoA system that is

immune against TX scheduling uncertainty.
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